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Abstract: Recently, emerging technologies have assisted the healthcare system in the treatment of a
wide range of diseases so considerably that the development of such methods has been regarded
as a practical solution to cure many diseases. Accordingly, underestimating the importance of such
cyber environments in the medical and healthcare system is not logical, as a combination of such
systems with the Metaverse can lead to tremendous applications, particularly after this pandemic, in
which the significance of such technologies has been proven. This is why the digital twin of a medical
microrobot, which is controlled via a stochastic model predictive controller (MPC) empowered by
a system identification based on machine learning (ML), has been rendered in this research. This
robot benefits from the technology of magnetic levitation, and the identification approach helps
the controller to identify the dynamic of this robot. Considering the size, control system, and
specifications of such micro-magnetic mechanisms, it can play an important role in monitoring,
drug-delivery, or even some sensitive internal surgeries. Thus, accuracy, robustness, and reliability
have been taken into consideration for the design and simulation of this magnetic mechanism. Finally,
a second-order statistic noise is added to the plant while the controller is updated by a Kalman filter
to deal with this environment. The results prove that the proposed controller will work effectively.

Keywords: digital twin; machine learning; the Metaverse; nonlinear ARX; system identification;
model predictive controller; stochastic MPC; Kalman filter; mechatronics

1. Introduction

The cyber-physical system (CPS) is a combination of real objects with their models,
in which cyberspace and physical processes can have helpful interactions with each other.
Using feedback loops, embedded computers and networks are also used to observe and
regulate physical processes [1]. This way, the significance of the utilization of high-tech
technologies, such as optoelectronics, mechatronic systems, and nano-technology, needs
to be more noticed as the main part of physical systems is related to measurement and
monitoring [2–9]. Therefore, the utilization of such methods can be constructive. Sensors
collect a wide range of data kinds from the actual environment. These data are subsequently
sent to cyberspace, where they are analyzed and evaluated. The CPS objective is to embed
intelligence in common objects/services to perform vital functions.

Another important approach to improving the power of computing with the least
knowledge of the system is artificial intelligence (AI). In this respect, machine learning
(ML) and deep learning (DL) can be regarded as two important sub-techniques, presenting
us with a number of models and algorithms to model and analyze a range of problems [10].
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The application of ML and DL in medicine has significantly caught the attention of various
fields from drug discovery to the diagnoses of diseases [11–14]. On the other hand, such
techniques have appropriate performance in modeling or identifying robots. Neverthe-
less, the role of communication technologies such as 5G, microwave systems, and other
infrastructures is very important in the deployment of such systems [15–18].

Trajectory Tracking is an important subject in order to achieve effective autonomous
safe driving systems [19]. In other words, precise trajectory tracking and state estimation
under uncertainty should necessarily be considered for providing intelligent vehicle control
systems to operate in real environment, including neutral uncertainties. In a nutshell, a
model predictive controller (MPC) is a sophisticated approach of process control that is
used to govern a process while meeting a set of criteria [20,21]. An MPC algorithm with
integral action is presented in [22]. Mokhtar et al., in [23], suggested an improved model
predictive controller (MPC) for a grid-linked, single-phase, full-bridge, five-level, T-type
inverter to maintain high reliability.

Magnetic levitation is the system investigated in this research. The magnetic levitation
system has practical value in many technical applications due to the advantage of contact-
less mobility. Magnetically driven robot platforms had quite a considerable influence on
medical robotics throughout the last century, giving new technologies to assist noninvasive
therapeutics and diagnostics in many parts of the human body. The fundamental advantage
of robots which are magnetically actuated is that useful forces and torques may be applied
without the requirement for additional, typically complex and large, onboard locomotion
devices. These devices have been studied for use in a variety of endoscopic techniques,
including colonoscopy [24,25], surgeries [26], and cardiovascular purposes [27].

An MPC consists of a wide range of variety, which is an inherent part of autonomous
systems. For controlling hybrid aerial vehicles, an MPC is proposed by [28], and they made
a comparison between constrained and unconstrained MPCs. The properties of a robust
economic model predictive control (REMPC) algorithm in terms of rejection of disturbances
in initial conditions and non-stationary disturbances, robust stabilization, and closed-loop
performance in the presence of model parameter errors and the enforcement of optimal
economic periodic operations are investigated by Omar Santander and colleagues in [29].
An MPC can contribute with Fuzzy logic to perform quickly and reliably [30]. A calibrated
nonlinear DC motor under uncertainity [31] and a networked model predictive controller
for large-scale networked control systems for collision avoidance of networked vehicles are
proposed in [32].

In this paper, first, three profiles for current, position, and velocity are simulated. The
system identification is then used to obtain the model’s state spaces in order to construct
the MPC. The nonlinear ARX neural network is used to predict the dynamic model of the
physical systems. A basic MPC was created, and the results demonstrate that the controller
is functioning admirably. In order to produce a genuine model for the real environment,
the statistic noise model was introduced to the plant, and then a Kalman filter approach
is examined to minimize noises. The stochastic model predictive controller monitors the
reference without error and reduces noise.

A real-time robust MPC in different conditions was proposed for the flight control of
unmanned rotorcrafts by Kostas in [33]. In addition, a framework for the navigation of
a miniature quadrotor UAV with state estimation was investigated in [34]. Moreover, for
fixed-wing UAVs, multiple filters were applied to wind model estimations in [35]. Desaraju
and his colleagues conducted a study on a safe, efficient, and robust model predictive
controller for constrained nonlinear systems [36–39].

2. Cyber-Physical Healthcare Systems and Digital Twins

Cyber-Physical healthcare Systems have the potential to be used in social services,
particularly in medical and healthcare applications [1]. In general, numerous nations
have severe shortages of healthcare staff, resulting in a reduction in the efficiency of
medical services and a significant increase in healthcare expenses. The ability to adapt
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new technologies for health monitoring systems has increased. In healthcare monitoring,
data transportation via low-cost sensors and various communication mediums has become
a primary issue for the existing platforms, resulting in ineffectiveness in processing vast
amounts of data in real-time. As a result, infrastructure and computational frameworks
are necessary to advance this industry. This results in big data processing frameworks for
medical cyber-physical systems (MCPS), which merge cyber and real-world features with
dynamic, completely adaptable systems for making decisions and other monitoring devices.

Robots are self-contained devices that have been designed to perform a certain activity
with precision. They are artificial-intelligence-based cognition models with the ability to
continually acquire information about the environment with sensors in order to function
in complicated contexts and conduct pre-defined operations on a frequent basis. Medical
robots that aid in surgeries and clinical services, industrial robots that execute manufac-
turing tasks, and surveillance robots for security and safety all play important roles in
cyber-physical systems [40]. These developments are useful for monitoring patients’ health
states in distant locations and delivering improved therapies. On clinical sensors, accept-
able research has been conducted. The sensors are used to acquire extremely private patient
information. The gathered data are sent to the access point via wireless communication
means. In addition, wired sensors are used; hence, WSN provides flexibility and comfort
for patients and physicians. The data collected by sensors are kept on a server and are
accessible to clinicians [41].

Different criteria that are important in determining the level of autonomy in healthcare
cyber-physical systems (HCPS) are roughly classified into two areas, including hardware,
which is the amount of autonomy that is determined by elements such as the type of
medical equipment, the style of engagement, and the length of time spent with the patient.
Medical robots that provide meals and medications to coronavirus patients can operate
independently to aid healthcare systems. A team of Hong Kong researchers developed
‘Grace’, a humanoid robot that interacts with isolated coronavirus patients and delivers
services such as temperature tracking and response via a thermal camera installed in the
chest. In order to eliminate the stress caused by seclusion, the robot will actively connect
with the coronavirus patients. The type of illness and patient risk level are examples of
patient-related variables. Communicable illnesses, such as coronavirus, require a high de-
gree of autonomous cyber-physical healthcare systems, yet high patient risk levels required
ongoing medical expert assistance in addition to the autonomous healthcare systems.

A digital twin is a digital twin for a real item or process. The virtual model in
smart medical systems produces virtual assets in cyberspace so that digital data about
resources may be utilized for planning, management, and collaboration. The digital twin
for SHCPS is essentially a simulation model for medical devices and equipment, as well
as behavioral analysis of the patient treatment process, to aid healthcare specialists in
studying, analyzing, and predicting patients’ health conditions. The digital twin keeps
a capacity graph for diverse medical devices, which are recorded as a three-tuple vector
with the values resource id, allocation status, and patient id. The allocation state is active
or inactive, and the anticipated redistribution may be affected by the patient’s health. A
graph may be used to illustrate the patient treatment process, with nodes representing the
patient’s health condition at various time intervals and edges representing the transition
depending on changes in physiological data. These graphs may be used in AI techniques
to compute and classify a patient’s health state.

3. Problem Description

Figure 1 is a concept of the Magnetic Levitation (MAGLEV) system. The direction
in the line of the lateral movement is downwards, as shown in Figure 1, with the base of
the global Cartesian frame of coordinates on the electromagnetic core having a flat face.
In the free space, the ball has 6 degrees of freedom (DOF), but only the vertical x-axis is
controlled. Figure 2 demonstrates a comprehensive overview of the applications of the
proposed system for healthcare objectives in different organs of the body. According to this
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figure, the proposed robot can be utilized in different sizes for different missions. However,
to show some initial capabilities of the proposed robot, we try to demonstrate that it is
more significant than its actual size. Nevertheless, the size of the robot can be altered
for various operations, from drug delivery to invasive procedures. The proposed robot’s
control system and dynamics will undoubtedly differ, but the priciple of these robots’ is
based on Magnetic Levitation. It is emphasized that Figure 2 only shows an overview of the
applications of the proposed robots, disregarding the size or density of the depicted organs.
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Figure 1. Model of the system.

The proposed micro-robotic technologies’ primary goals are the focused delivery of
therapeutic cargo such as genetic materials, imaging agents, and medications. Functional
connectivity inside the bloodstream to a specialized target site using a tunable cargo
carrier is preferable to the pretty small cargo delivery. It delivers increased efficiency
offered by present neutral routes of administration, such as local diffusion and intravenous
delivery. This is because active navigation allows for more precise targeting of where the
cargo is delivered. By using this mechanism, drivable carriers, it is feasible to achieve
focused local therapy choices, reducing the likelihood of experiencing unwanted systemic
consequences. For instance, administering interleukin-12 through intravenous injection
resulted in fatal systemic toxicities. The total bioavailability of a single medication dosage
may be increased by effective delivery and managed on-site release techniques. Since they
have relatively short half-lives in blood, vulnerable cargo types such as proteins, peptides,
or nucleic acids are better protected from degradation when contained inside a carrier. It
is possible that the most advanced kind of in situ therapeutic and diagnostic technique
would include autonomous, real-time control of the kinetics of the cargo release. To this
end, microrobots can manage within the internal organs; act thoughtfully in response to
discharge; deliver, carry, and shift therapeutics; and conduct complex jobs either wholly or
partially autonomously might also fundamentally change several patients’ care.

We explore the challenge of controlling the motion of a permanent magnet driven by a
magnetic field on a flat surface. It may be divided into a series of motion equations, much
like any other motion control:

d2x/dt2 = g− k(x)i2/x2 (1)

dx1/dt = x2, dx2/dt = g− ki2/x2
1, y = x1 (2)

where x1 denotes the robot’s location, and x2 denotes its velocity.

L · di/dt = −R · i + u (3)

where L is the inductance, R is the resistance, and u is the voltage of the supply source’s
source (dc-link). The value of u is the average voltage during a duty cycle if the source is



Information 2022, 13, 321 5 of 15

modulated by PWM. The switching sequence of the voltage source is the system’s ultimate
control signal.

In this paper, a stochastic model predictive controller was proposed for exact position-
ing of the robot.
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Figure 2. The proposed magnetic microrobot for different purposes in a healthcare system.

4. Methodology
4.1. Permanent Magnet Movement

As stated in the above equations, by solving them, the movement of the permanent
magnet can be achieved. As a result, in Figure 3, it can be seen how the current will change
at each position of a permanent magnet. The current starts from zero, and it will converge
to 0.1 Am . It is visible in the middle of the Figure how the permanent magnet will move in
each phase during this time. The movement of the permanent magnet is too fast, which is
show by how it reaches 0.4 m in less time. Finally, at the bottom, the Figure illustrates the
speed changes.

0.0000 0.0002 0.0004 0.0006 0.0008 0.0010
0.0

0.5

C
ur

re
nt

(A
)

0.0000 0.0002 0.0004 0.0006 0.0008 0.0010
0.00

0.25

Po
si

tio
n(

m
)

0.0000 0.0002 0.0004 0.0006 0.0008 0.0010
Time(s)

0

1000

Ve
lo

ci
ry

(m
/s

)

Figure 3. Current, motion, and velocity profile.
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4.2. Machine Learning System Identification

The first stage in developing a controller is to estimate the plant’s state-space, transfer
function, or basically the dynamic model of the physical systems. These dynamic models
are useful for analyzing, simulating, controlling, and monitoring a wide range of systems,
including industrial systems, chemical processes, robotics, and aeronautical systems. There
are various methods to identify the system’s model, such as state-space mode, transfer
function’ polynomial methods, and nonlinear approaches.

Deep learning and system identification are two common Matlab toolboxes for deter-
mining the dynamic model of an unknown system based on input and output data. While
each technical estimation can be solved via ML methods and ML techniques show suitable
performance for complex systems such as the present system, ML helped to have better
accuracy and brought us this opportunity to make the system more intelligent. On the
other hand, since precision plays a crucial role in medical operations, ML can be helpful
even if it leads to more complexity.

In this study, the nonlinear auto-regressive with external (exogenous) input which is
known as NARX, predicts future values. These techniques have appropriate performance
in the identification and analysis of the complex systems disregarding their nature and
mechanisms [42–45]. Figure 4 depicts the block diagram of the dynamic deep learning
nonlinear ARX, in which previous values of one or more time series are utilized to forecast
future states. As indicated in Equation (4), this network predicts the series y(t) based on d
previous data of y(t) and another sequence x(t):

y(t) = f (x(t− 1), ...x(t− d), y(t− 1), ...y(t− d)) (4)

X(t) Y(t)

Input layer Hidden layer Output layer

Nonlinear ARX- ANN

Magnetic microrobot

Figure 4. Block diagrams.

In this scenario, the data generated from simulation using the mathematical model
established in the previous section is fed into the neural network nonlinear ARX model,
which is used to identify the model. As shown in Figure 4, the network will be built and
trained in an open-loop mode. As trained, the network to create accurate current outputs
may feed it correct historical outputs in an open-loop fashion. The current is utilized as
input data for the identification process, while the position is used as output data to the
nonlinear ARX network, and the system is considered to be an SISO system.

The following figures illustrate the results of the training procedure. Figure 5 displays
the validation of the nonlinear ARX network’s performance based on the mean squared
error over 1000 epochs. The mean squared error is the average squared discrepancy between
outputs and goals, with smaller values indicating ideal performance.

Regression R Values quantify the relationship between outputs and goals. As shown in
Figure 6, a tight link is represented by a value of one for R, whereas a random relationship
is represented by a value of zero.
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Figure 5. Validation of the Nonlinear ARX network’s performance.

Figure 7 depicts the outputs, responses (targets), and failures as a function of time. It
also specifies which time intervals were used for training, testing, and validation. Error
histograms depict how the neural network’s failures on the testing examples are spread,
as shown in Figure 8. In general, a normal distribution oriented at 0 is assumed for each
output variable.
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Figure 6. Nonlinear ARX neural network regression.

Following the identification procedure, the system is prepared to develop the controller.
The model predictive controller, as well as the stochastic model predictive controller, are
introduced in the next subsection.
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Figure 8. Error histogram.

4.3. Model Predictive Controller

The MPC controller computes a sequence of future control action values in order to
minimize a cost function. In this cost function, we may provide weight matrices. These
weight matrices alter the control action priority, rate of change in control action, and plant
outputs. The MPC controller aims to minimize the following cost function J(k) for selected
prediction and control horizons NP and NC:

J(k) =
Np

∑
i=Nw

[y(k + i | k)− r(k + i | k)]T ·Q · [y(k + i | k)−

r(k + i | k)] +
Nc−1

∑
i=0

[∆uT(k + i | k) · R · ∆u(k + i | k)]+

Np p

∑
i=Nw

[u(k + i | k)− s(k + i | k)]T · N[u(k + i | k)−

s(k + i | k)]

(5)
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where k denotes discrete-time, i is the index along the prediction horizon, and Np denotes
the number of samples in the prediction horizon. Here, Nw represents the start of the
prediction horizon, Nc represents the control horizon, Q represents the output error weight
matrix, and R represents the rate of change in the control action weight matrix. y(k + i|k)
is the projected plant output at time k + i, and N is the control action error weight matrix.
The output set point profile at time k + i is represented by r(k + i|k). The expected rate of
change in control action is ∆ u(k + i|k), the predicted optimal control action is u(k + i|k),
and the input set-point profile is s(k + i| k).

The MPC is a technique that predicts control variables over a certain time horizon
using linear system models. The following explains the control technique used:

1. The value of the controlled variable y(t+ k) is forecasted across the prediction horizon
k = 1.2...N at each sampling time. This forecast is based on the future values of the
control variable u(t + k) throughout the course of a control horizon.

2. A reference trajectory is defined as r(t + k), where k = 1...N. Specifies the intended
system trajectory across the forecast horizon.

3. The future control vector u(t + k) is computed to minimize a cost function. The
cost function is a function of the differences between the reference trajectory and the
anticipated output of the model.

4. When the cost function has been minimized, the first optimal control action is per-
formed in the plant, followed by an analysis of the results. The plant states analysis
will be utilized as the model’s initial state for the following iteration.

A receding horizon technique involves repeating steps 1 to 4 for each sample moment.
The receding horizon is only applied to the controller as the first part in the control sequence.
At the next sample instant, the entire optimization method is repeated.

The block diagram of a simple MPC is shown in Figure 9. The control scheme is based
on an open-loop process model, where A, B, C, and D are state-space models obtained
from the system identification:

x(k + 1) =Ax(k) + Bu(k)

y(k) =Cx(k) + Du(k)
(6)

MPC
State space 

model

U(k)

r(k) y(k)

y(k)

x(k) – true state

Figure 9. MPC with true state wired.

4.4. Stochastic Model Predictive Controller

The effects of noise on the plant, actuators, and sensors are represented by stochastic
system models. Random models also include the following variables in addition to the
state-space matrices A, B, C, and D: Method noise is represented by the vectors w and v. G
and H matrices link w to states and outputs, respectively. The following equations describe
continuous random state-space models:

x̂(t) =Ax(t) + Bu(t) + Gw(t)

ŷ(t) =Cx(t) + Du(t) + Hw(t) + v(t)
(7)
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Furthermore, in order to replicate the natural and actual world, statistical noise must
be added, and the stochastic model equation must be considered. The noises will then be
filtered using a Kalman filter as an estimator in the feedback. One of the most significant
and widely used estimate methods is the Kalman Filter. The Kalman Filter generates hidden
variable estimates based on incorrect and uncertain data. In addition, the Kalman Filter
predicts the future state of the system based on prior assessments. Figure 10, indicates an
MPC with second-order noise model.

MPC Stochastic State 
space modelU(k)

r(k) y(k)

y(k)

x(k) – true state

Second-order 
stochastics noise 

model

Figure 10. Stochastic MPC with second-order statistic noise model.

Moreover, we employ the Noise Covariance technique to build a state estimator
utilizing the Q and R parameters. This approach yields a state estimator that makes use of
the Kalman filter gain. The block diagram of stochastic MPC using Kalman filter is shown
in Figure 11.

MPC
Stochastic State 

space model

Inputs

r(k)

y(k)

x(k) – true state

Discrete Kalman 

filter

Output

U(k)

( )y k

Second-order 

stochastic noise 

model

Figure 11. Stochastic MPC with Kalman Filter.

5. Results

The project is implemented by LabVIEW using control and simulation module. First,
a simple model predictive controller is designed without any noises. Prediction horizon,
and control horizon were initialized as 4 and 2, respectively, as MPC parameters, and a
2D reference based on the scale of the permanent magnet was identified. By running the
simulation for 80 s, the results will be as follows.

Figure 12 indicates how the control action will change based on the changes in the
reference. It is obviously clear that by inflating the reference during the time, the current
control action will be modified.
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The control action refers to how the automated controller generates the control signal.
An automated controller measures the actual value of the system output to the desired
set point (reference input), calculates the discrepancy, and generates a control signal to
decrease the deviation to zero or a small quantity.

In Figure 13, it is obvious that the MPC controller performs admirably and traces the
path without difficulty.
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Figure 13. MPC results.

For stochastic MPC, the plant model is the same as the model used in simple MPC, and
just noise vectors will be added to complete the stochastic model predictive controller equation.

After simulation, the results are shown in Figure 14, the control action is clear, and
the description is the same as the MPC, which is described above. However, it must be
mentioned here that the noise which is added to the model is affecting the control action.
Figure 15a indicates the stochastic MPC with severe noise. By using the Kalman filter, the
noise was filtered in Figure 15b. Finally, the comparison of the SMPC and MPC is illustrated
in Figure 16. It can be seen that the stochastic MPC using the Kalman filter can filter the
noises in the real-world environment.
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Figure 15. MPC and Stochastic MPC results.

0 20 40 60 80
Time (s)

0.010

0.005

0.000

0.005

0.010

0.015

0.020

Po
si

tio
n 

(m
)

MPC
SMPC
Ref

Figure 16. Controllers comparison.

6. Conclusions

A stochastic model predictive controller based on neural network system identification
is described in this work in order to regulate the location of permanent magnets. First, three
profiles for current, position, and velocity were simulated. The system identification was
then used to obtain the model’s state spaces in order to construct the MPC. The nonlinear
ARX neural network was used to predict the dynamic model of the physical systems. A
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basic MPC was created, and the results demonstrate that the controller functions admirably.
In order to produce a genuine model for the real environment, the statistic noise model
was introduced to the plant, and then a Kalman filter approach was examined to minimize
noises. As demonstrated in the results section, the stochastic model predictive controller
monitors the reference without error and reduces noise.

Each model’s results are presented. Furthermore, it is demonstrated that the Model
Predictive Controller with system identification is a reliable approach for trajectory tracking.
It identifies the reference route quickly and does not rely on the reference path.
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