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Abstract: The analysis of influential machine parameters can be useful to plan and design a plastic injection molding process. However, current research in parameter analysis is mostly based on computer-aided engineering (CAE) or simulation which have been demonstrated to be inadequate for analyzing complex behavioral changes in the real injection molding process. More advanced approaches using machine learning technology specifically with artificial neural networks (ANNs) brought promising results in terms of prediction accuracy. Nevertheless, the black box and distributed representation of ANN prevent humans from gaining an insight into which process parameters give a significant influence on the final prediction output. Therefore, in this paper, we develop a simpler ANN model by using structural learning with forgetting (SLF) as the algorithm for the training process. Instead of typical backpropagation which generated a fully connected layer of the ANN model, SLF only reveals the important neurons and connections. Hence, the training process of SLF leaves only influential connections and neurons. Since each of the neurons specifically on the input layer represent each of the injection molding parameters, the ANN-SLF model can be further investigated to determine the influential process parameters. By applying SLF to the ANN training process, this experiment has successfully extracted a set of significant injection molding process parameters.
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1. Introduction

Injection molding is considered the most significant technology for processing plastic material which is heavily used in industries. The production of plastic-based goods or components in the world through the injection molding process has approximately reached up to 30% [1]. Injection mold-based products are either semifinal parts or final parts of any kind of product [2]. We can take, for example, the production of a smartphone case or interior components of an aircraft. The injection molding industry can be considered a basic industry since it supplies the spare parts required for a production process in other industries [3]. In this case, injection mold-based products are either semifinal parts or final parts of any kind of product and intensively used in various industries from households, electronics, and even automobiles. Another reason for the intensive use of injection molding is its ability to process a large amount of plastic material for producing complex shapes [4]. Hence, the injection molding approach is considered a suitable production technique for the mass production of plastic parts which require precise dimensions.

There are three basic phases in the injection molding process, namely, filling, holding, and cooling [5]. At first, the molten plastic material is filled into the cavity to make the
required shape of the product. Afterward, extra material is packed into the cavity to raise the pressure on the holding stage. Finally, in the cooling phase, the temperature will be lowered significantly to solidify the molten materials. The final stage guarantees that the product of the molding process is stable enough for the ejection process. The product of the injection molding process is considered acceptable when it does not contain any defects [6]. Nevertheless, due to the complexity of the thermoviscoelastic character of plastic material, maintaining quality during the injection molding process is difficult. The unpredictable behavioral change in injection molding factors commonly cause defective final products [7]. Obviously, the delivery of a defective product to the customer would decrease customer satisfaction.

The types of defects in injection molding products can be classified into several categories, namely, shrinkage and warpage, short-shot, and sink mark. This research addresses the short-shot defect in the injection molding of plastic material. The different types of defects are caused by different factors which influence the injection molding process. In the case of a short-shot defect, it usually occurs during the filling process, when the material injected into the mold is not sufficient enough to fill up the cavity [8]. Several factors lead to the occurrence of the short-shot defect such as incorrect selection of plastic materials, the wrong configuration of processing parameters, etc. [9]. Among other factors, the ones which can be controlled by the operator and can be adjusted during the process are the processing parameters, which generally consist of pressure, temperature, and processing time [10].

A product of the appropriate quality requires precise combinations of input process conditions. To determine the configuration of the process condition, a trial-and-error approach has frequently been utilized in manufacturing facilities that use the injection molding process [11]. However, the trial-and-error approach involves a lot of uncertainty, requires a lot of time and money, and heavily relies on molding workers’ experience. Hence, traditional quality control based on the injection molding machine’s parameters has limitations that result in inaccurate assessments of the part quality [12]. To solve this problem, the early approach used computer-assisted engineering (CAE) to control the process parameter of injection molding. The use of computer-aided engineering (CAE) can be applied to simulate and investigate the effects of different configurations of injection molding parameters on the quality of the final mold product [13]. Hence, the parameters of the simulation model which yield the best result can be further used to optimize the real process of injection molding [14]. Nevertheless, the CAE approach for optimizing injection molding parameters required a lot of time and incorporated many prerequisite criteria of the material properties [15].

The employment of a CAE-based approach for simulating injection molding provides better results compared with the traditional approach. Nevertheless, CAE simulation failed to deal with the nonlinearity of the viscoelastic character of plastic material [16]. Hence, there is a need for a more sophisticated approach to improve the quality prediction of the injection molding process. In recent years, there has been an increasing amount of work on implementing a data-driven approach using machine learning technology in the manufacturing domain, including the process of injection molding [17,18]. Those works were motivated by the development of sensing technology which is widely applied in manufacturing. The installment of a sensor within an injection molding machine generates valuable data to investigate the behavioral changes during the molding process which can be used to predict the final output [3,19]. Another AI-based approach by using computer vision was also developed for injection molding process inspection and monitoring [20]. In that research, the computer vision algorithm was deployed to detect any kind of defect. There are several distinct approaches of machine learning applied to the injection molding process. Among those approaches, the artificial neural network (ANN)-based method is the most popular since it yields significantly higher performance compared with others [17]. For instance, the multi-layered perceptron (MLP) architecture of ANN, which was developed...
by Ke and Huang [21], reaches 94% accuracy in predicting the defective/non-defective output of the molding process.

The ANN-based approach which currently outperforms other machine learning techniques is mainly due to its ability to identify complex nonlinearity relationships within the dataset [21]. Therefore, in the case of injection molding, the relationship of process parameters such as mold temperature, pressure, and cycle time with their corresponding output can be modeled and optimized by using ANN [22]. Nevertheless, modeling the nonlinearity within the data commonly leads to the complexity of the ANN itself. The increasing complexity of the ANN model is identified by the increasing number of hidden layers and neurons which represent more nonlinearity within the dataset. The complexity of the ANN model makes it well known as a “black box” model [23]. Despite the great success of ANN, the concern of a black box system has also received higher concern over time [24,25]. Black box interpretation prevents people from gaining understandable knowledge, which is essential for improving engineering design [26]. In terms of the injection molding process, having a better understanding of what factors have significant influence on the final results would give an advantage to the design of a better molding machine or technology.

Some studies have tried to infer significant process parameters of injection molding from the machine learning model. Zhou et al. [27] used an unsupervised approach named sparse autoencoder to cluster the learned parameter within the neural network training of various configuration injection molding experiments. Another study by Román et al. [28] used the Bayesian approach to optimize the parameter selection of deep neural network training for the defect prediction model of the injection molding surface. The developed model has successfully selected the parameter which yields the optimal model. A similar approach was proposed by Gim and Lee [29] by using interpretable machine-learning techniques to explain the significance of each injection molding parameter. A more innovative approach was deployed by using a transfer learning mechanism [30]. In that research, they deployed the deep neural network model which was successfully developed for another type of injection molding in their current experiment.

Regarding the efforts to develop better injection molding systems, there is much research that investigates the influential parameters of the molding process. Some researchers argued that cavity pressure has a significant parameter on the quality of injection molded products [31–33]. For instance, in an experiment conducted by Chen et al. [34], four cavity pressures, named peak pressure, gradient pressure, viscosity index, and energy index, were used to estimate the quality of injection molding output. In addition, Gim and Rhee [29] extracted five parameters from cavity pressure: initial pressure, maximum pressure, the integral value of pressure changes from the initial to the end of the process, final pressure at the filling stage, and final pressure from the cooling stage. Nevertheless, the determination of significant parameters is a difficult task which leads to the question of which parameters should be extracted from cavity pressure for accurate prediction [15].

This experiment aims to provide an innovative approach to analyzing the significant attributes of the injection molding process by increasing the visibility of the ANN model. Since the ANN model has a good performance for injection molding quality prediction, reducing its model complexity without losing its performance hypothetically could reveal the injection molding variables as the input of the ANN model has the most significant influence on the prediction results. In this paper, an algorithm named structural learning with forgetting (SLF) was employed to train the ANN architecture. Different from the typical backpropagation algorithm commonly used in ANN training, SLF produced a simpler ANN model compared with the fully distributed model representation of the backpropagation training result. Hence, by using SLF for training the ANN model, significant parameters of injection molding which are represented as the input layer of ANN architecture can be further analyzed. The contributions of the present study can be summarized as follows:
(i). We employed SLF to train the ANN model and generate a simpler model as well as to reveal the most significant attributes without any major degradation in prediction performance;
(ii). We further analyzed the selected attributes to investigate the linear correlation among those attributes by constructing rules and evaluating the performance of the rules for quality prediction;
(iii). We undertook in-depth experiments comparing the proposed model to other prediction models and findings from earlier research.

The remainder of this study is structured as follows. The dataset and detailed methods are presented in Section 2, including ANN, SLF, and the evaluation method. Section 3 provides comprehensive experimental results, parameter analysis with rule extraction, and comparison with earlier works. Section 4 presents the conclusion, including future research directions. Finally, the list of acronyms and abbreviations used in this paper are provided in the Abbreviations section.

2. Material and Methods

2.1. Dataset

The dataset used in this paper is gathered from the real injection molding process in our experiment. The data were collected using Arburg AllRounder 270 S hydraulic injection molding machine. This machine has a feature for online monitoring of process parameters through the graphical interface. With the machine interface, the cavity pressure and internal mold temperature can be investigated or even transmitted using a Kistler sensor. The experiment was conducted to produce a standard rectangular shape of product using LG Chemical’s ABS plastic material.

Table 1 outlines the attributes in our dataset which are derived from the injection molding process parameters followed by the illustration depicted in Figure 1 for better clarity of the phase of data collection for each attribute. In our dataset, there are 9 attributes and a class. The class attributes denote the results of the injection molding process. There are two class categories in our dataset, namely, defective (short-shot) and non-defective (non-short-shot). From the experiment data, the class label was determined by manually investigating the final plastic product of injection molding on each process instance. The non-defective class determines the ideal parameter value combination for generating good results in the injection molding process.

![Figure 1](image-url). An illustration of data point collection of each attribute within a complete cycle of the injection molding process.
Table 1. The parameter of the injection molding process.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Explanation</th>
<th>Measurement Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Mold Temperature</td>
<td>Maximum temperature reach during the molding process on each cycle.</td>
<td>Celsius</td>
</tr>
<tr>
<td>Cycle Time</td>
<td>The time required for completing a single batch of the molding process from start to finish. A single batch of the molding process is recorded from the beginning of the molding process until the end of molded material ejection.</td>
<td>Second</td>
</tr>
<tr>
<td>Maximum Pressure Value</td>
<td>Maximum cavity pressure value reached during the molding process on each cycle.</td>
<td>Mpa</td>
</tr>
<tr>
<td>Minimum Pressure Value</td>
<td>The minimum cavity pressure value was reached between the time when the maximum pressure value was obtained to the end of the injection molding process on each cycle.</td>
<td>Mpa</td>
</tr>
<tr>
<td>Time to Maximum Pressure</td>
<td>Time required to reach the maximum pressure value from the start of the molding process on each cycle.</td>
<td>Second</td>
</tr>
<tr>
<td>Time to Minimum Pressure</td>
<td>Time required to reach the minimum pressure value from the maximum pressure value of the molding process on each cycle.</td>
<td>Second</td>
</tr>
<tr>
<td>Integral Pressure to Maximum</td>
<td>The integral value of the pressure change curve to reach maximum pressure from the start of the molding process on each cycle.</td>
<td>-</td>
</tr>
<tr>
<td>Integral Pressure to Minimum</td>
<td>The integral value of the pressure change curve to reach minimum pressure from the start of the molding process on each cycle.</td>
<td>-</td>
</tr>
<tr>
<td>Total Integral Pressure</td>
<td>The integral value of the pressure change curve from the start to the end of the molding process on each cycle.</td>
<td>-</td>
</tr>
<tr>
<td>Output</td>
<td>This is the class label, 0 denotes short-shot, 1 denotes non-short-shot</td>
<td>-</td>
</tr>
</tbody>
</table>

To infer the parameter values at various cavity pressures and mold temperature, the experiments were carried out with three different configurations for injection speed, switching the point of pressure holder and coolant temperature as shown in Table 2. Afterward, Table 3 explains the sequence of experiments based on the combination of the three different settings outlined in Table 2.

Table 2. The configuration factors for experiments.

<table>
<thead>
<tr>
<th>Configuration Factor</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection speed (cm/second)</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Switching point of pressure holder (cm)</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>Cooling water temperature (Celsius)</td>
<td>10</td>
<td>30</td>
<td>50</td>
</tr>
</tbody>
</table>
Table 3. The experimental settings.

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>Cooling Water Temperature</th>
<th>Injection Speed</th>
<th>Switching Point of Pressure Holder</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>5</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>4</td>
<td>2.5</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>5</td>
<td>1.5</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

From the sequence of experiments shown in Table 3, each experiment was repeated 30 times, hence a total of 270 experiments were performed with different parameter configurations to produce a dataset that contains 270 instances. From the total number of data, 180 instances were used for training data (66.67%) and 90 instances were used for testing data (33.33%). To further investigate the values of each injection molding parameter, Table 4 provides descriptive statistics of the dataset used in this research.

Table 4. The parameter of the injection molding process.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Mold Temperature</td>
<td>72.58</td>
<td>23.43</td>
<td>44.46</td>
<td>18.57</td>
</tr>
<tr>
<td>Cycle Time</td>
<td>22.42</td>
<td>16.02</td>
<td>19.13</td>
<td>1.52</td>
</tr>
<tr>
<td>Maximum Pressure Value</td>
<td>290.38</td>
<td>21.43</td>
<td>134.43</td>
<td>70.61</td>
</tr>
<tr>
<td>Minimum Pressure Value</td>
<td>24.79</td>
<td>0</td>
<td>3.33</td>
<td>4.71</td>
</tr>
<tr>
<td>Time to Maximum Pressure</td>
<td>11.38</td>
<td>1.22</td>
<td>6.04</td>
<td>1.83</td>
</tr>
<tr>
<td>Time to Minimum Pressure</td>
<td>16.597</td>
<td>7.26</td>
<td>13.08</td>
<td>1.59</td>
</tr>
<tr>
<td>Integral Pressure to Maximum</td>
<td>946.37</td>
<td>71.40</td>
<td>364.87</td>
<td>70.61</td>
</tr>
<tr>
<td>Integral Pressure to Minimum</td>
<td>2764.44</td>
<td>84.21</td>
<td>717.89</td>
<td>575.81</td>
</tr>
<tr>
<td>Total Integral Pressure</td>
<td>3710.81</td>
<td>288.12</td>
<td>1082.76</td>
<td>663.55</td>
</tr>
</tbody>
</table>

From Table 4 we can see that the attributes on the dataset have different magnitudes. Some of the attributes have a large value and range, while others have relatively small values and range. Those kinds of differences will certainly lead to instability of the ANN training process. Hence, to standardize the value range of the attributes we need to normalize the attributes into the same value range. We then employ the Min-Max normalization approach to scale the dataset into the range of 0 to 1. The formulation of Min-Max normalization is depicted in the following Formula (1). In Formula (1), $y$ defines the normalized data, while $X = (X_1, X_2, \ldots, X_n)$ denotes the raw input of injection molding data on each attribute.

$$y_i = \frac{X_i - \text{min}(X)}{\text{max}(X) - \text{min}(X)} \quad (1)$$

2.2. Artificial Neural Network

An artificial neural network (ANN) is an approach to information processing by mimicking human nervous systems. ANN employs artificial neurons to transform a set of input values into a set of output values. An ANN is made up of a perceptron in the form of a node within a network to represent neurons of the human nervous system. Within ANN, a set of neurons are grouped into layers [24]. There are three kinds of a layer in ANN, namely, the input layer, hidden layer, and output layer. An ANN consist of at least one input layer to represent the input data and one output layer that represents the target output. A more complex ANN commonly has one or more hidden layers. Another part of ANN is connections between the nodes at different layers. Those connections or links
have a weight value generated during the training process to determine the strength of the signal carried through the links [35]. The initial layer (or input layer) in this ANN is connected to the first hidden layer. Afterward, the output of the hidden layer feeds any more hidden layers that are directly transmitted to the output layer.

Multi-layered perceptron (MLP) is a type of ANN architecture that consists of fully connected neurons in feed-forward networks. Due to its robustness and performance, MLP is one of the most commonly used ANN architectures, either for research or practical purposes [36]. Figure 2 shows the example of ANN with MLP architecture with one input layer, one hidden layer, and one output layer. In the network, the diagram in Figure 2 depicts the lines representing the weight value. The thicker the line, the greater the weight value. The solid line depicts the positive weight value, while the dashed line depicts the negative value of the weight.

![Artificial neural network architecture with multi-layered perceptron.](image)

The values of the weights are determined by the operation within the neurons using an activation function. An activation function in a neural network describes how a node or nodes in a layer of the network translate the weighted sum of the input into an output. This function is a representation of the network's method of information processing and transmission. Since there are different types of activation functions, different activation functions may be used in different regions of the model [37]. The choice of activation function has a significant impact on the neural network's capacity and performance. Despite this, there is a need for a trial-and-error process to choose which activation to employ. The most commonly used activation functions, due to their derivative qualities which make training easier, are the linear, logistic/sigmoid, and hyperbolic tangent functions [38]. The formulation of these three activation functions is depicted in Equations (2)–(4), consecutively.

\[
f(x_1) = kx_1
\]

\[
f(x_i) = \frac{e^{x_i}}{1 + e^{x_i}} = \frac{1}{1 + e^{-x_i}}
\]

\[
f(x_i) = \frac{2}{1 + e^{-2x_i}} - 1
\]

During the ANN process, the weights on each neuron connection training are calculated iteratively. During the iteration process, the weight value will change according to the significance level of the connection to the accuracy of the prediction results [39]. The activation function is used to implement mathematical operators for weights. Furthermore, these values will be sent as a signal to the second hidden layer until it reaches the output layer. The value will be compared with the actual value in the data set after reaching the
output count to calculate the prediction error. Finally, the learning process then iterates until the error is stable (the error value does not change).

There are various formulas for calculating the error of ANN prediction value during the training process. In this research, we use one of the most widely used error functions, namely, mean squared error (MSE). The calculation of MSE is done by using Equation (5). In Equation (5), $N$ depicts the number of data on the dataset used for benchmarking the output prediction value, $\hat{y}_k$ represents the prediction value, and $y_k$ corresponds to the actual value on the training dataset.

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y_k - \hat{y}_k)^2$$  \hspace{1cm} (5)

2.3. Structural Learning with Forgetting

The results of ANN prediction are well known for their accuracy. Nevertheless, since the prediction mechanism was hindered by its complex weight connection, it was uninterpretable by the user (black box process). Hence, inferring an interpretable rule from such network architecture required a complex process and plausibly led to a complex rule as the result. To overcome this drawback, an ANN training approach called structural learning with forgetting (SLF) was proposed by Ishikawa [40]. The SLF approach modifies the typical backpropagation learning algorithm by decaying the connection weight during the training process. Hence, the representation of the ANN model is much simpler. Structural learning methods are capable of generating skeletal structured networks with easy interpretation of hidden units instead of distributed representation which occurred during the backpropagation training.

The key idea of SLF is the forgetting of connection weights. During the learning with forgetting process, the connection weight which has no contribution to the learning process disappears leaving only the influential weight connection on the network architecture [41]. The remaining weight connections are a skeletal network that shows the regularity in training data. To implement the forgetting concept, the SLF-based neural network method defined a penalty term to the criterion function to favor the connection weights with small values. The criterion function in learning with forgetting is given by the following Equation (6) [42].

$$J_f = J + \epsilon' \sum_{j=1}^{o} |w_{ij}| = \sum_{j}(o_i - t_i)^2 + \epsilon' \sum_{j=1}^{o} |w_{ij}|$$  \hspace{1cm} (6)

From the formulation of the above Equation (6), $J_f$ denotes total criterion. The penalty standard for $J$ is then represented by the equation’s remaining parts. In this situation, $J$ can be seen as being equal to the backpropagation method’s mean squared error. Afterward, $\epsilon'$ represents the relative weight in the requirement for the forgetting criteria. The output of the $i$-th output unit is then represented by $o_i$, the expected value is represented by $t_i$, and the connection weight is represented by $w$, starting at a random value.

From the formulation depicted by Equation (6), the weight value of $w$ is changed over time during the iteration of the training process. The change in the connection weight, $\Delta w_{ij}$, is defined by Equation (7). In Equation (7), $\eta$ is a learning rate, $\epsilon$ is the amount of forgetting at each iteration, and $sgn(x)$ is the sign function (1 if $x > 0$ and $-1$ otherwise).

$$\Delta w_{ij} = -\eta \frac{\partial J_f}{\partial w_{ij}} = \Delta w - \epsilon sgn(w_{ij})$$  \hspace{1cm} (7)

As learning progresses, the impact of initial connection weights also decreases. From Equation (7) it can be seen that for each connection it will lose weight each time the weight changes by the same amount of $\epsilon$. Therefore, the word “forget” is used. Due to the forgetting process, the resulting network contains only the connections that significantly affect the final calculation of the output layer in the ANN architecture. Visually the difference between the regular network generated through backpropagation training and the trimmed
network using the SLF technique are consecutively shown in Figure 3a,b below. From Figure 3b, we can roughly conclude that the ANN model produced by SLF training has a simpler representation.

![Figure 3](image.png)

**Figure 3.** The difference between ANN architecture trained by using: (a) a backpropagation algorithm and (b) structural learning with a forgetting approach.

### 2.4. Evaluation Method

The artificial neural network model has many parameters to be set within the training process, and one can use these parameters to perform specific tasks. To determine the best model, we used a set of evaluations to examine the prediction results during the learning process. The first evaluation is the confusion matrix. A confusion matrix is an exploratory evaluation approach that can be used to generally investigate how many true and false predictions are generated by any classification model [42]. There are four elements used in confusion metrics as explained in Table 5 which are also further used to calculate other evaluation metrics employed in this experiment.

#### Table 5. Element of ANN evaluation metrics.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Element Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>True Positive</td>
<td>The ANN model correctly predicts the positive class.</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
<td>The ANN model predicts the positive class as negative.</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
<td>The ANN model correctly predicts the negative class.</td>
</tr>
<tr>
<td>FN</td>
<td>False Negative</td>
<td>The ANN model predicts the negative class as positive.</td>
</tr>
</tbody>
</table>

From Table 5, in the case of injection molding quality prediction, the true positive results indicate that the model gave a correct prediction of the non-defective/short-shot results. The true negative occurred when the model correctly predicts the defective/non-short-shot results. Meanwhile, the false positive result indicates that the model predicts defective results while the actual value is non-defective. In the opposite direction, the false positive occurred when the model predicted non-defective results while the actual value was defective. From the elements explained in Table 5, we then constructed a confusion matrix. The format of the confusion matrix is illustrated in Figure 4.
The confusion matrix depicted in Figure 4 can be used to investigate the prediction quality of any classification task. The TP and TN boxes denote the correct prediction, whereas the FP and FN boxes indicate the wrong prediction. Therefore, the higher the values in TP and TN, the more accurate an ANN model results from the training process. We then used all of the elements (TP, FP, TN, and FN) on the confusion matrix to calculate a more meaningful evaluation of the ANN model. Four metrics can be derived from the confusion matrix, namely, precision, recall, specificity, accuracy, and F1-score [43].

The first metric derived from the confusion matrix is precision. Precision can be defined as the percentage of examples that are correctly identified as positive when a model predicts a positive class. The formulation of precision can be seen in Equation (8).

\[
Precision = \frac{TP}{TP + FP}
\]  

(8)

The second evaluation metric is recall. Equation (9) formulates the calculation of recall. Recall defines the proportion of correct prediction of positive class to the total number of the positive class. The formulation of recall measures the sensitivity of the model since it compares the sum of correct predictions with the total number of incorrect predictions.

\[
Recall = \frac{TP}{TP + FN}
\]  

(9)

The third evaluation metric is specificity or the ratio of true negatives. In opposite to recall, specificity measures the percentage of correct prediction of negative class. The formulation specificity is defined by Equation (10).

\[
Specificity = \frac{TN}{TN + FP}
\]  

(10)

The next metric is the F-score which combines precision and recall to measure the overall performance of the model. In general cases, we need to make a trade-off between precision and recall. Hence, for a more general measurement, F-score takes a harmonic mean of precision and recall. Equation (11) shows the formulation of the F-Score.

\[
F - score = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]  

(11)

The last metric is accuracy. The same as F-score, accuracy is used to measure the general performance of the model in a more straightforward way. The formulation of accuracy incorporates all of the confusion matrix elements as shown in Equation (12).

\[
Accuracy = \frac{TP + TN}{TP + FP + TN + FN}.
\]  

(12)
3. Results and Discussion

3.1. ANN Model of Injection Molding Quality Prediction

This section explains the results of the suggested SLF approach. In this study, the SLF technique and the typical backpropagation learning were run repeatedly to obtain the optimal parameter configuration. At first, to estimate the defects of plastic injection molding, a multi-layer perceptron neural network model was designed with an input layer, one hidden layer, and an output layer. A three-layer neural network is theoretically able to learn any non-linear relationship at the desired level of precision with a sufficient number of hidden neurons in the network. The model has nine input neurons, where the inputs can be the minimum pressure value \((\text{minPresVal})\), maximum pressure value \((\text{maxPresVal})\), integral pressure to maximum \((\text{intPresToMax})\), integral pressure to minimum \((\text{intPresToMin})\), total integral pressure \((\text{totIntPress})\), time to maximum pressure \((\text{timeToMaxPres})\), time to minimum pressure \((\text{timeToMinPres})\), cycle time \((\text{cycTime})\), and maximum mold temperature \((\text{maxMoldTemp})\). The output layer consists of two perceptrons, a value of 1 in the first perceptron and 0 in the second perceptron indicates defect (short-shot), whereas a value of 0 in the first perceptron and a value of 1 in the second perceptron indicates non-defect injection molding result (non-short-shot).

After several trial-and-error training runs to determine the optimal parameter, we have a parameter combination that reaches the minimum mean squared error (MSE) with a learning rate of \(n = 0.1\), forgetting rate = 0.003, and the number of the hidden unit is 9. After the training process, we then compared the confusion matrix and the measurement metrics of the model obtained by backpropagation training and SLF training to show the efficacy of the suggested approach. Figure 5a shows the resulting structure of the neural network trained by using a typical backpropagation algorithm, and Figure 5b shows the resulting structure of the neural network trained using the SLF method. The solid lines represent the positive connection weight, while the dashed lines represent the negative connection weight. Then, the strength of the connections is represented by the line width.
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**Figure 5.** The ANN model after being trained using: (a) a backpropagation algorithm and (b) structural learning with the forgetting approach.

The ANN model consists of a set of connections between neurons in their layer with their corresponding weights. Using backpropagation training, the connection weights of each connection remain at a certain value at the end of the training process. Whereas, by using SLF, the connection weights which have no significance to the final prediction fade away during the training process. Hence, when the connection weight is too small (e.g., under a certain threshold), the contribution to the output neurons was neglected. Furthermore, the remaining connection weights between the input and hidden layers show significant neurons in the input layer, namely, neurons in the input layer that still have connections with neurons in the hidden layer. Given that the neurons in the input layer...
represent the injection molding parameters, we can investigate which parameters of the injection molding process have a significant influence on the final quality prediction result.

Figure 6 illustrates the comparison of the MSE during the training process of the ANN model using backpropagation and SLF. The MSE of both algorithms have similar curves and start to converge to the minimum value of MSE on the 1000 epoch. The final value of MSE for backpropagation and SLF are around 0.075 and 0.079, respectively, which is a very small difference. Therefore, removing the weight connections of the insignificant attributes from the training process does not significantly decrease the model performance.

![Figure 6](image)

**Figure 6.** The mean squared error of ANN training using backpropagation and SLF.

To assess the validity of the proposed approach, the performance evaluation of the two ANN models was furtherly compared. The evaluation criteria previously outlined in Section 2.4 were applied to both models. For evaluation purposes, the models were run to predict the test dataset which consists of 90 data. The first performance comparison is the confusion matrix as depicted in Figure 7. From Figure 7, we can see that there is no significant distinction between the confusion matrix of the ANN model trained with the backpropagation algorithm (see Figure 7a) and the ANN model trained with the SLF approach (see Figure 7b). The ANN model trained with the SLF algorithm made 6 errors (FP + FN) out of 90 predictions.

![Confusion Matrix](image)

**Figure 7.** The confusion matrix evaluation of the ANN model is trained with (a) backpropagation and (b) structural learning with forgetting.

For further investigation, we then calculated the evaluation metrics based on TP/FP/TN/FN values on the confusion matrix on both models as presented in Table 6. To evaluate the models, the 10-fold validation mechanism was run and obtained the performance measures depicted in Table 6. From the evaluation comparison outlined in Table 6, even the backpropagation ANN model outperformed the SLF ANN model in all measurements, similar to the confusion matrix calculation, the value differences of each measurement of both models are not significant. Thus, by connection reduction in the
ANN model, we have a simpler model with only significant attributes involved and good prediction performance.

Table 6. Performance comparison of ANN model trained with backpropagation and SLF.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Backpropagation</th>
<th>SLF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Std. Deviation</td>
<td>Mean Std. Deviation</td>
</tr>
<tr>
<td>Precision</td>
<td>0.91 0.05</td>
<td>0.88 0.06</td>
</tr>
<tr>
<td>Recall</td>
<td>1 0.04</td>
<td>0.94 0.04</td>
</tr>
<tr>
<td>F-Score</td>
<td>0.95 0.05</td>
<td>0.91 0.05</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.95 0.06</td>
<td>0.93 0.07</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.97 0.03</td>
<td>0.93 0.03</td>
</tr>
</tbody>
</table>

3.2. Parameter Analysis with Rule Extraction

Investigation of the connection weights enables the extraction of significant attributes. Comparing the results from Figure 5a with Figure 5b indicates that when trained using the SLF method, five significant attributes were selected, in which one attribute has an extremely high influence on the final results. All other attributes vanished in the sense that all the incoming and outgoing connections from the corresponding hidden units faded away. The five significant attributes were maxPressValue, integralPressureToMin, timeToMaxPressure, timeToMinPressure, and cycleTime.

To validate the significance of extracted attributes, we then used those attributes to construct a rule for quality prediction. There are various methodologies for extracting rules over the resulting skeletal network by the SLF algorithm, ranging from the complex-systematic method to the simplest one, depending on the attributes involved and its values variation. For a complex problem (e.g., problems with a large number of attributes and each attribute having many possible categorical values) utilizing the Karnaugh map and representing every network’s units as a Boolean function is a suitable methodology for extracting the rules. Another rule, such as successive regularization, is suitable if we have only a few attributes but we must classify the problem into more than two classes. In this study, we used a rule extraction algorithm proposed by Setiono and Liu [44]. That rule extraction algorithm is operated over reduced/pruned ANN and designed for binary classification. Therefore, it is suitable for the ANN model built in this study using SLF for the training process.

At glance, the initial process of the rule extraction algorithm by Setiono and Liu [44] needs to consider the weighted path (the connection weight between the input neuron hidden neuron, and the connection weight between the hidden neuron and output neuron). If both connections are a positive connection or negative connection, then the multiplier on each attribute will be the positive value of its weight on the hidden layer (+|w|), otherwise, if the connection weight between the input to the hidden layer and between the hidden layer to the output layer is both different (one positive and one negative or vice versa) the multiplier will be the negative value of its absolute weight onto hidden layer (−|w|). Then, we simply make a summation of each remaining attribute on each neuron with the following Equation (13).

\[
\sum_{i=0}^{n} (w_i \ast x_i) > y
\]  

In the above formulation, \(w_i\) is the connection weight from \(i\)-th input neuron to the corresponding hidden neuron, \(x_i\) is the \(i\)-th-remaining attributes, and \(y\) is the summation result. For the two-class classification, we will get two \(y\) values from two classes. We pick one which has the best accuracy and then simply flip the inequality operator for classifying the other class. Then, as a result of the rule extraction algorithm over the resulting skeletal network trained with SLF, the conditional rules are obtained as outlined in Table 7.
Table 7. Two rules were constructed from the selected injection molding parameters.

<table>
<thead>
<tr>
<th>No</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>if (Maximum Pressure Value &lt; 88.5) then: short-shot otherwise: non-short-shot</td>
</tr>
<tr>
<td>2</td>
<td>if ((7.41 \times \text{Integral Pressure to Minimum}) + (34.12 \times \text{Time to Maximum Pressure}) + (28.14 \times \text{Time to Minimum Pressure}) - (20.17 \times \text{Cycle Time})) &gt; −2259 then: short-shot otherwise: non-short-shot.</td>
</tr>
</tbody>
</table>

Notes: A multiplication is denoted by the sign (*)

We then evaluate the performance of the generated rules with an approach for measuring previous ANN models. The confusion matrix of the performance of the rules evaluation results is depicted in Figure 8 followed by the more detailed measurement results using the five evaluation metrics as outlined in Table 8.
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(a) rule 1  
(b) rule 2

Figure 8. The confusion matrix evaluation of (a) rule 1 and (b) rule 2.

Table 8. Performance evaluation of Rule 1 and Rule 2.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Rule 1</th>
<th>Rule 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.82</td>
<td>0.88</td>
</tr>
<tr>
<td>Recall</td>
<td>0.84</td>
<td>0.91</td>
</tr>
<tr>
<td>F-Score</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9</td>
<td>0.93</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.88</td>
<td>0.92</td>
</tr>
</tbody>
</table>

The performance evaluation results of rule 1 and rule 2 in Table 8 shows that both rules remain with a fairly good score compared with the ANN models in Table 6. Figure 9 summarizes the performance comparison of the ANN models and the constructed rules. The graph depicted in Figure 9 shows that there are only small differences in the performance of the ANN models and the rules constructed from the selected injection molding parameters, which are considered highly influential.
To give additional insight, we provide the relative importance of each extracted parameter by SLF to the final prediction output in Figure 10. Figure 10 depicts how much the dismissal of each parameter from the initial ANN would decrease the model performance on each evaluation metric. For instance, the dismissal of the parameter "maxPressureValue" would decrease the model performance by around 0.22% or 22% from the "Recall" measurement.

3.3. Comparison with Earlier Work

We further investigated the performance of our models with earlier work that utilized the same injection molding dataset used in this study.

Syafrudin et al. [45] developed a big data framework and utilized the injection molding dataset to create the prediction models. They applied 10-fold cross-validation to the dataset and evaluated several machine learning models such as naive Bayesian (NB), multi-layer perceptron (MLP), logistic regression (LR), and random forest (RF). Their results showed that the highest accuracy score was achieved by RF (0.95), while the second, third, and fourth ranks belong to LR (0.92), MLP (0.89), and NB (0.67), respectively. In addition, they also revealed some significant features used in their study such as maxPressureValue, integralPressureToMin, and TotalIntegral. Two-out-of-three features from their most important
attributes are in line with our findings of significant features (i.e., maxPressValue, integralPressureToMin, timeToMaxPressure, timeToMinPressure, cycleTime) which also revealed that those attributes are most significant and contribute to the performance of the prediction models.

While Lee et al. [46] proposed an ontology-based quality prediction for injection molding, their study revealed that their proposed model can achieve an accuracy of up to 0.94. In the case of a feature, they also found that the maxPressValue attribute is also the most significant feature among others.

In general comparison, we discovered that our model achieved the highest accuracy of 0.97 for ANN-BPN (see Table 9). However, it is important to note that as the reported results were obtained using different methods, parameter settings, and validation techniques, comparing their direct performance does not provide accurate information. As a result, the results shown in Table 9 may not only be used to support the effectiveness of the categorization models but also to compare our study to earlier research in general.

Table 9. Comparison with earlier work that utilized the same injection molding dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Our Study</th>
<th>Syafrudin et al. [45]</th>
<th>Lee et al. [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ANN-BPN</td>
<td>ANN-SLF</td>
<td>RULE 1</td>
</tr>
<tr>
<td>Precision</td>
<td>0.91</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>F-Score</td>
<td>0.95</td>
<td>0.91</td>
<td>0.9</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.97</td>
<td>0.93</td>
<td>0.88</td>
</tr>
</tbody>
</table>

4. Conclusions

In this study, an artificial neural network (ANN) model was trained using structural learning with forgetting (SLF). The SLF approach enabled us to reveal the most influential injection molding parameters by removing weak connections between the neurons during the training process. This mechanism leaves the strong connections and their corresponding input neurons within the ANN model at the end of the training process. Compared with the ANN model trained with a typical backpropagation training process, the ANN model trained using SLF has a simpler structure with less parameters as input with no major decline in terms of prediction performance. Thus, from the results, we can conclude the effectiveness of the proposed approach of using SLF to reveal the influential attributes.

Each of the input neurons represents a particular parameter of the injection molding process. Therefore, a process parameter represented by the remaining input neurons on the final ANN-SLF model is considered influential. There are five influential attributes extracted from this study, namely, Maximum Pressure Value, Integral Pressure to Minimum, Time to Maximum Pressure, Time to Minimum Pressure, and Cycle Time. Afterward, for further analysis, a set of rules for quality prediction was constructed to show the linear correlation between those process parameters. The evaluation method of those prediction rules shows that there are only small differences compared with the ANN models either trained using SLF or backpropagation. Hence, this experiment showed that by using SLF for training an ANN model and extracting rules over that model, the influential parameter of the injection molding process was successfully extracted without any major decline in terms of prediction performance. However, even though the distinction of the ANN-SLF model’s performance at all evaluation metrics is less than 7% comparing the best performer (ANN-BP and RF), this issue remained a drawback of our experiments and requires improvement in future works.

In the future, with the development of sensor technology, more parameters of the injection molding process can be monitored. Therefore, future work can involve more complex ANN architecture. Well-known deep ANN models such as convolutional neural networks, recurrent neural networks, etc., can be used for constructing prediction models using more process attributes and larger data. Hence, there is certainly a necessity to customize the training algorithm for model complexity reduction. Another effort for future
work is to elaborate and explore the most significant attributes by using nature-inspired algorithms such as genetic algorithms and other parameter optimizations to gain the highest performance in predicting the quality of injection molding.
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**Abbreviations**

List of abbreviations used in this study.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAE</td>
<td>Computer aided engineering</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>SLF</td>
<td>Structural learning with forgetting</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>TP</td>
<td>True positive</td>
</tr>
<tr>
<td>FP</td>
<td>False positive</td>
</tr>
<tr>
<td>TN</td>
<td>True negative</td>
</tr>
<tr>
<td>FN</td>
<td>False negative</td>
</tr>
<tr>
<td>LR</td>
<td>Logistic regression</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-layer perceptron</td>
</tr>
<tr>
<td>RF</td>
<td>Random forest</td>
</tr>
<tr>
<td>NB</td>
<td>Naïve Bayes</td>
</tr>
</tbody>
</table>
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