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Abstract: Machine learning (ML) techniques discover knowledge from large amounts of data. Model-
ing in ML is becoming essential to software systems in practice. The accuracy and efficiency of ML
models have been focused on ML research communities, while there is less attention on validating
the qualities of ML models. Validating ML applications is a challenging and time-consuming process
for developers since prediction accuracy heavily relies on generated models. ML applications are
written by relatively more data-driven programming based on the black box of ML frameworks. All
of the datasets and the ML application need to be individually investigated. Thus, the ML validation
tasks take a lot of time and effort. To address this limitation, we present a novel quality validation
technique that increases the reliability for ML models and applications, called MLVAL. Our approach
helps developers inspect the training data and the generated features for the ML model. A data
validation technique is important and beneficial to software quality since the quality of the input data
affects speed and accuracy for training and inference. Inspired by software debugging/validation for
reproducing the potential reported bugs, MLVAL takes as input an ML application and its training
datasets to build the ML models, helping ML application developers easily reproduce and understand
anomalies in the ML application. We have implemented an Eclipse plugin for MLVAL that allows
developers to validate the prediction behavior of their ML applications, the ML model, and the
training data on the Eclipse IDE. In our evaluation, we used 23,500 documents in the bioengineering
research domain. We assessed the ability of the MLVAL validation technique to effectively help ML
application developers: (1) investigate the connection between the produced features and the labels
in the training model, and (2) detect errors early to secure the quality of models from better data.
Our approach reduces the cost of engineering efforts to validate problems, improving data-centric
workflows of the ML application development.

Keywords: software quality; anomaly detection; quality validation; machine learning applications

1. Introduction

Over the past decade, machine learning (ML) has become pervasive across diverse
research areas [1-4] and an essential part of software systems in practice. However, many
open questions with respect to the validation of ML applications are brought forth as a
challenging and time-consuming process for developers since the accuracy of prediction
heavily relies on generated models. In the model deployment outside the lab, anomalies
in ML models and data are typically inevitable just as in the traditional software devel-
opment. (ML applications are often considered to be non-testable software.) Traditional
developers rely on less statistically-oriented programming by comparing expected outputs
with the resulting values. However, this approach may not be feasible for ML applications,
which are implemented by relatively more data-driven programming based on the black
box of ML frameworks [5]. This lack of understanding of the underlying ML model or
decision typically causes the limited effectiveness of providing adequate training data
to ML applications. The ML models need to be validated more effectively than we have
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experienced in prior application domains, to increase task efficiency and correctness, rather
than investigating individually all of the datasets with the ML application.

The amount of effort to maintain and evolve the ML data is inherently more complex
and challenging compared to software code [6]. Recently, interactive visualization princi-
ples and approaches in the human-computer interaction community have been discussed
to validate ML models and applications [7]. Collaboration of ML applications and users is
needed in light of advances in ML technologies to fulfill probabilistic tasks with improved
understanding and performance. For example, machine intelligence tasks integrate with
ML applications for user trust, and reasons about the uncertainty of model outputs are
based on expert knowledge and model steering.

Interactive ML techniques are employed to enhance ML outputs with more inter-
pretable models escalating user trust, reliably achieving the principle of defect prevention.
However, ML models based on a large corpus of training datasets still suffer from inconsis-
tent and unpredictable behaviors. Many ML applications behave inconsistently and react
differently from one user to the next, when using a model based on nuances of tasks and
customizable configurations change via learning over time. For example, a recommenda-
tion application for autocompletion predicts different results after a model updates. This
inconsistent and unpredictable behavior can confuse users, erode their confidence, and
raise uncertainty due to a lack of data availability, quality, and management.

Modeling ML data often brings forth a continuous, labor-intensive effort in data
wrangling and exploratory analysis. Developers typically struggle to identify underlying
problems in data quality when building their own models. Such validation tasks over
time make them feel overwhelmed and are difficult because of the enormous amount of
learning datasets. Traditional software engineering practice provides concise and expres-
sive abstraction with encapsulation and modular design that can support maintainable
code (technical debt) [8-10]. Such abstraction techniques and maintenance activities can
effectively express desired behavior in software logic. The ML frameworks offer the power-
ful ability to create useful applications with prediction models in a cost-efficient manner;
however, ML applications often result in ML-specific issues, compounding costs for several
reasons. First, ML models may imperceptibly degrade abstraction or modularity. Second,
ML frameworks are considered to be black boxes, leading to large masses of glue code.
Lastly, ML applications cannot implement desired behavior effectively without dependency
on external data. Changing external data may affect application behaviors unexpectedly.
Regarding maintainable code, static analysis is traditionally used to detect data dependen-
cies. Regarding ML models, it is challenging to identify arbitrary detrimental effects in the
ML application that uses the model.

To address this problem, we present a novel validation approach that increases the
reliability of ML models and applications, called MLVAL, that supports an interactive
visualization interface. Our approach helps developers explore and inspect the training
data and validate and compare the generated features across ML model versions. Such
novel interactive features mitigate the challenge of building ML software and collaboration
among developers and researchers, enhancing transparency and reasoning the behaviors
of ML models. MLVAL takes as input an ML application and its training datasets to build
and validate the ML models. Then, an interactive environment provides developers with
the guidance to easily reproduce and understand anomalies in the ML application. MLVAL
enables the developers to access the reason why ML applications behave unexpectedly,
which is inspired by software debugging for reproducing the potential reported bugs. We
have implemented an Eclipse plugin for MLVAL, which allows developers to validate the
prediction behavior of their ML applications, the ML model, and the training data within
an interactive environment, Eclipse IDE. The developers interact with MLVAL to update or
refine the original model behavior that may evolve over time as their understanding of the
data model improves, while building an ML model to accurately capture relationships in
the data. As repetitive data comparison tasks are error-prone and time-consuming, MLVAL
aids developers in maintaining and evolving large complex ML applications by comparing
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and highlighting differences between old and new data versions that are stored, tracked,
and versioned.

We evaluated the optimization and detection quality of MLVAL. We used 23,500 doc-
uments in the bioengineering research domain, where we also added 458,085 related
documents in the dataset, including 387,673 reference papers and 140,765 cited papers. We
collected 458,085 by removing duplicated papers from 387,673 reference papers and 140,765
cited papers. We assessed the MLVAL'’s ability regarding how effectively our validation
technique can help developers investigate the connection between the produced features
and the labels in the training model and the relationship between the training instances
and the instances the model predicts. This paper discusses the design, implementation,
and evaluation of MLVAL, making major contributions as follows:

* A novel maintenance technique that helps ML application developers or end users
detect and correct anomalies in the application’s reasoning that aims for predictions
that failed to achieve the functional requirements.

* A prototype, open-source, plug-in implementation in the Eclipse IDE that blends
data maintenance features (i.e., model personalization, data version diff, and data
visualization) with the IDE platform to hinder the separation of code, data, and model
maintenance activities.

* A thorough case study that validates our approach by applying a text corpus in the
bioengineering domain, demonstrating MLVAL’s effectiveness in the model training
and tuning processes.

We expand on prior work [11] to add more details about the design and implementa-
tion for MLVAL's validation ability for ML applications. The rest of this article is structured
as follows: Section 2 compares MLVAL with the related state of the art. Section 3 de-
scribes several design principles for our approach. Section 4 discusses the design and
implementation of MLVAL. Section 5 highlights the workflow of MLVAL, supporting a
human-in-the-loop approach. Section 6 presents the experimental results that we have con-
ducted to evaluate MLVAL. Section 7 discusses the limitations of our approach. Section 8
outlines conclusions and future work directions.

2. Related Work

Amershi et al. [12] conduct a case study at Microsoft and find that the software
development based on ML is completely different from traditional software development.
For example, managing data in ML is inherently more complex than doing the same with
software code; building, customizing, and extending ML models requires appropriate,
sufficient knowledge of ML, and separating tangled ML components can affect others
during model training and optimization. Yang et al. [13] report their surveys where
most non-experts who are not formally educated in ML (e.g., bioengineering researchers)
simply exploit ML models although they are unable to interpret the models. The internal
mechanism of learning algorithms remains unknown to them, leading to unexpected
prediction results. Cai et al. [14] survey learning hurdles for ML and reveal that application
developers using ML frameworks encounter challenges of understanding mathematical and
theoretical concepts. They find specific desires that ML frameworks should better support
self-directed learning to understand the conceptual underpinnings of ML algorithms.

Cai et al. [15] interview medical researchers interacting with diagnostic ML tools
and find that the tool needs to provide both more information on summary statistics and
tutorials for the user interface to understand how they can most effectively interact with the
tool in practice. Amershi et al. [16] propose several design guidelines that provide a clear
recommendation for an effective user interaction with the ML-based system. For example,
evolving a learning model may produce the different outputs to the identical inputs over
time. Users may be confused by such inconsistent and uncertain behaviors of ML appli-
cations, which can reduce users’ confidence, leading to disuse of ML frameworks. Their
design guidelines suggest that ML applications store previous interactions, maintaining
recent histories and allowing the user to use those association histories efficiently.
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ML techniques progressively achieve human-level performance in various tasks,
such as speech recognition, disease detection, materials discovery, and playing complex
games [17-20]. Although advances in ML are successfully applied to expert decision-
making [15,21], ML applications often need human intervention in handoff situations
requiring contextual understanding [22-25]. Thus, ML applications have difficulties in
making a decision and planning tasks in dynamic environments due to a lack of human
guidance, leading to vulnerabilities for adversarial examples [26,27].

The ML abilities generally enable the machine to learn data inputs without being
explicitly programmed to encounter user-facing systems, recognize patterns, or identify
potential targets. However, ML applications performing automated inferences may react
differently and behave unpredictably since datasets continuously evolve and change over
time [16]. For example, an ML application responds differently to the same text input due
to language model updates; it suggests different queries from one user to another due to
personalization [28-30]. These unpredictable behaviors under uncertainty without any
human interventions might undermine users’ confidence, forcing users to abandon ML
techniques [28,29].

Many researchers have proposed principles, guidelines, and strategies to design ML
applications for interacting with users [31-34], addressing challenges in developing effec-
tive and intuitive ML applications [35-38]. Several studies [16,39-41] propose strategies for
designing interactive ML applications and evaluation heuristics for assessing the usability
effectiveness, reflecting user interaction challenges in ML applications.

Boukhelifa et al. [42] discuss challenges in interactive visual ML applications where a
human-in-the-loop approach to ML techniques extends the user’s ability beyond under-
standing the latent models or relationships. They point out that evaluating the dynamic
and complex mechanisms of such applications is challenging since both users and models
constantly evolve and adapt to each other. Hohman et al. [43,44] present an interactive
visualization approach that evolves datasets in an ML application where users compare
data features for the training and testing processes. Table 1 shows the tool comparison of the
visual and interactive functionalities between MLVAL and an existing tool, Chameleon [43].

Table 1. Visual analysis feature comparison with an existing approach for data exploration and

evolution.
Our Tool Chameleon [43]
U ML model developers and builders, model users, non-experts (e.g., bioengineering
ser researchers), educators

Explore and contrast the old and new ver- s . .

{\]/i sualizallfgr?el sion and highlight feature differences by Z;Zu:kl’:jfvav};;;igirzu?;li:j:ondary version
controlling a diff threshold. '
Allow users to observe how the input data and hyperparameters affect the predic-

. tion results.
Interactive Eclinse IDE olusdi lication i
Support ciipse PIUgTIN AppLCALON INCOTPO™ vy, a1 analysis tool support focusing on data

rating code editing, program running,

and model behavior validation iteration with hyperparameter updates.

Visualizing learned features to understand, explore, and validate models for the
Model/Feature  best performance model.
View

Tabular style in a tab widget. Histogram style in multiple boxes.

Datasets concerned with the process of model development and evolution.
Experimental 23,500 main documents and 458,085 re- . .
Datasets lated documents in the bicengineering re- Sensor data for activity recognition in 64,502

. mobile phones.
search domain. p

Although the above approaches are similar to our approach that allows developers to
(1) explore data changes and to (2) optimize model performance, we focus on helping both
developers and end users (who are often domain experts or practitioners) of the application
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to effectively involve the process of applying ML techniques to domain-specific problems
while developing a learning model.

An interactive system MLVAL combines data modeling and human-centric visual-
ization approaches to assist with exploratory analysis of a large corpus of longitudinal
data. In a case study, we demonstrate how our approach allows bioengineering researchers
to interactively explore, analyze, and compare ML models gleaned from the bioengineer-
ing documents.

3. Design Principles

For ML developers, it is challenging to reason about why a model fails to classify
test data instances or behaves inaccurately. End users without substantial computational
expertise may similarly question the reliability when ML applications provide no expla-
nation or are too complex to understand models. Therefore, we summarize below our
design principles for MLVAL that support designing and maintaining ML applications and
data sets.

P1. Help users secure knowledge and discover insights. Our data visualization
approach should help developers understand and discover insight into what types of
abstract data an ML application transforms into logical and meaningful representations.
For example, our approach enables a user to determine what types of features an ML
application (e.g., deep neural networks) encodes at particular layers. It allows users to
inspect how features are evolved during model training and to find potential anomalies
with the model.

P2. Help users adapt their experiences by learning the differences between their
current and previous context over time. Our validation approach should help developers
or end users systematically personalize or adapt an ML application that they interact with.
Validating an ML application is closely associated with personalization to detect and fix
anomalies (mistakes) that affect failures of predictions against classification requirements.
For example, our approach shows how an iterative train—feedback—correct cycle can allow
users to fix their incorrect actions made by a trained classifier, enabling better model
selection by personalization of an ML application with different inputs.

P3. Help users convert raw data into input/output formats to feed to an ML applica-
tion. Our data diff approach should help developers transform real-world raw data on a
problem statement into a clean sample for a concrete ML formulation. For example, our
approach allows a user to inspect changes to what columns are available or how data is
coded when a user converts data into tables, standardizing formats and resolving data
quality tasks such as preprocessing analysis of incorrect or missing values. We aim to re-
duce tedious and error-prone efforts of data wrangling tasks when each difference between
the data samples is redundant but not exactly identical.

4. Design and Implementation

Suppose that John studies a new generation of advanced materials as a bioengineer-
ing researcher. He needs to search for a considerable body of research documents and
understand these datasets for making a critical decision. As a beginner in ML and deep
learning techniques, he attempts to develop an ML application using an ML framework or
library. His application needs to build a learning model for clustering a corpus of the bio-
engineering documents, which is increasing in many online repositories (e.g., the National
Center for Biotechnology Information (NCBI—https://www.ncbinlm.nih.gov, accessed on 12
January 2023)) at a highly accelerated rate.

John typically needs to conduct a challenging task in exploring such big document
datasets when he investigates new topics in a corpus of the bioengineering documents.
For example, his questions, “Which are the meaningful topics/information, and which are
repeatedly discussed in the context of different types of documents?” and “What are the
correlations between topics A, B, and C from the document sets?” in a document corpus
can often be complex and error-prone to answer.
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As a typical performance measure of ML models, John uses precision, recall, F1 score,
and so on. MLVAL allows John to explore the model performance from the outputs of the
Model Creation View positioned at @ in Figure 1 on the Eclipse IDE whenever he creates a
learning model with different combinations of hyperparameters on an ML algorithm.

For a stable split of train and test data (even during frequent dataset updates), John
uses stratified sampling instead of purely random sampling which is likely to become
skewed. To efficiently manage a set of train and test pairs, MLVAL allows John to organize
and maintain those datasets in the Data Navigation View in which he imports and categorizes
the datasets within his Eclipse IDE at @ in Figure 1.

~
runtime-train-test-reader - Eclipse Platform

oe

Qi QBB
Data Navigation View = O | Model Feature View = O Model History View =8|
Element 22585342 16170346 | 25164820 Model L5s functic Optimizer Metrics  eration # of 14 of InpL Input ActiInput Shapy # of Hidde # of Hidde Hidden A [1]

v Training Datasets Features. Value model-11-11-2021-23:... categor... adam accura... § i 10 relu 10 2 5 relu

v @ Dataset_Large_1 Feature 1 0164864782 model-11-12-2021-10:... categor... adam accura.. 10 1 10 relu 10 3 5 relu

v B crow1 R 0052826192 model-11-13-2021-10:... categor... adam  accura.. 100 1 10 relu 10 3 5 relu

S Feature 3 0.061045218 model-11-13-2021-10:... categor... adam  accura.. 100 1 10 relu 10 1 5 relu

Bl 0057014012 model-11-13-2021-11:... categor... adam  accura.. 100 1 10  relu 10 2 5 relu

=] 15170346 Feature 6 0.063880926 model-11-13-2021 categor... adam  accura.. 50 1 10 relu 10 1 5 relu

=1 25164820 Feature 6 0.059025873 model-11-13-2021 categor... adam  accura.. 50 1 10 relu 10 3 5 relu

= 11904755 Feature 7 0090395364 model-11-14-2021-13:... categor... adam accura.. 30 1 10 relu 10 3 5 relu

14734801 Feature 8 0047999289 model-11-14-2021-14:... categor... adam accuracy 30 1 10 relu 10 2 5 relu

> 21800808 Feature © 0.05029081 model-11-14-2021-14:... categor... adam  accura.. 30 1 10 relu 10 1 5 relu

S Feature 10 0044278137 model-11-14-2021-15:... categor... adam  accura.. 80 1 10  relu 10 3 5 relu

at Label 2 model-11-14-2021-15:... categor... adam  accura.. 80 1 10 relu 10 2 5 relu

- 28091763 model-11-15-2021-13:... categor... adam  accura.. 80 1 10 relu 10 1 5 relu

| 2986147 model-11-16-2021-14:... categor... adam  accura.. 60 1 10 relu 10 3 5 relu

| 16813414 model-11-16-2021-15:... categor... adam  accura.. 60 1 10 relu 10 2 5 relu

= 20443570 model-11-16-2021-15:... categor.. adam  accura.. 40 1 10 relu 10 3 5 relu

- 16864745 " -
i) it @
-0 Hidden Unit(s) 5

Data Visualization View # of Layer(s) Activation

Number Of Cluster: 10 @  Submit

Output Layer

#of Layer(s) Output Unit(s) Activation )

Loss Function

Optimizer

Metrics
Number of Iteration
Features
Feature 1 (@ Feature 2 @ Feature 3 @ Feature 4 @ Feature 5
Feature 6 © Feature 7 @ Feature 8 4 Feature 9 @ Feature 10

Build Model

i

Figure 1. The Eclipse plug-in implementation of MLVAL for validation support of ML applications
and models.

Figure 2 shows Data Navigation View, which contains the training data, the testing
data, and the raw data. Data Navigation View allows a user to select and inspect individual
datasets. Then, it interacts with a user who wants to expand or group a list of data sets
of interesting models. Data Navigation View responds to a user command action that
recognizes a double-clicking event on each dataset and then automatically enables the
corresponding plug-in view, such as Model Feature View or PDF View, to display the selected
instance, including the training, testing, or raw dataset.

Model Feature View at @ shows feature vectors for each preprocessed data encoded by
a numerical representation of objects. In the right of Figure 2, Model Feature View displays
the features and the label consisting of the model when a user wants to explore individual
datasets by executing a double-click command action on the training or testing datasets
from Data Navigation View. Model Feature View subsequently displays the user-selected
feature on the multiple tabs, which allows a user to inspect different data instances by
using a tabbed widget interface.

To experiment with attribute combinations to gain insights, John wants to clean up
by comparing the dataset with the previous dataset version before feeding the dataset to
an ML algorithm. He finds an interesting correlation between attributes by using the Data
Diff View in our tool. For example, Data Diff View allows a user to find some attributes
that have a tail-heavy distribution by highlighting data differences. The input/output of
the Model Creation View allows a user to examine various attribute combinations, which
helps a user determine if some attributes are not very useful or to create new interesting
attributes. For example, the attribute A, is much more correlated with the attribute A,
than with the attribute A; or A;. Our tool assists in performing this iterative process in
which John analyzes his output to gain more insight into the exploration process.
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Data Navigation Vie = B | Model Feature View = 08
Element 22585342 3% (15170346 25164820
v i Training Datasets Features value
v @ Dataset_Large_1 Feature 1 0.164864782
v Group 1 Feature 2 0.052826192
= 22585342 Feature 3 0.061045218
= 15170346 Feature 4 0.057014012
> 25164820 Feature 5 0.063880926
- Feature 6 0.059025873
=/ 11904755 Feature 7 0.090395364
=| 14734801 Feature 8 0.047999289
=| 21809808 Feature 9 0.05029081
=| 31057668 Feature 10 0.044278137
2) 28001763 | Labe! e

Figure 2. The tool screenshot of Data Navigation View and Model Feature View.

At the left of Figure 3, Data Side-by-side View compares the tabular representations
based on a pair of the old and new versions of the ML model. For example, a user selects the
old version “Model Version (12-21-2021 11:01 AM)” and the new version “Model Version
(12-28-2021 3:57 PM)” and then executes a command action “Compare” on the pop-up
menu, which automatically toggles Data Diff View.

[ NN ]
Data Side-by-side View & = B | Data Diff View & = 08

Element
v Model Version (12-21-2021 11:01 AM)
v kmeans ID Feature 1 Feature 2 Feature 3
v Cluster 10 Model Version (12-21-202111:01 AM) 2986147  0.16791084 0.07919063 0.07711169¢

training.csv 16864745 0.16523137 0.07166352 0.04497251

(est'ing.csv 17385892 0.232450910.0780652 0.06773171
v Model Version (12-28-2021 3:57 PM)

v kmeans D Feature 1 Feature 2 Feature 3
RALC Usteily . 2986147  0.16791084 0.07919063 0.37711169¢
e Model Version (12-28-2021 3:57 PM) . 8 .
Y 16864745 0.16523137 0.07166352 0.44497251
testingicsy 17386892 0.232450910.0780652 0.06773171

Diff Threshold: 0.2 Apply

Figure 3. The tool screenshot of Data Side-by-side View and Data Diff View.

Data Diff View at the right of Figure 3 shows two table views to allow a user to
investigate the differences between a pair of the old and new versions of the ML model. For
example, the first table view shows the old version “Model Version (12-21-2021 11:01 AM)”,
and the second table view does the new version “Model Version (12-28-2021 3:57 PM)”. In
the table, the rows represents a document instance of the datasets, and the columns consist
of the instance ID, the numerical feature vectors, and the label. We highlight the updated
part(s) evolving from the old version to the new version if the different value is greater than
the threshold that a user configures. For example, Figure 3 shows that the third feature of
instance 2986147 has evolved from 0.077 to 0.377 when a user computes the differences
between the old and new versions of the model by using the diff threshold 0.2.

The Model History View at @ in Figure 1 allows John to reproduce a learning model
easily on any dataset whenever he secures a new (or old) dataset in the future. It helps
him to experiment with various transformations (e.g., feature scaling), while inspecting
and finding the best combination of hyperparameters. For example, Model History View
stores both inputs and outputs, such as loss function, optimizer, iteration, input unit/layer,
hidden unit/layer, output unit/layer, loss, accuracy, precision, recall, and F1 score. Existing
models, predictors, hyperparameters, and other matrices are reused as much as possible,
making it easy to implement a baseline ML application quickly.

Figure 4 shows Model History View, which contains a list of archived ML models that a
user has built previously for exploratory analyses during the experimental investigation. A
user enables Model History View by executing the command action “Open Model History



Information 2023, 14, 53

8 of 20

View” on the pop-up menu on the selected training datasets from Data Navigation View. In
Model History View, a user can investigate detailed information about individual models
such as creation dates, model parameters, produced accuracy, and so on.

O

Model History View & = 8
Model Loss function Optimizer Metrics Iteration # of Inf
model-11-11-2021-23:54:35 categorical_cadam  accurac 5 1
model-11-12-2021-10:47:58 categorical_cadam  accurac 10 1
model-11-13-2021-10:47:58 categorical_cadam  accurac 100 1
model-11-13-2021-10:50:23 categorical_c adam accurac 100 1
model-11-13-2021-11:10:48 categorical_cadam  accurac 100 1
model-11-13-2021-11:20:20 categorical_cadam  accurac 50 1
model-11-13-2021-11:48:23 categorical_cadam  accurac 50 1
model-11-14-2021-13:48:23 categorical_cadam  accurac 30 1
model-11-14-2021-14:47:58 categorical_cadam  accurac 30 1
model-11-14-2021-14:50:23 categorical_cadam  accurac 30 1
model-11-14-2021-15:10:48 categorical_cadam  accurac 80 1
model-11-14-2021-15:20:20 categorical_cadam  accurac 80 1
model-11-15-2021-13:48:23 categorical_c adam accurac 80 1
model-11-15-2021-14:47:58 categorical_cadam  accurac 60 1
model-11-15-2021-15:10:48 categorical_cadam  accurac 60 1
model-11-23-2021-13:14:08 categorical_cadam  accurac 5 1
model-11-23-2021-16:30:53 categorical_cadam  accurac 5 1

Figure 4. The tool screenshots of Model History View.

Using the Model History View and the Model Creation View aids John in discovering
a great combination of hyperparameters by generating all possible combinations of hy-
perparameters. For example, given the input of two hyperparameters p; and p, along
with three and four values [p1:{10, 20, 30}, p,:{100, 200, 300, 400}], the Model Creation View
evaluates all 3 x 4 = 12 combinations of the specified p; and p, hyperparameter values.
The Model History View searches for the best score that may continually evolve and improve
the performance.

Figure 5 shows Model Creation View, which allows a user to build an ML model incre-
mentally within an interactive environment. To create and optimize a model, a user selects
the features while entering a combination of 15 parameters such as the number of layers,
iterations, loss function, etc. For example, a user chooses 1 input layer, 10 input units, relu
activation, 10 input shapes, 2 hidden layers, 5 hidden units, 1 output layer, 10 output units,
categorical _crossentropy loss function, adam optimizer, accuracy as metrics, and 5 iterations.
After configuring the parameters, a user executes the model creation by clicking the “Build
Model” button. To build a model based on an ML framework (e.g., Keras), MLVAL pa-
rameterizes a separate script program, which is a template implemented in Python. Then,
the synthesized script program takes as input the user entered parameters and imports
the Sequential class to group a linear stack of the layers into a tf .keras.Model. The model,
then, is passed to KerasClassifier, which is an implementation of the scikit —learn classifier
APl in Keras. Lastly, the script program returns the result to MLVAL, which reports the
result to a user in Training Result View.

Model Creation View allows a user to build a model as well as investigate the corre-
sponding result in Training Result View, as shown in Figure 6. Training Result View reports
five evaluation matrices about the resulting model such as accuracy, loss, precision, recall,
and F1 score. It also informs a user about the used parameters such as loss function, opti-
mizer function, metrics, and the number of iterations. For example, Figure 6 shows that the
model is generated with 82.1% accuracy, 86.8% precision, 87.3% recall, and 87.0% F1 score.
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Model Creation View £ = 8
Model Type Sequential

Input Layer(s)

#of Layer(s) 1 InputUnit(s) 10 Activation relu Input Shape 10
Hidden Layer
# of Layer(s) 2 Hidden Unit(s) 5 Activation  relu 8

Qutput Layer

# of Layer(s) 1 Output Unit(s) 10 Activation = softmax 8
Loss Function categorical_crossentropy e
Optimizer adam e
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Features
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Build Model

Figure 5. The tool screenshot of Model Creation View.

[ NON
Training Result View 2% = B

Loss function: categorical_crossentropy
Optimizer: adam

Metrics: accuracy

Iteration: 5

Accuracy: 0.8210251986980438

Loss: 0.10603608739253462

Precision: 0.8684463350473969
Recall: 0.8727199027158492

F1 score: 0.8697562513509265

Figure 6. The tool screenshot of Training Result View.

John experiments and validates a model. For example, to avoid overfitting, John
chooses the best value of the hyperparameter with the help of MLVAL to produce a model
with the lowest generalization error. Given this model, John investigates an ML application
by running the produced model on the test datasets. From the Data Navigation View, he
selects one of the test datasets and opens the Model Test View, which displays the model
import option to allow him to evaluate the final model on the test dataset and determine if
it is better than the model currently in use. For example, from the output of the Model Test
View, he computes a confidence interval for the generalization error.

Figure 7 shows Model Test View, which allows a user to select one of the optimized
models in the drop-down list and displays the model training result (accuracy, loss, pre-
cision, recall, and F1 score) and the model parameter information (a loss function, an
optimizer, metrics, iterations, the number of input layers, etc.). To enable Model Test View, a
user selects one of test datasets from Data Navigation View and executes the command “Run
Testing Dataset” on the pop-up menu. Given the model, a user computes the classification
prediction with the selected test dataset by running the “Predict” button, and MLVAL runs
a separate script program implemented in Python. Then, the script program injects the test
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dataset into the selected model that a user has trained and uses it to make predictions on
the test dataset.

o

Model Test View = H

Import Model model-11-11-2021-23:54:35 &
Model

Loss function : categorical_crossentropy = Optimizer : adam Metrics : accuracy lteration : 5
# of Input Layer : 1 # of Input Unit: 10 Input Activation : relu  Input Shape : 10

# of Hidden Layer : 2  # of Hidden Unit: 5 Hidden Activation : relu

# of Output Layer : 1 # of Output Unit: 10  Output Activation : softmax

Features

Feature 1 Feature 2 Feature 3 Feature 4
Feature 5 Feature 6 Feature 7 Feature 8
Feature 9 Feature 10

Model Result

Accuracy: 0.7838401377201081
Loss: 0.11085330473023616
Precision: 0.908517210005243
Recall: 0.9075800567490879
F1 score: 0.9055822263157995

Predict

Figure 7. The tool screenshot of Model Test View.

Figure 8 shows Test Result View, which implements two tab views: (1) Results and
(2) Prediction. The Results tab view reports to the user the evaluation results (accuracy,
loss, precision, recall, and F1 score) when a user makes predictions on the new test dataset.
For example, Figure 8 shows 83.8% accuracy, 86.6% precision, 86.9% recall, and 85.8% F1
score when a user applies the model to the test dataset. The Prediction tab view shows the
features, the corresponding ground truth, and the produced labels for each instance of the
test dataset, where we highlight the differences between the ground truth and the labels.
For example, Figure 8 indicates that the model classifies the first three instances with the
labels 9, 5, and 7 rather than the label 1.

Data Visualization View at ® shows the prediction result through data visualization for
relevant topic clusters regarding text categorization. In Figure 9, Data Visualization View
illustrates the data set with a graphical representation by using the network visualization.
The node indicates each document instance, and the edge denotes the similar relationship
between a pair of two document instances. The subgroup (cluster) connecting similar
instances is highlighted with the same color, while data instances in different clusters have
no relationship with each other. For example, in Figure 9, we visualize 23,500 dataset based
on the K-means clustering algorithm [45] with 10 clusters using 10 colors for nodes and
edges. A user interacts with Data Visualization View to configure the number of clusters and
the focusing clusters for easily understanding the structure of the dataset. The prototype
tool supports K-means and hierarchical clustering algorithms [45]. An unsupervised
ML algorithm, K-means takes as input the dataset vectors, finds the patterns between
data instances, and groups them together based on their similarity. Similar to K-means,
hierarchical clustering is also an unsupervised ML algorithm; however, the cluster analysis
builds a hierarchy of clusters. The implementation uses the JavaScript library vis.js
(https:/ /github.com/visjs, accessed on 12 January 2023) that dynamically handles datasets
and manipulates the data interaction.
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Figure 8. The tool screenshot of Test Result View.
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Figure 9. The tool screenshot of Data Visualization View.
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Our tool brings John more awareness of various design choices and personalizes his
learning model better and faster than traditional black box ML applications. As mentioned
in the design principle P1 in Section 4, the aforementioned plug-in views let users compare
data features and model performance across versions in an interactive visualization envi-
ronment. Our interactive approach for discovering, managing, and versioning the data
needed for ML applications can help obtain insight into what types of abstract data an ML
application can transform into logical representations and into understanding relationships
between data, features, and algorithms.

As mentioned in design principle P2, our plug-in applications assist users exploring
ML pipelines in understanding, validating, and isolating anomalies during model changes.
Such evolving models can be monitored in our IDE plug-in views to determine whether
to cause less accurate predictions over time as features or labels are altered in unexpected
ways. As mentioned in design principle P3, our visualization views incorporated with a
development environment can ease the transition from model debugging to error analysis
and mitigate a burden of the workflow switch during the model inspection and compar-
ison processes. Our visual summary and graphical representation views can help users
focus on improving feature selection and capture better data quality by examining feature
distribution and model performance.

5. Approach

Figure 10 illustrates the overview of MLVAL’s workflow that supports a human-in-
the-loop approach. Our approach MLVAL helps developers maintain ML applications by
exploring neural network design decisions, inspecting the training data sets, and validating
the generated models.

TEXT CORPORA PREPROCESSING FEATURE TRAINING DATA MODEL TRAINING CLASSIFIER
EXTRACTION
Stemming Annotations by Q. /JI |wv| — I.EL
Pool of Lemmatization Domain-specific Exploratory Data ' il Q -
Unlabeled Data Text Normalization Features by Analysis —

= — Numerical Similarity *
NEI ‘ - Computation
~ . . - HUMAN-IN-THE-LOOP PROCESS
: _ - j@, . TESTING DATA PREDICT- @ VisuaLl- - @] DEPLOYED
Bioengineering \ =) \
~ -

—) ION 1] ZATION MODELS
B =
¢ & ‘ i

Training and
Figure 10. The overview of our human-in-the-loop workflow for reaching target accuracy for a

fil

/D
‘ £< £ ‘ > B ‘ INTERACTIVE DATAVER- o~ ][] /> pepioyment
¥/ Av TRAINING & TUNING| | SION DIFF Bl (| Pipeline for

[

Model Evolution

-

learning model faster, for maximizing accuracy by combining human and machine intelligence, and
for increasing efficiency in assisting end user tasks with machine learning.

5.1. Preprocessing

One of the important steps in text mining, ML, or natural language processing tech-
niques is text preprocessing [46,47]. We conduct tokenization, stop-word removal, filtering,
lemmatization, and stemming for the preprocessing step with the document datasets. We
perform text normalization for classification tasks on the datasets by using natural language
processing (NLP) algorithms such as stemming and lemmatization. While mitigating the
burden of the context of the word occurrence, we reduce different grammatical words in a
document with an identical stem to a common form. While further understanding the part
of speech (POS) and the context of the word, we remove inflectional endings and use the
base form of a word.

To generalize each word (term) in terms of its derivational and inflectional suffixes,
we leverage a stemming method to process the datasets. We discover each word form with
its base form when the concept is similar but the word form is divergent. For example,
text segmentation, truncation, and suffix removal are applied for clustering, categorization,
and summarization for the document datasets. For example, {“expects”, “expected”,
“expecting”} can be normalized to {“expect”}. We exploit an NLP stemmer that truncates a
word at the n'" symbol, preserves n tokens, and combines singular and plural forms for
matching the root or stem (morphological constituents) of derived words [48].
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We utilize the preprocessing methods to improve models by stemming and lemmati-
zation that are used in information retrieval (IR) systems. These methods retrieve more
relevant documents since one root or stem can be represented to encode other variants
of terms. For example, the stemming method can reduce {“introduction”, “introducing”,
“introduces”} to “introduc”, while the lemmatization method can return “introduce” by
understanding POS and the word context. In contrast, the lemmatization method cannot re-
solve undisclosed words (e.g., “iphone” or “bangtan sonyeodan”); however, the stemming

method can remove inflectional endings from “iphone”, “iphones”} and return “iphon” as
a common form with the same stem.

5.2. Feature Extraction

Topic Modeling for Latent Patterns. To extract the features from the document datasets
D, we compute similarities between each d; in D and topic words 7; by applying a topic
modeling technique. We exploit an LDA-based approach to discover a set of topics from D
that represents random mixtures characterized by a distribution in D. MLVAL adapts a text
mining library (GENSIM [49]) to infer pattern classification and compute latent patterns.
For the parameter settings, 5 minimum counts are used for the minimum collocation count
threshold, and 100 scores are configured for the phrase of words. For other parameters,
we set up the default configuration. Table 2 shows a list of the topics extracted from the
document collection, where we selected the terms with the highest probability.

Table 2. A list of the topics for modeling bioengineering document datasets.

Topics Top Term Probability

Topic 1 (“metal”, 0.025), (“activation”, 0.022), (“form”, 0.016),..

Topic 2 (“microscopy”, 0.004), (“pathology”, 0.003), (“paper”, 0.003),..
Topic 3 (“deposition”, 0.013), (“synthesize”, 0.013), (“mechanism”, 0.013),..
Topic 4 (“conjugate”, 0.001), (“assemble”, 0.001), (“protection”, 0.001),..
Topic 5 (“affinity”, 0.005), (“supercapacitor”, 0.005), (“progenitor”, 0.005),..
Topic 6 (“transient”, 0.004), (“validation”, 0.004), (“detect”, 0.004),..

Topic 7 (“biofilm”, 0.024), (“expression”, 0.024), (“sae”, 0.024),..

Topic 8 (“duodenal”, 0.001), (“dictyostelium”, 0.001), (“evade”, 0.001),..
Topic 9 “osteogenic”, 0.004), (“light”, 0.004), (“explore”, 0.004),..

Topic 10 (“material”, 0.013), (“thermal”, 0.013), (“direction”, 0.007),..

Exploratory Analysis by Clustering. To classify D without available labeled data, we
conduct exploratory data analysis by leveraging a clustering method that clusters D into k
clusters where d; is grouped to the cluster with the nearest mean by computing the cluster
centroid. For the clustering classifier, we apply the algorithms K-means and hierarchical
clustering [45]. Our goal is to cluster the unlabeled dataset D into a finite and discrete set of
structural clusters C based on unsupervised predictive learning. For the parameter settings,
10 and 20 are used for the number of clusters, and 10 runs are executed with different
centroid seeds. For other parameters, the default settings are configured.

We partition D into k clusters Cy, . . ., C from each of which we extract TCz" where 7};1.
is a set of the topic words in the ith cluster C;. We then compute the numerical similarity
between TCi and the document attributes. The similarity between the document objects
and the clustered subgroups extracts features that can affect independent contributions
from the diverse combination terms. Based on the degree of similarity (i.e., relevance) in a
model, it reveals that a document d; is related to the cluster C; with the relevance degree by
considering the internal homogeneity and the external deviation [50]. Given the relevance
level, the model determines the probable adequacy of d; for C;.

We compute a numerical relevance level between C and D by using the standard
cosine similarity method [51] as follows:
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Dr. T,

Relevance(D;, C;) = cos(D;, Te.) = =
v T IDll T

We take as input the document attributes D; and the cluster C;, where D; = [wt,Di It €
V] and TC]. = [wi T |t € V]. V means the vocabulary set occurring in text tokens of the

topic words and the document attributes, and WD, and Wt T indicate the term weights.
]

ID;|| and || TC]. || are the size of vector D; and T, and - is the dot operation between vectors.

We complement cosine similarity by applying the following BM25 [52] computation
method:

Relevance(D;, Cj) = BM25(D;, TC],) =
f(Di, Tg;) - (k1 +1)
)

n
Y ldfoi
i=1

An extracted topic 7 comprises words W', such as {Wir|l <i < n}. Regarding the
relation between D; and Cj, f (D;, Tc.) means the rate of TC], occurrence in a document D;.

The average value of | Doc| in the document collection is avgdl. We calculate the number of
words in the document such as | Doc/|, using parameters k; and b with 1.2 and 0.75, as in
several previous studies [53].

Extraction of Document Features. In Table 3, we define 29 similarity metrics for feature
extraction. 7¢ and D indicate topic words and a document, where we extract the document
attributes, such as title (Dy), abstract (D,), and introduction (D;). Dy and D, mean the title
and the summary description of the document. D; denotes multiple paragraphs in the
introduction section of the document, such as { Paragraph | Paragraph € D;}. Regarding
metrics «q_p, Title (D;) and Abstract (D,) denote the title and the summary description
in a target paper. The similarity between 7c and D; or between 7¢ and D; is calculated.
Regarding metrics a3_5, the maximum, the average, and the sum of the similarities between
Tc and paragraphs in D; are calculated . Regarding metrics ag, the similarity between 7¢
and all the merged paragraphs of D; is calculated.

Extraction of Cited Document Features. Regarding metrics ay_14, the similarities
between T¢ and the cited papers (D’) are calculated. As a related document, we search for
D’ that cites a document D. For a;_1(, we calculate the similarity between 7¢ and Dj. For
1114, We assess the similarity between 7¢ and D}. Regarding a1y, we merge all D; for
the similarity with 7¢; regarding a4, we merge all D}, for the similarity with 7¢.

Extraction of Reference Document Features. Regarding metrics #1555, the similarities
between 7 and the reference papers (D') are computed. As further analyses with related
documents, we retrieve D", which is included as a reference document in document D. We
use D} and D}/ for the similarities with 7¢.

Extraction by BM25. For a3 59, in addition to cosine similarity, we leverage BM25 to
estimate the relevance of documents to 7¢, which is computed based on Dy, D,, D;, D;, D},
D{,and D}.
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Table 3. The similarity between topic words and document datasets.

Document Attribute—Titles and Abstracts in Target Paper D
w1(Tc, D) = Cosine(T¢, Title) Title € D
ay(Tc, D) = Cosine(T¢, Abstract) Abstract € D

Document Attribute—Introduction in Target Paper D
w3(Tc, D) = Max(Cosine(T¢, Paragraph) Paragraph € Intro)
ay4(Tc, D) = Avg(Cosine(T¢, Paragraph) Paragraph € Intro)
as(7c, D) = Sum(Cosine(Tc, Paragraph) Paragraph € Intro)
wg(7c, D) = Cosine(T¢, Intro) Intro € D

Document Attribute—Titles in Cited Paper D'
az7(Tc, D) = Max(Cosine(T¢, Title) Title € D')

Si(l:noijgr'ie;.‘y ag(Tc, D) = Avg(Cosine(Tc, Title) Title € D')

between a9(Tc, D) = Sum(Cosine(T¢, Title) Title € D)
Topic a19(Tc, D) = Cosine(Tc, MergedTitle) MergedTitle € D’
VZ:r:s Document Attributes—Abstracts in Cited Paper D’

Document a11(7¢, D) = Max(Cosine(Tc, Abstract) Abstract € D)

Attributes a12(Te, D) = Avg(Cosine(T¢, Abstract) Abstract € D')
a13(Tc, D) = Sum(Cosine(T¢c, Abstract) Abstract € D)
a14(7¢, D) = Cosine(Tc, Merged Abstract) Merged Abstract € D'

Document Attributes—Titles in Reference Paper D"
a15(Tc, D) = Max(Cosine(Tc, Title) Title € D")
a16(7¢, D) = Avg(Cosine(Tc, Title) Title € D”)
a17(Te, D) = Sum(Cosine(T¢, Title) Title € D")
a13(Tc, D) = Cosine(Tc, MergedTitle) MergedTitle € D"

Document Attributes—Abstracts in Reference Paper D"
a19(Tc, D) = Max(Cosine(T¢, Abstract) Abstract € D")

a0 (7¢, D) = Avg(Cosine(Tc, Abstract) Abstract € D)
az1(7¢, D) = Sum(Cosine(Tc, Abstract) Abstract € D)
axn(Te, D) = Cosine(Tc, Merged Abstract) Merged Abstract € D"
BM25 Document Attributes—Titles, Abstracts, and Introduction in D
Similarity 1X23(7E,D) = BMZS(TC,Tz‘tle) Title € D
between a4 (Tc, D) = BM25(T¢, Abstract) Abstract € D
Topic ar5(Tc, D) = BM25(T¢, Intro) Intro € D
Words a26(Tc, D) = BM25(Tc, MergedTitle) MergedTitle € D'
and ay7(Te, D) = BM25(T¢, Merged Abstract) Merged Abstract € D'
EA)?;%Z‘:Z: az8(Tc, D) = BM25(Tc, MergedTitle) MergedTitle € D"
a9 (Tc, D) = BM25(T¢, Merged Abstract) Merged Abstract € D"

6. Evaluation: A Case Study

We perform the evaluation to answer the following questions:

¢ RQI. Can MLVAL help a user optimize an ML model?
¢ RQ2. Can MLVAL help a user detect bugs in an ML model?

We collected a large document corpus from scientific literature databases (e.g., NCBI
and Google Scholar), including 23,500 documents, 140,765 cited documents, and 387,673
reference documents in the bioengineering domain.

We invited several domain experts in the bioengineering research area to collabora-
tively examine the documents in the initial data collection phase. The first author and
another master’s student worked with the domain experts to find research papers and
investigate relevant documents describing domain-specific terms such as affinity, biofilm,
osteogenesis, etc. We used Fleiss” Kappa [54] to resolve a conflict when we assessed the
agreement level among data collectors. We discuss the disagreements to output a common
conclusion. Given these initial data sets, we exploited the topical research keywords that
the authors have indicated in their research documents in order to extend them into the
23,500 training and testing datasets.
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We analyzed Document Object Models (DOM) and parsed the DOM trees to export
diverse metadata for the documents, including the digital object identifier (DOI), abstract,
the author keywords, the article title, and other publication information. For the PDF format
file, we converted it to text format by using a PDF-to-Text converter [55]. We combined
keywords with boolean search operators (AND, OR, AND NOT) in the search execution
syntax to produce relevant query results.

We wrote a batch script program that reduced the labor-intensive investigation, which
was typically performed manually. This program conducted web crawling to collect the
hypertext structure of the web in academic literature, finding the research papers of interest.
Given a collection of query keywords, the crawler program takes as input parameters
for application programming interfaces (APIs) such as Elsevier APIs and NCBI APIs.
Regarding the NCBI search, the program uses https://eutils.ncbinlm.nih.gov/entrez/eutils/
(accessed on 12 January 2023) to build an HTTP request. Regarding the Elsevier APIs,
the program parameterizes https://api.elsevier.com/content/article/ (accessed on 12 January
2023) to create an HTTP request. The API key provides the permission to execute the
number of requests for data from the APIs as quota limits. The web crawler iteratively calls
the search component to collect data while controlling the throttling rate. We conducted
the experiment with an Intel Xeon CPU 2.40 GHz. The next section details our study and
result.

6.1. RQ1: Tool Support for Model Optimization

We investigated the possible applications of MLVAL in interactive environments. We
applied MLVAL to the datasets for optimizing a deep neural network (DNN) model [56]
while adapting different parameters for a clustering problem based on the multi-class
classification. Our hypothesis is that if our approach is interactive and intelligent for users
in reasoning about uncertainty in the model, then it should be possible to increase user
trust in ML applications and understandability of the underlying models.

Approach: MLVAL builds DNN models with 16,445 training datasets (70% of 23,500 datasets).
MLVAL produces the outputs (accuracy etc.) as suggestions, while model parameters may
be adjusted or refined based on the recommendations. Figure 11a shows that MLVAL
interacts with a user to build DNN models with parameters from 1 to 100 iterations. The
iteration uses 10 values 1 through 10. Then, the iteration is increased by 10 from 10 to 100.
Figure 11b shows that MLVAL interactively builds DNN models, altering parameters from
1 to 10 hidden layers.

Results: In Figure 11a, the model achieves 99.14% accuracy as the iteration becomes 90;
however, accuracy is not much improved after setting up 100 iterations. In Figure 11b,
the model accomplishes 99.18% accuracy as DNN comprises 2 hidden layers and 99.12%
accuracy as DNN does 4 hidden layers. The more hidden layers DNN incorporates, the
less accuracy the model attains.

Conclusion: We found that MLVAL is very reliable by training probabilistic and black box
ML models. Our human-in-the-loop approach mediates collaborative tasks for users (e.g.,
bioengineering researchers) with ML algorithms to achieve model quality.
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Figure 11. Accuracy optimization by iterations and hidden layers.
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6.2. RQ2: Tool Support for Bug Detection

The goal of RQ2 is to ensure that MLVAL can effectively detect anomalies in ML
models (i.e., model bugs) without labor-intensive efforts spent in data wrangling. This
evaluation is essential to strengthen the validity of the collected data, which can commonly
experience changes over time during the deployment of ML models. Answering this
question will help us understand how useful the data diff visualization is for highlighting
inconsistencies by comparing extracted features against each other. We consider such
inconsistencies model bugs.

Approach: To answer RQ2, we applied MLVAL to 7055 validation datasets (30% of
23,500 datasets) with seeded model bugs to validate model transformation (i.e., model
evolution). Each transformation is a pair (f1, f2) of data models; both f; and f, are built
by feature extraction, and f, contains one or more seeded model bugs that can change the
model behavior (inconsistency) of the first version f7.

Results: Figure 12 shows Data Diff View in which MLVAL compares f; and f, to highlight
differences between the old and new model versions based on a threshold (). Specifically,
it detects 6 model bugs in the datasets #2986147, #2986147, #2986147, #2986147, #2986147,
and #2986147, since the differences in Features 2, 3, and 4 are greater than ¢ (= 0.2) thata
user configures, leading to a change in the labels of f;.

Conclusion: We found that the data diff visualization is a promising feature for the val-
idation tasks of ML models with behavioral differences, especially for those located in a
large corpus of documents in the bioengineering domain. Moreover, the data diff tool as
a plug-in in the Eclipse IDE can benefit from capturing a misconducted training process
causing model bugs with poor classification and low prediction accuracy.

[
Data Diff View = 0

Diff Threshold: 0.2
Old Model Version

ID Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7 Feature 8 Feature 9 Feature 10  Label

2986147  0.167910... 0.079190... 0.077111... 0.063710... 0.081569... 0.065671... 0.06484... 0.06865... 0.056999... 0.077755...
16864745 0.165231... 0.071663... 0.044972... 0.044107... 0.064055... 0.070383... 0.076901... 0.057334... 0.066772... 0.063175...
17385892 0.232450... 0.0780652 0.06773171 0.059583... 0.053551... 0.108233... 0.093216... 0.036501... 0.0711111... 0.064740...
31057668 0.103573... 0.003530... 0.054955... 0.021873... 0.033412... 0.017531... 0.003573... 0.028945... 0.011002... 0.025310...
22585342 0.164864... 0.052826... 0.061045... 0.057014... 0.06388... 0.059025... 0.090395... 0.047999... 0.050290... 0.044278...
15170346 0.163519... 0.086138... 0.050821... 0.058153... 0.026903... 0.041426... 0.055956... 0.03984... 0.037939... 0.049790...
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New Model Version

ID Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7 Feature 8 Feature 9 Feature 10 Label

2986147  0.167910... 0.079190... 0.377111... 0.063710... 0.081569... 0.065671... 0.06484... 0.06865... 0.056999... 0.077755...
16864745 0.165231... 0.071663... 0.444972... 0.044107... 0.064055... 0.070383... 0.076901... 0.057334... 0.066772... 0.063175...
17385892 0.232450... 0.0780652 0.06773171 0.559583... 0.053551... 0.108233... 0.093216... 0.036501... 0.0711111... 0.064740...
31057668 0.103573... 0.003530... 0.054955... 0.481873... 0.033412... 0.017531... 0.003573... 0.028945... 0.011002... 0.025310...
22585342 0.164864... 0.052826... 0.061045... 0.3570714... 0.06388... 0.059025... 0.090395... 0.047999... 0.050290... 0.044278...
15170346 0.163519... 0.286138... 0.050821... 0.058153... 0.026903... 0.041426... 0.055956... 0.03984... 0.037939... 0.049790...
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Figure 12. Highlighting the differences between the model versions.

7. Threats to Validity

Regarding our evaluation with a large document corpus, in terms of external validity,
we may not generalize our results beyond the bioengineering domain that we explored
for our evaluation. Our scope is limited to datasets found in bibliographic document
repositories such as NCBI and Elsevier. We acknowledge the likelihood that we might
have failed to notice the inclusion of other relevant datasets. Other online repositories (e.g.,
CiteSeerX) and online forums (e.g., Stack Overflow) may provide more related documents
or articles. Our future work includes diverse datasets in different categories to improve the
external validity of our outcomes.

In terms of internal validity, the participants in our initial data collection phase read
the text descriptions of the title, the abstract summary, and the introduction section of each
document then checked whether the contexts and discussions were related to the topics of
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interest. The inherent ambiguity in such settings may introduce a threat to investigator bias.
In other words, the participants may have an impact on how they determined the relevant
research papers via domain-specific analysis. To attempt to guard against this threat, we
leveraged Fleiss” Kappa [54] to reconcile a conflict when we estimated the agreement level
among data investigators.

In terms of construct validity, the accuracy of controlling a threshold used in the bug
detection in ML models directly affects our tool’s ability and performance in capturing
anomalies by highlighting differences between ML model versions. In our future work, we
will design an enhanced algorithm to automatically adjust such a contrasting threshold.
Our interactive environment mechanism makes use of an ML framework (e.g., Keras),
which is able to build a model with a combination of the hyperparameters. Thus, the
soundness of our approach is dependent on the effectiveness of the ML framework we
have exploited. This limitation can be overcome by plugging in ML frameworks that are
more resilient to classification for text corpora.

8. Conclusions and Future Work

Inspecting and validating ML applications is time-consuming and error-prone. This
paper presents MLVAL, which supports inspecting ML models and effectively understand-
ing anomalies in the ML application. MLVAL allows users to investigate the prediction
behavior of their the models within an interactive environment on the Eclipse IDE. We eval-
uated MLVAL on 23,500 datasets in the bioengineering research domain. Our evaluation
results demonstrated MLVAL'’s ability to support an interactive framework for ML devel-
opers who are often faced with obstacles due to a lack of ML background and theoretical
concepts. MLVAL provides better conceptual and visualization support to effectively assist
users in comparing, contrasting, and understanding the relationship between the training
instances and the predicted instances produced by the model.

Future research that could be tacked in our studies includes studying the tool incor-
poration in a continuous integration (CI) system. Widespread adaptation and persistent
growth due to its automated build process comprising compilation, program analysis,
and testing are hallmarks of CI. CI can help developers validate and repair ML-specific
software defects as early as possible and diminish possible risks and unforeseen crashes in
development and evolution. To moderate CI build failures, our technique can reduce the
effort put into troubleshooting ML model-related failures in the early stage.

In the near future, we will consider expanding our 23,500 to be applied in the ML
platform in the cloud for building, training, and deploying ML models at scale. In the
applications of the bioengineering, biomedical, and bioinformatics fields, it is critical
to build optimized training models by evolving the collected data samples iteratively.
However, this task is significantly expensive and time-confusing. We offer the ability to
debug ML models during training by identifying and detecting problems with extremely
large models in near-real time using a high-performance computing cloud platform such
as Amazon Web Services (AWS). In the future work, we will add a new feature that allows
users to detect root causes of why their training jobs fail to improve with continuously
decreasing loss rates or why these jobs end early, which will ultimately reduce costs and
effectiveness of ML models.
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