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Abstract: In the realm of multi-criteria decision-making (MCDM) problems, the selection of a weighting method holds a critical role. Researchers from diverse fields have consistently employed MCDM techniques, utilizing both traditional and novel methods to enhance the discipline. Acknowledging the significance of staying abreast of such methodological developments, this study endeavors to contribute to the field through a comprehensive review of several novel weighting-based methods: CILOS, IDOCRiW, FUCOM, LBWA, SAPEVO-M, and MEREC. Each method is scrutinized in terms of its characteristics and steps while also drawing upon publications extracted from the Web of Science (WoS) and Scopus databases. Through bibliometric and content analyses, this study delves into the trend, research components (sources, authors, countries, and affiliations), application areas, fuzzy implementations, hybrid studies (use of other weighting and/or ranking methods), and application tools for these methods. The findings of this review offer an insightful portrayal of the applications of each novel weighting method, thereby contributing valuable knowledge for researchers and practitioners within the field of MCDM.

Keywords: MCDM; weighting methods; CILOS; IDOCRiW; FUCOM; LBWA; SAPEVO-M; MEREC

1. Introduction

The researcher faces a growing challenge due to the volume of research published monthly by thousands of academic publishing platforms. Following up on the results of research and methods developed and integrated with other tools has become a task that consumes much of the research work. According to the theory of bounded rationality, the rationality of a researcher is limited by the available knowledge, the cognitive limitations of the individual mind, and the availability of decision-making (DM) time. In this sense, the systematized work of literature review through bibliometric analysis has contributed as a starting point for many researchers.

In the context of the present research, it can be asserted that DM is a fundamental aspect of human activities as it is present in every aspect of life. This involves evaluating individual decision options based on the decision-makers’ (DMs) preferences, experience, and other relevant data. In both personal and organizational settings, DMs are faced with a portfolio of simple and complex decisions, varying in their potential impact and consequences. Resolving real-life problems often requires the consideration of multiple competing perspectives to arrive at a reasonable decision. A decision can be formally defined as a choice made based on available information or a method of action intended to address a specific decision problem. Whether in an organizational or household environment, DMs are constantly confronted with multiple paths and limited resources [1].
To enhance the DM process, it is essential to have a framework that can distinguish between options and establish a hierarchy of choices. This framework involves identifying and selecting relevant factors, also known as criteria, which can be used to differentiate between alternatives. Multi-criteria decision-making (MCDM) comprises three main components: several different criteria, a set of alternatives, and a comparison process between them [2]. MCDM techniques involve evaluating and selecting the best alternative(s) among a set of alternatives, which are assessed based on various criteria [3].

The influence of criteria weights on the outcome of the DM process is significant. The selection of a weighting method is a critical stage in MCDM problems as they help to determine the relative importance of each criterion and facilitate the DM process [4–6]. In addition, any MCDM problem requires the choice of the weighting methods because it directly influences the accuracy and reliability of the decision outcomes [6]. DMs should take into account a number of elements, including the decision problem’s nature, the type of data, the measurement scale, the weighting of the criteria, and the interactions between the criteria [7]. The distinct characteristics of each weighting method generate varying weights attributed to the criteria [8,9], leading to different rankings that impact the entire order, not just the best alternative [10]. As a result, to ensure trust in the decision outcomes, it is recommended to choose multiple methods in determining the weights [8]. Additionally, it can be essential to conduct a comparative assessment of diverse approaches to identify the most fitting method for a specific problem [11].

The subject of determining weights for criteria is an area of investigation and academic discussion [12]. Weighting methods can be classified into three categories: subjective, objective, and combinative (integrated). Subjective methods require DMs to take responsibility for assigning weights to the criteria. In contrast, objective methods do not involve DMs in determining the relative importance of the criteria but instead use mathematical algorithms. The combinative approach involves a blend of both subjective and objective methods [6,13].

Several weighting methods have been proposed in the literature and have been utilized to address a range of MCDM issues. Examples of traditional weighting methods include AHP, MACBETH, DEMATEL, CRITIC, ENTROPY, and others [5]. In recent years, numerous weighing methods have been developed, including subjective, objective, and combined methods. However, only a limited number of papers have addressed the topic of weighing methods in MCDM, providing a comprehensive discussion of these methods [6]. Novel methods proposed in the last decade are as follows: BWM [14], CILOS [15], IDOCRIW [15], FUCOM [4], LBWA [5], SAPEVO-M [16], and MEREC [17]. There are a few review studies based on weighting methods [18], such as SWARA [19] and AHP, ANP, and BWM [6]. As noted, the selection of an appropriate weighting method for resolving a multi-criteria decision problem is a non-trivial undertaking, given the numerous extant techniques and novel approaches that have emerged in recent years. The aim of the present research, given the importance of criteria weighting methods and the scarcity of review studies in this area, is to conduct a comprehensive analysis of research on novel MCDM weighting methods and to provide valuable insights into the applications of each method. The study intends to contribute to the existing knowledge base within the field of MCDM by focusing on novel methods and offering useful information for both researchers and practitioners. The research aims to answer the following research questions:

RQ1. What is the trend of the publications over the years?
RQ2. What are the most productive and cited research components?
RQ3. Which publications have received more interest in terms of total citations?
RQ4. What are the application areas of the methods?
RQ5. What are the other methods (weighting and/or ranking) in the hybrid model applied publications?
RQ6. Have fuzzy studies on methods been applied?
RQ7. Have platforms (R, Python, or web-based) been developed for the implementation of the methods?
This article is structured as follows: Section 2 briefly describes the novel weighting methods. Section 3 describes the methodology to solve the proposed problem. Section 4 presents the report of the results found. The main discussions and conclusion are summarized in Section 5.

2. Literature Review
2.1. CILOS and IDOCRiW

Zavadskas and Podvezko proposed the CILOS method by developing an idea put forward by Mirkin [20]. The CILOS method is an objective method that considers the loss of importance or impact of the remaining criteria when a criterion achieves the optimal maximum or minimum value. The smaller the relative loss of effect of a criterion, the greater the weight of the criterion. In contrast, if the relative loss of a criterion is large, the weight is small. In the ENTROPY method, the situation is the opposite. The advantage of the method is that CILOS eliminates the disadvantage of the ENTROPY method [15].

The steps of the CILOS method are as follows:

- Defining a decision matrix

\[
A_{ij} = \begin{bmatrix}
  r_{11} & r_{12} & \cdots & r_{1n} \\
  r_{21} & r_{22} & \cdots & r_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  r_{m1} & r_{m2} & \cdots & r_{mn}
\end{bmatrix}
\]  

(1)

- Transforming the minimized criteria

\[
r_{ij} = \frac{\min r_{ij}}{r_{ij}}
\]  

(2)

The values of the maximized criteria require no transformation.

- Defining \( X \) as a result of transformation

\[
X_j = \begin{bmatrix}
  x_{11} & x_{12} & \cdots & x_{1n} \\
  x_{21} & x_{22} & \cdots & x_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
\]  

(3)

- Calculating the highest values of each criterion in \( X \)

\[
x_{ij} = \max_i x_{ij} = x_{k_j}
\]  

(4)

- Determining the square matrix \( A \)

\[
A = ||a_{ij}|| \quad (a_{ii} = x_{ij}; a_{ij} = x_{k_j})
\]  

(5)

- Determining the matrix of the relative loss \( P \)

\[
P = ||p_{ij}||
\]  

(6)

\[
p_{ij} = \frac{x_{ij} - a_{ij}}{x_{ij}} = \frac{a_{ii} - a_{ij}}{a_{ii}}
\]  

(7)

The diagonal elements of the matrix \( P \) are 0. The elements of \( p_{ij} \) in the matrix \( P \) show the relative loss of the \( j \)th criterion, if the \( i \)th criterion is selected to the best.
• Determining the matrix $F$

$$F = \begin{bmatrix}
-\sum_{i=1}^{m} p_{i1} & p_{12} & \cdots & p_{1m} \\
p_{21} & -\sum_{i=1}^{m} p_{i1} & \cdots & p_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
p_{m1} & p_{m2} & \cdots & -\sum_{i=1}^{m} p_{im}
\end{bmatrix}$$  (8)

• Solving the linear equation system

$$Fq^t = 0$$  (9)

• Calculating criteria weights

$$q_i = \frac{x_i}{\sum x_i}$$  (10)

The IDOCRIW method is also an objective weighting method. It is a hybrid method that combines the weights obtained by the ENTROPY and CILOS methods. The advantages of one method are compensated for by the shortcomings of the other method. After the weights are obtained separately according to the ENTROPY and CILOS methods, a single weight is obtained from these weights. The weights obtained with IDOCRIW will show the variation of the criteria values (a characteristic of ENTROPY), but the significance of the criteria will decrease if there are higher losses compared to the other criteria [15].

The ENTROPY method involves the following steps:

• Defining the decision matrix

$$X = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix} \quad (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)$$  (11)

• Normalizing the decision matrix

$$p_{ij} = \frac{x_{ij}}{\sum_{i=1}^{m} x_{ij}}$$  (12)

• Calculating the entropy values of criteria

$$E_j = -k \sum_{i=1}^{m} p_{ij} \ln(p_{ij})$$  (13)

• Calculating the degrees of variation for each criterion

$$d_j = 1 - E_j$$  (14)

• Calculating criteria weights

$$w_j = \frac{d_j}{\sum_{j=1}^{n} d_j}$$  (15)

The IDOCRIW method’s calculation is given below:

$$\omega_j = \frac{q_j w_j}{\sum_{j=1}^{n} q_j w_j}$$  (16)
2.2. FUCOM

The FUCOM method is a comparison-based MCDM procedure applying the principles of pairwise comparison and deviation from maximum consistency [21]. It is a subjective-based method. FUCOM has several advantages over other methods, including the requirement of fewer pairwise comparisons \((n-1)\), ensuring consistency in pairwise comparison of criteria, and accurately calculating weight coefficients for criteria, which enhances the validity of decision-making. The deviation from maximum consistency (DMC) of comparisons is used for validating the results of FUCOM.

The following are the steps of the FUCOM method:

- Ranking the criteria \((C_1, C_2, \ldots, C_n)\) according to their importance
  
  The higher the initial rank is, the more critical the criterion is to mineralization:
  \[
  C_{J_1} > C_{J_2} > \ldots > C_{J_k}
  \]  
  
- Comparing the ranked criteria
  
  The comparative priority \((\varphi_{\frac{k}{k+1}}, k = 1, 2, \ldots, n\) in which \(k\) represents the rank of the criteria) of the criteria is determined according to equation:
  \[
  \varphi = \{ \varphi_{12}, \varphi_{23}, \ldots, \varphi_{k\frac{k}{k+1}} \}
  \]
  
- Calculating the weight coefficients of the targeting criteria
  
  These values should meet the following conditions:
  
  The weight coefficients \((w_k)\) are proportional to the comparative priorities \((\varphi_k)\):
  \[
  \frac{w_k}{w_{k+1}} = \varphi_{\frac{k}{k+1}}
  \]
  
  The mathematical transitivity must be met among all the comparative priorities \((\varphi_k)\):
  \[
  \varphi_{\frac{k}{k+1}} X \varphi_{\frac{k+1}{k+2}} = \varphi_{\frac{k+1}{k+2}}
  \]
  
- Solving optimization problem for calculating the optimal weights
  
  \[
  \text{Min } X \quad \text{s.t.}
  \]
  \[
  \left| \frac{w_j(k)}{w_j(k+1)} - \varphi_{\frac{k}{k+1}} \right| = X, \ \forall j
  \]
  \[
  \left| \frac{w_j(k)}{w_j(k+2)} - \varphi_{\frac{k}{k+1}} X \varphi_{\frac{k+1}{k+2}} \right| = X, \ \forall j
  \]
  \[
  \sum_{j=1}^{n} w_j = 1
  \]
  \[
  w_j \geq 0, \ \forall j
  \]

2.3. LBWA

The LBWA method is a subjective weighting method that is proposed to overcome difficulties in pairwise comparisons. It is based on \((n-1)\) comparison, less than both BWM and AHP methods. The LBWA method’s ability to preserve its simple structure regardless of the model’s complexity is one of its key characteristics. In addition, simple mathematical apparatus is used to obtain the optimal values of weight coefficients, removing the
inconsistent expert preferences that other subjective models permit such as BWM and AHP permit. Lastly, by allowing for additional coefficient corrections depending on decision makers’ preferences, the LBWA model’s elasticity coefficient enables sensitivity analysis of the MCDM model [5].

The LBWA method consists of the following steps:

- Determining the most important criterion
  Within the set \( S = \{C_1, C_2, \ldots, C_n\} \), the decision maker determines most important criterion.

- Grouping the criteria
  The criteria are grouped according to their importance as follows:
  Level 1: \( C_i \), the most important criterion, is either of equal importance or at most two times more important than the criteria in this group (except exactly two times).
  Level 2: \( C_i \), the most important criterion, has at least two times and maximum three times more importance than the criteria in this group (except exactly three times).
  Level 3: \( C_i \), the most important criterion, is at least three times more important and at most four times more important than the criteria in this group (except exactly four times).
  Level \( k \): \( C_i \), the most important criterion, is at least \( k \) times and at most \((k + 1)\) times more important than the criteria in this group.

  If the importance of the \( C_j \) criterion is denoted by \( s(C_j) \) then \( S = S_1 \cup S_2 \cup \ldots \cup S_k \) is written and the following equation is obtained.

\[
S_i = \{C_{i_1}, C_{i_2}, \ldots, C_{i_{s(C_j)}}\} = \{C_j \in S : i \leq s(C_j) < i + 1\} \tag{24}
\]

- Assigning values to criteria
  The criteria are compared according to their importance. An integer is assigned as “0” to the most important criterion and “1” to the second-degree criterion. That is, for \( C_i \), which is the most important criterion, \( I = 0 \).

\[
r = \max\{|S_1|, |S_2|, \ldots, |S_k|\} \tag{25}
\]

- Determining the elasticity coefficient \( r_0 \)

\[
r_0 > r \tag{26}
\]

- Defining the influence function of the criteria

\[
f(C_p) = \frac{r_0}{i r_0 + l_p} \tag{27}
\]

\( i = \text{Level order}, l_p = \text{The criteria range in the interval} \)

- Calculating the optimum values of the weight coefficients of criteria

\[
w_i = \frac{1}{f(C_1) + f(C_2) + \ldots + f(C_i) + \ldots + f(C_n)} \tag{28}
\]

\( w_i = \text{weight of the most important criterion} \)

Weights of other criteria

\[
w_j = f(C_j) \cdot w_i \tag{29}
\]

2.4. SAPEVO-M

The SAPEVO-M method is an evolution of the SAPEVO method, which was intended only for a mono-decision analysis. In addition to the new algorithm providing a multi-criteria analysis with multiple DMs, a process of standardization of matrices was integrated, through the correction of negative and null criteria weights, thus increasing the model
The method consists of two processes. Preliminary, the transformation of ordinal preference between criteria should be performed, expressed by a vector representing the criteria weights. The ordinal transformation of the preference between alternatives is then made within a given set of criteria, expressed by a matrix. A series of pairwise comparisons between variables, whether criteria or alternatives within a given criterion, denote the individual preference information of each decision-maker.

The steps of the SAPEVO-M method are as follows:

- **Given a set of alternatives and a set of criteria** $i, j$, both defined by DMs, establishing criteria preferences, considering general elements ($\delta_{ij}$), such that: $\delta_{ij} = 1 \Leftrightarrow i \equiv j$, $\delta_{ij} > 1 \leftrightarrow i > j$, $\delta_{ij} < 1 \leftrightarrow i < j$, where: $\equiv$ is as important as, $>$ is more important than, and $<$ is less important than.

- Representing the criteria preferences of DMs by using a scale according to the relationship:

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;1$</td>
<td>$-3$</td>
</tr>
<tr>
<td>$\leq 1$</td>
<td>$-2$</td>
</tr>
<tr>
<td>$&lt;1$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$=1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$&gt;1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>$2$</td>
</tr>
</tbody>
</table>

- Aggregating the preferences

This scale enables a transformation of the matrix $DM_k = [\delta_{ij}]$ into a column vector $[v_i]$ such that:

$$ V_{DM_k}^i = \sum_{i=1}^{n} \sum_{j=1}^{m} \delta_{ij}, (\forall j = 1, \ldots, m; i = 1, \ldots, n) $$

where $k$ is the number of decision-makers participating in the evaluation process.

- Normalization

After obtaining the vector with the evaluation of DMs, the normalization of each vector will be carried out as follows:

$$ V = \frac{a_{ij} - \text{min}_{a_{ij}}}{\text{max}_{a_{ij}} - \text{min}_{a_{ij}}} $$

- Calculating the criteria weights

By convention, when the weight of a criterion is equal to zero, this will be equivalent to 1% of the next highest weight. The final weight of each criterion is obtained by adding the partial weights obtained by DMs:

$$ w_c = \sum_{i=1}^{n} \sum_{l=1}^{k} a_{il} $$

### 2.5. MEREC

The MEREC method is an objective method that considers the impact of removing a criterion on the performance values of decision alternatives based on the remaining criteria, in contrast to other objective methods that assign weights to criteria by controlling the variance in the performance of the alternative [23]. The criterion that induces the greatest change is the most significant and thus given the highest weight. Another difference is that the logarithmic function is used in the method and performance values that are negative or zero require a conversion to a positive value [17]. One benefit of this method is its simplicity, as it does not necessitate intricate computations and can be executed with ease.

The MEREC method involves the following steps:
• Defining the decision matrix

\[ X = \begin{bmatrix}
 x_{11} & x_{12} & \cdots & x_{1j} & \cdots & x_{1m} \\
 x_{21} & x_{22} & \cdots & x_{2j} & \cdots & x_{2m} \\
 \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
 x_{i1} & x_{i2} & \cdots & x_{ij} & \cdots & x_{im} \\
 \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
 x_{n1} & x_{n2} & \cdots & x_{nj} & \cdots & x_{nm}
\end{bmatrix} \quad (33) \]

• Normalizing the decision matrix

\[ n_{ij} = \begin{cases} 
 \frac{\min_{k \neq j} x_{ij}}{x_{ij}} & \text{(for beneficial criteria)} \\
 \frac{1}{x_{ij}} & \text{(for non-beneficial criteria)}
\end{cases} \quad (34) \]

• Calculating overall performance values of alternatives

\[ S_i = \ln \left( 1 + \left( \frac{1}{m} \sum_j \left| \ln \left( n_{ij}^x \right) \right| \right) \right) \quad (35) \]

• Calculating the performance of the alternatives by removing each criterion

\[ S'_{ij} = \ln \left( 1 + \left( \frac{1}{m} \sum_{k \neq j} \left| \ln (n_{ik}^x) \right| \right) \right) \quad (36) \]

• Calculating the summation of absolute deviations

\[ E_j = \sum_i \left| S'_{ij} - S_i \right| \quad (37) \]

• Calculating the criteria weights

\[ w_j = \frac{E_j}{\sum_k E_k} \quad (38) \]

3. Methodology

The present study provides a comprehensive review of the novel weighting methods, namely, CILOS, IDOCRiW, FUCOM, LBWA, SAPEVO-M, and MEREC. In the last decade, the BWM method has also been proposed, but there are two main reasons why this method was excluded in this study. Firstly, there already exists a review study on BWM in the literature [6]. Secondly, during the initial idea stage of this study, the number of publications related to the BWM method was also examined in the databases, and approximately 500 publications were found. The approach used in this study is to examine all publications one by one with content analysis, except for bibliometric analysis, and examining such a dense corpus of publications produced for a single method would not be holistic when compared to the number of publications of other methods in the study.

To begin with, utilizing bibliometric indicators, including annual production, sources, authors, countries, affiliations, and publications, a comprehensive review is conducted. The most common indicators are the number of publications and citations per year or per research component (such as sources, authors, affiliations) where citations are indicators of “impact and influence”, and the number of publications serve for “productivity” [24]. Despite being descriptive, these analyses acknowledge the significance of several components in a research field. The study then proceeds to furnish detailed findings on the application
areas of the aforementioned methods, their use with other MCDM techniques, as well as their applications in fuzzy and hybrid contexts, which are ascertained via content analysis.

The flowchart of the methodology is illustrated in Figure 1.

Figure 1. The flowchart of the methodology.

In this study, Web of Science (WoS) and Scopus are both taken into account as databases, since Scopus and WoS are the leading citation databases that are commonly employed in review research [25]. The identification of keywords in this study is based on a review of MCDM-based bibliometric studies published in recent years. To ensure that the search strings accurately captured the relevant information, the abbreviated forms of the methods were initially selected, as prior method-oriented MCDM bibliometric studies have searched for abbreviated versions (e.g., [26,27]). Subsequently, additional keywords related to MCDM were included to prevent irrelevant studies from being included in the dataset when the abbreviation of the method is used in other fields. In [1], MCDM-related search query of “multi-attribute decision making” or “madm” or “mcda” or “modm” or “mcdm” or “multi-criteria” or “multi-criteria” or “multiplecriteria” was used. In this study, we incorporated all MCDM-related abbreviations. Furthermore, to ensure comprehensive coverage of DM-related search strings, we utilized the asterisk (*) symbol to search for all variations of multi*, such as multicriteria, multi-criteria, and multiple criteria. We did not include any additional search terms beyond “decision” to encompass other related terms such as decision aiding and decision making.

The search strings are decided as follows:

- On WoS: (“Method’s abbreviation”) AND (“MCDM” OR “MADM” OR “MCDA” OR “MODM” OR “multi* decision”) in Topic search (it searches title, abstract, author keywords, and Keywords Plus), Language = English.
- On Scopus: (TITLE-ABS-KEY((Method’s abbreviation)) AND (TITLE-ABS-KEY(MCDM) OR TITLE-ABS-KEY(MADM) OR TITLE-ABS-KEY(MCDA) OR TITLE-ABS-KEY(MODM) OR TITLE-ABS-KEY(multi* AND decision)) AND LANGUAGE(ENGLISH)

After all searches were made on 13 March 2023, all publications in two separate databases (WoS and Scopus) were downloaded with the information of “full record and cited references” for each method. These two separate datasets were combined into a single file in the R Studio (R IDE, version 4.2.2) with the bibliometrix package functions (convert2df and mergeDbSources) used for merging and cleaning. The data set for each method was carefully examined in the final step, and information about the studies with missing data was completed. In addition, irrelevant studies included in the data set, due to incorrect keyword usage, etc., were excluded from the data set. Following this procedure, a total of 160 publications were deemed suitable for both bibliometric and content analyses. The
findings from the data extraction process are presented in Table 1, where the combined column encompasses all the publications scrutinized throughout this research.

**Table 1. Search results.**

<table>
<thead>
<tr>
<th>Method</th>
<th>WoS</th>
<th>Scopus</th>
<th>Duplicated</th>
<th>Combined (WoS + Scopus-Duplicates)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CILOS</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>IDOCRIW</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>FUCOM</td>
<td>57</td>
<td>62</td>
<td>51</td>
<td>68</td>
</tr>
<tr>
<td>LBWA</td>
<td>10</td>
<td>10</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>SAPEVO-M</td>
<td>1</td>
<td>11</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>MEREC</td>
<td>24</td>
<td>37</td>
<td>21</td>
<td>40</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>160</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Results

This section presents the findings of the review questions. The overview outlines the main characteristics of the publications, while the annual production provides a year-by-year breakdown of publication frequency. The research components section presents the results of the sources, authors, countries, and affiliations of the publications. In addition, the most influential publications are identified. The results of the content analysis are presented in terms of application areas, fuzzy implementations, hybrid studies, and application tools.

4.1. Overview

The overview of the publications is given in Table 2. Based on the results of the search conducted in relevant databases, a total of 12 studies about the CILOS method and 15 studies on the IDOCRIW method were identified. However, upon examining these studies, it was observed that the majority of them (ten publications) were conducted using both methods, as in the first study where these methods were proposed together [15]. When the studies were examined, it is seen that most of the studies (ten publications) are the same (the methods were applied together). Accordingly, two studies were found in which only the CILOS method was applied, and five studies were found in which only the IDOCRIW method was used. Therefore, the findings of these methods are given together.

**Table 2. Overview of the publications.**

<table>
<thead>
<tr>
<th>Description</th>
<th>CILOS</th>
<th>IDOCRIW</th>
<th>FUCOM</th>
<th>LBWA</th>
<th>SAPEVO-M</th>
<th>MEREC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documents</td>
<td>12</td>
<td>15</td>
<td>68</td>
<td>14</td>
<td>11</td>
<td>40</td>
</tr>
<tr>
<td>Sources</td>
<td>10</td>
<td>14</td>
<td>42</td>
<td>14</td>
<td>9</td>
<td>34</td>
</tr>
<tr>
<td>Annual growth rate %</td>
<td>−16.73</td>
<td>−9.43</td>
<td>8.45</td>
<td>0.00</td>
<td>58.74</td>
<td>91.49</td>
</tr>
<tr>
<td>Document average age</td>
<td>4.83</td>
<td>3.73</td>
<td>2.1</td>
<td>1.57</td>
<td>1.09</td>
<td>0.8</td>
</tr>
<tr>
<td>Average citations per doc</td>
<td>30.42</td>
<td>23.53</td>
<td>18.78</td>
<td>17.86</td>
<td>8.55</td>
<td>5.38</td>
</tr>
<tr>
<td>Authors</td>
<td>23</td>
<td>40</td>
<td>177</td>
<td>36</td>
<td>38</td>
<td>135</td>
</tr>
<tr>
<td>International co-authorships %</td>
<td>16.67</td>
<td>26.67</td>
<td>36.76</td>
<td>50</td>
<td>9.09</td>
<td>30</td>
</tr>
</tbody>
</table>

The annual growth rate exhibits a negative trend for both CILOS and IDOCRIW. The analysis reveals that the FUCOM method has the highest number of publications (68), followed by MEREC (40).

4.2. Annual Production

The annual production of the methods is demonstrated in Figure 2. It should be noted that for the year 2023, only those publications which were released until 13 March 2023 (i.e., the day of data extraction) are being taken into consideration. Based on the data, there is no discernible trend in the annual distribution of publications related to CILOS and
4.3. Research Components (Sources, Authors, Countries, and Affiliations)

The results of the sources and publishers are given below:

- **CILOS and IDOCRIW**: The *Sustainability and Symmetry* journals are the topmost sources, each contributing two articles to the field. The *International Journal of Information Technology & Decision Making*, in which the seminal article [15] on these methods was published, stands out as the most impactful source with the highest total citation count. *Sustainability and Symmetry* occupy second and third place, respectively, in terms of impact, with total citations of 91 and 64. Of the publishers, MDPI stands out for publishing 35% of the articles (6 out of 17).

- **FUCOM**: *Symmetry*, in which the method [4] was introduced, has the highest total citation count, with a value of 373, and ranks second in terms of productivity with six publications. *Sustainability* is the most productive source, contributing seven publications. The journal *Decision Making: Applications in Management and Engineering* ranks second in terms of impact, with 220 total citations, and third in terms of productivity with five publications. MDPI stands out as the most relevant publisher with 16 publications, representing 24% of the total.

- **LBWA**: The LBWA method has been published in various sources, with 14 studies appearing in as many different sources. The journal *Decision Making: Applications in Management and Engineering*, in which the method [5] was introduced, is the most impactful source with a total citation count of 97, followed by *Socio-Economic Planning Sciences* with a value of 52. Elsevier is the most prominent publisher, having produced three works.

- **SAPEVO-M**: *Frontiers in Artificial Intelligence and Applications* and *Procedia Computer Science* stand out as the most relevant sources, with each publishing two conference papers. *Frontiers in Artificial Intelligence and Applications* and *Pesquisa Operacional* (the journal in which the method [16] was introduced), have both received over 35 citations. Springer is the most relevant publisher, having published three articles.

- **MEREC**: The most relevant sources for MEREC are the *Lecture Notes in Networks and Systems* journal, which has published five conference papers. *Symmetry*, in which the MEREC method [17] was first introduced, has the highest total citation count, with 79 citations. Among the publishers, Elsevier is the most prolific, with 11 publications, followed by Springer with eight and MDPI with six.

The followings are the results of the authors:

- **CILOS and IDOCRIW**: For the most productive and impactful authors, Zavadskas E. and Podvezko V. stand out as the authors who published nine and eight articles, respectively, and have received more than 330 total citations. 86% of the authors
(37 authors) published just one article, whereas the most productive author (Zavadskas E.) had nine publications (2%).

- **FUCOM:** Pamucar D. and Stevic Z. emerge as the most productive and impactful authors, with Pamucar D. having 15 publications and 541 total citations, and Stevic Z. having 16 publications and 534 total citations. The vast majority of the authors (83%) have only one publication, while the top authors represent just 1%.

- **LBWA:** The most productive and impactful author is Pamucar D. with 11 publications and 222 total citations. Zizovic M., the author of the original paper has the second raw in terms of total citations but only published one article. Ecer F. published four articles and received 76 total citations. The majority of the authors (31 authors, or 86%) have only published one article, while Pamucar D. and Ecer F. correspond to 3%.

- **SAPEVO-M:** For the most productive and impactful authors Gomes C.F.S. and Dos Santos M. stand out as the authors who published ten and seven articles, respectively, and received more than 59 total citations. 74% of the authors (28 authors) published just one article, whereas the most productive authors (Gomes C.F.S. and Dos Santos M.) correspond to 3%.

- **MEREC:** Among the authors who have contributed to the literature on the MEREC method, Danh T. and Huy T. stand out with six and five publications, respectively. Notably, Keshavarz-Ghorabaee M. and Zavadskas E., the original developers of the method, have made the most significant impact with a total of 104 and 81 citations, respectively. Similar to other methods, the majority of the authors (81%) have only published one article on the topic, while the most productive authors represent only 1% of the total authors.

The results based on countries and affiliations are provided below:

- **CILOS and IDOCRIW:** In terms of country-wise productivity and impact, Lithuania emerges as the most productive and impactful country; it has 31 publications and 305 total citations. The productivity is followed by China (5), India (5), and Iran (5). Vilnius Gediminas Technical University (Lithuania), the most productive affiliation, has 29 publications, followed by the University of Tehran (Iran) with 3 publications.

- **FUCOM:** The most productive and impactful country is Serbia with 449 total citations and 38 publications. Bosnia and Herzegovina is the second most productive country (TC = 359) followed by Turkey (TC = 143). For production, India is the second (n = 24) followed by Turkey (n = 19). University of East Sarajevo (Bosnia and Herzegovina) and the University of Belgrade (Serbia) stand out with 18 and ten publications, respectively.

- **LBWA:** The most productive countries are Turkey and Serbia, with 14 and 11 publications, respectively. The most cited country is Serbia with 197 total citations. The University of Belgrade (Serbia) has published the most (seven publications) followed by Afyon Kocatepe University (Turkey) (six publications).

- **SAPEVO-M:** The application of SAPEVO-M has been primarily limited to Brazil and Portugal, with 38 and two publications, respectively. Among the countries where the method has been applied, Brazil has received the highest citation count of 74. Military Institute of Engineering (Brazil) is the most productive affiliation with six publications, followed by Naval Systems Analysis Center (Brazil) (four publications).

- **MEREC:** The most productive countries are India and Vietnam, with 19 and 14 publications, respectively. The most cited countries are Lithuania with 80 total citations and India with 57 total citations. Thai Nguyen University of Technology (Vietnam) and Vinh Long University of Technology Education (Vietnam) are the most productive affiliation with seven publications.

- The top research components in this section are summarized in Table 3.

4.4. Publications

An examination of publications concerning these methods reveals the most frequently cited studies, presented in Table 4. The highly cited articles are found to be authored by the originators of the corresponding methods.
Table 3. Summary of the top research components.

<table>
<thead>
<tr>
<th>Components</th>
<th>CILOS &amp; IDOCRIW</th>
<th>FUCOM</th>
<th>LBWA</th>
<th>SAPEVO-M</th>
<th>MERC</th>
<th>MEREC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Productive source</strong></td>
<td>Sustainability, Symmetry</td>
<td>Sustainability</td>
<td>None (14 different sources)</td>
<td>Frontiers in Artificial Intelligence and Applications, Procedia Computer Science</td>
<td>Lecture Notes in Networks and Systems</td>
<td></td>
</tr>
<tr>
<td><strong>Impactful source</strong></td>
<td>International Journal of Information Technology &amp; Decision Making</td>
<td>Symmetry</td>
<td>Decision Making: Applications in Management and Engineering</td>
<td>Frontiers in Artificial Intelligence and Applications</td>
<td>Symmetry</td>
<td></td>
</tr>
<tr>
<td><strong>Productive publisher</strong></td>
<td>MDPI</td>
<td>MDPI</td>
<td>Elsevier</td>
<td>Springer</td>
<td>MDPI</td>
<td></td>
</tr>
<tr>
<td><strong>Productive country</strong></td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td></td>
</tr>
<tr>
<td><strong>Impactful country</strong></td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td>Lithuania, Serbia, Turkey, Brazil, India</td>
<td></td>
</tr>
<tr>
<td><strong>Productive affiliation</strong></td>
<td>Vilnius Gediminas Technical University</td>
<td>University of East Sarajevo</td>
<td>University of Belgrade</td>
<td>Military Institute of Engineering</td>
<td>Thai Nguyen University of Technology, Vinh Long University of Technology Education</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Top Five Most Cited Publications.

<table>
<thead>
<tr>
<th>Method</th>
<th>Title</th>
<th>Total Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CILOS and IDOCRIW</strong></td>
<td>Integrated Determination of Objective Criteria Weights in MCDM</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>The Recalculation of the Weights of Criteria in MCDM Methods Using the Bayes Approach</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>MCDM Assessment of a Healthy and Safe Built Environment According to Sustainable Development Principles a Practical Neighborhood Approach in Vilnius</td>
<td>52</td>
</tr>
<tr>
<td><strong>CILOS</strong></td>
<td>Evaluation of Quality Assurance in Contractor Contracts by Multi Attribute Decision Making Methods</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Sustainable Assessment of Aerosol Pollution Decrease Applying Multiple Attribute Decision Making Methods</td>
<td>39</td>
</tr>
<tr>
<td><strong>FUCOM</strong></td>
<td>A New Model for Determining Weight Coefficients of Criteria in MCDM Models: Full Consistency Method (FUCOM)</td>
<td>315</td>
</tr>
<tr>
<td></td>
<td>A Novel Integrated FUCOM-MARCOS Model for Evaluation of Human Resources in a Transport Company</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>A New Hybrid MCDM Model: Sustainable Supplier Selection in a Construction Company</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>Assessment of Alternative Fuel Vehicles for Sustainable Road Transportation of United States Using Integrated Fuzzy FUCOM And Neutrosophic Fuzzy MARCOS Methodology</td>
<td>53</td>
</tr>
<tr>
<td>Method</td>
<td>Title</td>
<td>Total Citations</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>LBWA</td>
<td>New Model for Determining Criteria Weights Level Based Weight Assessment (LBWA) Model</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>An Integrated BWM LBWA COCOSO Framework for Evaluation of Healthcare Sectors in Eastern Europe</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>LBWA Z-MAIRCA Model Supporting Decision Making in The Army</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>A Multi-tier Sustainable Food Supplier Selection Model Under Uncertainty</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Assessment of Renewable Energy Resources Using New Interval Rough Number Extension of The Level Based Weight Assessment and Combinative Distance based Assessment</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Study of the Location of a Second Fleet for The Brazilian Navy: Structuring and Mathematical Modeling Using SAPEVO-M and VIKOR Methods</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>The SAPEVO-M-NC Method</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Investments in Times of Pandemics: An Approach by the SAPEVO-M-NC Method</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>SAPEVO-H2 A Multi-Criteria Approach Based on Hierarchical Network: Analysis of Aircraft Systems for Brazilian Navy</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Fermatean Fuzzy Heronian Mean Operators and MEREC-based Additive Ratio Assessment Method: An Application to Food Waste Treatment Technology Selection</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Adapting Urban Transport Planning to The COVID-19 Pandemic: An Integrated Fermatean Fuzzy Model</td>
<td>23</td>
</tr>
</tbody>
</table>
4.5. Application Areas

CILOS and IDOCRIW have been applied together in diverse areas, including business economics, such as quality assurance in constructor contracts [28] and construction market performance [29]; environmental studies, such as evaluating a healthy and safe built environment according to sustainable development principles [30]; engineering, such as rotor systems [31] and screw joint parameters [32]; and multidisciplinary applications, such as comparing countries using indicators (the children physical activity and the Human Development Index) [33].

There are also studies in which the methods are not used together and are applied in different areas. CILOS method has also applied in portfolio optimization (business economics) [34] and sustainable evaluation of aerosol pollution decrease (environmental studies) [35]. IDOCRIW method has been used in product ranking based on online customer reviews (business economics) [36] and environmental studies, such as assessment of different cladding materials for growing bell pepper [37], construction and demolition waste management [38], planning the future energy systems [39], and environmental impact evaluation to minimize dam negative impacts [40].

The FUCOM method finds applications in numerous areas. The method has primarily found its application in the area of business economics, as evidenced by the majority of relevant literature. Consumer DM, such as car [41] and smartphone brand selection [42], evaluation of green bonds [43], evaluation of human resources in a transport company [44], human resource information systems [45], green supplier evaluation [46], sustainable supplier selection [47–49], supplier selection [50], selection of forklift in the warehouse [51], selecting automatically guided vehicles in the warehouse [52], evaluation of the special warehouse handling equipment [53], selection of delivery vehicle [54], the selection of transshipment and handling machinery in container terminals [55], transport demand management [56], quality determination in reverse logistics [57], smart logistics applications and demand forecasting [58], optimization of logistics processes [59], oil supply chains [60], selection of a distribution channel [61], location selection for a textile manufacturing facility [62], facilities layout evaluation [63], organizational structure selection [64], business process orientation and management [65], inventory management to increase business efficiency [66], healthcare performance management [67], performance measurement and evaluation of the airlines [68], construction cost cases [69], SWOT model for the strategic decision analysis [70], competitiveness of spa centers [71], farm tourism [72], and media industry (video streaming platforms) [73] studies are applications in this field.

In addition to business economics, FUCOM has also seen relevant studies in environmental studies, such as the assessment of alternative fuel vehicles for sustainable road transportation [74], sustainable sludge treatment [75], sustainable urban mobility plan [76], circular economy and supply chain management in the pharmaceutical industry [77], express packaging recycling [78], floating solar panel energy system installation [79], landfill site selection [80], disposal of healthcare waste [81], healthcare waste treatment [82], renewable energy [83], green innovation [84], biogas facility location selection [85], and evaluation of national parks [86].

Another area of application is engineering, with relevant studies including the following: selecting the most favorable location for construction [87], cloud-based multi-robot path planning [88], spray painting robot selection [89], mineral potential mapping [21], identification of the groundwater potential recharge zones [90], hole turning process [8], evaluation and selection of optimal transport routes for hazardous materials [91], transportation engineering [92,93], sustainable traffic system management and railway infrastructure [94], nontraditional manufacturing methods [95], risk assessment and mitigation for electric power sectors [96], railway infrastructure [97], and reliability management and risk assessment in industries [98]. Apart from these areas, there are other studies, such as selecting a location for a brigade command post [99], a resilience-based model for the healthcare sector [100], and video conferencing tools used for teaching-learning and meetings [101].
LBWA method has been applied in business, economic and environment-related areas, namely, public transportation [102], container port selection [103], micro, small and medium enterprises [104], human resources in a transportation company [105], select equity linked savings scheme funds [106], sustainable food supplier selection [107], waste in fast-moving consumer goods [108], green transportation [109], renewable energy resources [110], and smart cities [111]. There are also defense-related DM studies (location selection for the camp army [112] and weapon system selection [113]) and healthcare [114].

SAPEVO-M method has been used in studies such as defense-related DM (location selection [115] and the analysis of aircraft systems [116,117] for the Brazilian Navy), business economics (financial investment and portfolio management [22], selection of truck for transportation [118]), engineering (computer numeric control router [119]), and environment (the treatment of produced water in oil and gas industry [120]).

MEREC has found diverse applications across fields, encompassing business economics and environmental studies; however, its principal employment has been within the domain of engineering. Applications in the field of business economics are as follows: the financial performance of the hospitality and tourism industries [121], efficiency and productivity of commercial banks [122], evaluation of economic freedom levels of OPEC countries [123], assessment of distribution center locations [124] sustainable smart manufacturing systems for industry 4.0 in small, medium, and micro enterprises [125], portfolio optimization [34], and supplier selection [126]. The following are the applications in the area of environmental studies: mitigating climate change effects of urban transportation [127], identifying the optimal renewable energy power plant location [128], selecting a green renewable energy source [129], selecting offshore wind turbine [130], offshore wind farm site selection [131], circular economy paradigm in European Union countries (environmental economics) [132], and efficiency evaluation of the mineral deposit [133].

MEREC is most widely used in the following applications in engineering: selection of a phase change material [134], selecting truck mixer concrete pump [135], determining the parameters for external cylindrical grinding [136], determining dressing parameters for internal cylindrical grinding [137], dressing process for internal grinding [138], determining input parameters for CBN grinding [139], material selection of a lightweight aircraft wing spar [140], pallet truck selection [141], selecting optimal spray-painting robot [23], milling process [142], selection quality hole by ultrasonic machining process [143], prioritizing solid-state drivers [144], determining the best experiment for turning process [145], plasma arc cutting process optimization [146], selecting the schema of scissors mechanism [147], determining the process input parameters in wire-electrical discharge machining [148], powder-mixed electric discharge machining [149–151], cubic boron nitride grinding [152], and hole turning process [8]. Uses other than applications in these areas are as follows: food waste treatment technology selection [153], urban planning and development, specifically in the context of sustainable smart city development [154], urban transport planning and DM, with a focus on adapting transport plans to the COVID-19 pandemic [155], web and IoT-based hospital location determination [156].

The number of publications pertaining to the application areas is given in Table 5. The table lists the names of application areas with two or more studies, while application areas with only one study are categorized as “other”.

<table>
<thead>
<tr>
<th>Method</th>
<th>Areas of Application</th>
<th>Number of Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>CILOS and/or IDOCRIW</td>
<td>Environmental studies</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Business economics</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Engineering</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5. Cont.

<table>
<thead>
<tr>
<th>Method</th>
<th>Areas of Application</th>
<th>Number of Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FUCOM</strong></td>
<td>Business economics</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Engineering</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Environmental studies</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>3</td>
</tr>
<tr>
<td><strong>LBWA</strong></td>
<td>Business economics</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Environmental studies</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Defense</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>1</td>
</tr>
<tr>
<td><strong>SAPEVO-M</strong></td>
<td>Defense</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Business economics</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>2</td>
</tr>
<tr>
<td><strong>MEREC</strong></td>
<td>Engineering</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Business economics</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Environmental studies</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>4</td>
</tr>
</tbody>
</table>

4.6. Fuzzy Implementations

Fuzzy CILOS and IDOCRIW methods are proposed in [157] with F-ENTROPY. There are other fuzzy studies, such as F-IDOCRIW [38] and IF-IDOCRIW (Intuitionistic Fuzzy) [36]. Fuzzy FUCOM (F-FUCOM) has been applied in many studies [46,55,58,64,66,70,72,75-77,83,96,158]. Fuzzy group FUCOM [78], q-rung orthopair F-FUCOM [82], picture fuzzy FUCOM [73,101], hesitant fuzzy FUCOM [49], integrated rough group FUCOM [97], interval type-2 F-FUCOM [63], F-FUCOM-Dombi-Bonferroni [56], fermatean F-FUCOM [42], intuitionistic F-FUCOM [53], integrated F-FUCOM [74] are the different fuzzy applications.

Fuzzy applications of the LBWA method have been applied in many studies, such as integrated fuzzy LBWA in a stratification environment (SF-LBWA) [102], picture fuzzy LBWA [109], F-LBWA [103,108], LBWA-D [107,113], spherical fuzzy LBWA [104], interval rough LBWA [110].

The application of the MEREC method with fuzzy logic has been observed, with the following applications being noteworthy: type-2 neutrosophic number MEREC [127], fermatean fuzzy set MEREC [153–155], single-valued neutrosophic sets MEREC [140], PV-SPSS-MEREC [128], I2TL-MEREC (interval 2-tuple linguistic) [130], and Q-ROF-MEREC-RS (q-rung orthopair fuzzy sets) [125].

4.7. Hybrid Studies

For the other weighting methods, CILOS and IDOCRIW methods have been used together with ENTROPY method in the majority of the studies [15,28–33,159,160]. Fuzzy AHP [28,159], AHP [159], CRITIC [160], and WEBIRA [33] methods are also applied with CILOS and IDOCRIW. For the ranking methods, CILOS and IDOCRIW methods have been applied together with COPRAS, SAW, TOPSIS, and EDAS [28–32,34,159] in many studies. CILOS and IDOCRIW methods are also applied with cluster analysis [33], the rank average method, Borda count and Copeland’s method [30]. Additionally, sentiment analysis is used with IDOCRIW method [36].

FUCOM method has been applied with other MCDM methods. For the weighting methods, FUCOM is applied with CRITIC [54,85,93], PIPRECIA [89], FUZZY PIPRECIA [65,70,93,94], SWARA [43,89], SWARA-G [79], MEREC [8], F-GRC-DANP (grey relational coefficient-DEMATEL-ANP) [78], BWM, F-BWM, AHP, and F-AHP [4,43,46,69,83,89,90,158]. There are also grey implementations of FUCOM method in [45,59,79].
Upon analysis of the ranking methods employed in conjunction with FUCOM, it is observed that the MARCOS method is predominantly utilized (MARCOS [44,45,54,61,67,84,93], F-MARCOS [55,64,70,71,94], interval type-2 F-MARCOS [63], and neutrosophic F-MARCOS [74]). Apart from MARCOS, TOPSIS, WASPAS, and MABAC methods are also frequently used together with FUCOM (TOPSIS [8,43,69,89,91], F-TOPSIS [41,75,95], grey TOPSIS [45], vector-aided TOPSIS [83], double upper approximated rough number TOPSIS [98], and hesitant fuzzy TOPSIS [49], WASPAS [50,51,92], F-WASPAS [95], intuitionistic F-WASPAS [53], and rough WASPAS [47,52]; MABAC [8,85,86,91], F-MABAC [87], picture fuzzy MABAC [73], rough MABAC [47,52], Z-MABAC [99], and hesitant fuzzy MABAC [49]).

The other methods are as follows: EDAS (F-EDAS [66,78], interval rough EDAS [58]), COPRAS (COPRAS [43,89], rough COPRAS [47]), COCOSO (COCOSO [8,89], F-COCOSO [76]), CODAS (CODAS [80], fermatean fuzzy CODAS [42]), ROUGH SAW [47,48,52], GRA [45,79], F-GRA [75], VIKOR [89], FUZZY VIKOR [96], MAIRCA [8], integrated rough group MAIRCA [97], ROUGH ARAS [47], CRADIS [81], picture fuzzy PROBID [101], AHP [68], MOORA mapping [21,89], MOOSRA mapping [21], PROMETHEE [89], DNMA [82], PIV-F [62], EAMR [8], F-WSM [72], F-PRSRV (Projection Ranking by Similarity to Referencing Vector) [75], and grey WSM [45].

Other than MCDM methods, methods in different fields have been used in FUCOM studies, such as ABC analysis [66], fuzzy quality function deployment [60,77,100], SERVQUAL, Cronbach Alpha [57], and SWOT analysis [59,70].

LBWA method is applied with other weighting (SWARA-D [107] and BWM [114]) and ranking methods (F-COCOSO [102,103], COCOSO [114], interval rough CODAS [110], MABAC-D [113], MARCOS [106], MARCOS-D [107], MULTI-MOOSRAL in spherical fuzzy and TOPSIS [104], RADERIA (new ranking method introduced) [55], picture fuzzy COCOSO [109], Z-MAIRCA [112], EDAS-G [111]) for MCDM. There are other methods rather than MCDM, such as Wilcoxon matched pair t-test and Kendall’s concordance coefficient [106].

SAPEVO-M is used with VIKOR [115], PROMETHEE [118], and WASPAS [119,161] ranking methods. DELPHI method is also used with SAPEVO-M [120].

For MEREC, it has been seen that the most popular of the weighting methods used in studies with MEREC are ENTROPY [133,134,136,138,142,144,145,151–153] and CRITIC [34,132,133,144,146]. Other methods are SWARA-II [122,124], I2TL-SWARA-II (interval 2-tuple linguistic) [130], simplified BWM [131], Symmetry Point of Criterion (SPC) [133], SECA and CILOS [34], FUCOM [8], and AHP [126].

An examination of ranking methods used in conjunction with MEREC reveals the widespread utilization of TOPSIS and MARCOS methods. The studies in which these methods have been applied are as follows: TOPSIS [8,34,126,134,136,138,142,144,145,151,152,156], fermatean fuzzy TOPSIS [154], MARCOS [34,122,132,136,138,144,145,147,149,151], DNMARCOs (double normalized MARCOS) [135], type-2 neutrosophic number MARCOS [127], single-valued neutrosophic sets MARCOS [140]. Additional employed ranking methods include MAIRCA [8,34,138,145,149,151,152], MABAC [8,23,34,136,137,143,150], COCOSO [8,23,34,143], GREY-COCOSO [121], cumulative prospect theory COCOSO [130], fermatean fuzzy COCOSO [155], EAMR [8,138,145,146,151,152], WASPAS [34,124,139,141], VIKOR [23,134,143], COPRAS [23,34,134], single-valued neutrosophic sets COPRAS [140], CODAS [23,34], ARAS [34], fermatean fuzzy set ARAS [153], DNMA [123], and Q-ROFDNMA [125]. Other methods, including the clustering analysis [132] and Spearman’s rank and Wojciech-Salabun coefficient [144], exist alongside MCDM.

4.8. Application Tools

The application tools for the methods are given in Table 6.
Table 6. Application tools of the methods.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Name</th>
<th>Application</th>
<th>Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>PyMCDM (package)</td>
<td>MEREC, CILOS, and IDOCRIW</td>
<td>[162]</td>
</tr>
<tr>
<td>Python</td>
<td>pyDecision (package)</td>
<td>IDOCRIW</td>
<td><a href="https://pypi.org/project/pyDecision/">https://pypi.org/project/pyDecision/</a></td>
</tr>
<tr>
<td>Python</td>
<td>Crispyn (package)</td>
<td>MEREC, CILOS, and IDOCRIW</td>
<td>[163]</td>
</tr>
<tr>
<td>Web</td>
<td>SADEMON</td>
<td>SAPEVO-M</td>
<td>[164]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><a href="https://cran.r-project.org/web/packages/sapevom/">https://cran.r-project.org/web/packages/sapevom/</a></td>
</tr>
<tr>
<td>R</td>
<td>Sapevom (package)</td>
<td>SAPEVO-M</td>
<td></td>
</tr>
</tbody>
</table>

PyMCDM is a Python 3 library that provides numerous traditional and novel ranking and weighting methods, as well as normalization methods and correlation coefficients, for MCDM problems. Apart from MEREC, CILOS, and IDOCRIW, equal/mean, ENTROPY, standard deviation, angle, Gini coefficient and statistical variance weights options are included in the package. Similarly, pyDecision is a Python library that is based on various MCDM methods. Some weighting methods in this package are AHP, fuzzy AHP, BWM, CRITIC, DEMATEL, and fuzzy DEMATEL. Crispyn (CRIteria Significance determining in PYthoN), another Python 3 library, offers objective weighting methods and includes a Stochastic Multicriteria Acceptability Analysis. It includes all the weighting methods in the PyMCDM package, as well as CRITIC and coefficient of variation weighting method options. Lastly, SAPEVO-M has both a computational web platform (SADEMON) and an R package (Sapevom).

5. Discussion and Conclusions

MCDM techniques continue to be utilized by researchers in diverse fields, with both traditional and novel methods being employed to advance the discipline. Given the importance of monitoring such methodological developments, this study aims to contribute to the field through a comprehensive review of novel weighting-based MCDM methods, namely, CILOS, IDOCRIW, FUCOM, LBWA, SAPEVO-M, and MEREC. The relevant keywords are searched across the WoS and Scopus databases, resulting in the analysis of 160 related publications.

While the annual growth rate displays a negative trend for both CILOS and IDOCRIW, FUCOM, and MEREC emerge as the most frequently studied methods. Furthermore, SAPEVO-M exhibits the lowest rate of international co-authorships, with Brazil being the primary country of application. The results provide valuable knowledge on relevant and cited sources, authors, countries, and affiliations for each method. The most productive and impactful sources vary depending on the method, with Symmetry journal ranking highest for FUCOM and MEREC, and third for CILOS and IDOCRIW. MDPI emerges as the most relevant publisher for FUCOM, CILOS, and IDOCRIW, while Elsevier is the top choice for LBWA and MEREC, and Springer for SAPEVO-M. Notably, certain authors such as Zavadskas E. and Pamucar D. stand out as key contributors. In terms of country-specific trends, Lithuania and Serbia emerge as prominent countries.

Regarding highly cited publications, in addition to those authored by the method creators, fuzzy implementations of the methods have garnered attention, with the exception of the SAPEVO-M method. Fuzzy studies have been conducted on all methods except SAPEVO-M and are elaborated upon under the section pertaining to fuzzy implementations.

Furthermore, diverse applications of these methods are observed in fields such as business economics, environment, and engineering. For instance, while the FUCOM method has primarily found its application in business economics, MEREC’s principal employment has been within the domain of engineering. Also, other areas, such as defense-related DM studies, have been applied by using LBWA and SAPEVO-M. Moreover, hybrid studies involving the combination of multiple methods are common, with ENTROPY being
the top weighting method in which MEREC, CILOS, and IDOCRIW are most frequently used together. FUCOM has been predominantly used in conjunction with BWM and AHP. With respect to ranking methods, it is observed that MEREC is often used in conjunction with the TOPSIS and MARCOS methods. Similarly, MARCOS is predominantly combined with FUCOM, while the CILOS and IDOCRIW methods are frequently applied together with COPRAS, SAW, TOPSIS, and EDAS. Furthermore, it is worth noting that studies employing these methods have also incorporated other techniques such as cluster analysis, sentiment analysis, SWOT analysis, and various statistical tests.

Finally, the study examines the tools developed for the application of these methods, with Python and R packages being commonly utilized for CILOS, IDOCRIW, SAPEVO-M, and MEREC, while no tool has been found for LBWA and FUCOM.

From a theoretical perspective, this study contributes to the identification of novel MCDM methods and their associated trends, research components, as well as their applications across various fields, such as business economics, engineering, and defense-related decision-making. This information can aid researchers in identifying gaps in the literature and applying novel methods that address specific DM scenarios.

There are opportunities for further development of the new methods, such as developing fuzzy applications for SAPEVO-M and creating application tools for LBWA and FUCOM. However, existing tools for other novel weighting methods can be used for practical applications of these methods. The application tools, such as packages, can be particularly useful for researchers and practitioners interested in implementing these methods.

One of the practical implications for managers or decision-makers is the presentation of a portfolio of criteria weighting methods that may be integrated into other methods of weighting or ranking alternatives. In this study, hybrid methods in which new methods are frequently used together are determined. This information can help managers identify the most appropriate MCDM method for their specific needs and applications. In addition, the application areas of the methods can be examined, and the methods discussed for similar problems can be tried. As mentioned in the literature, it is important to proceed with several methods and make comparisons in terms of the reliability of the results. For this reason, managers can benefit from hybrid models that can be applied together with the methods they think are suitable for the problem. Multicriteria methods are tools that support decision-making by organizing complex information and enabling managers to make more rational decisions. However, it is important to note that the ultimate decision is still made by the managers, not the methods themselves. A balanced approach that combines subjective and objective methods has emerged as a trend in the development of new methods, as it allows for the integration of manager preferences with mathematical algorithms. It is not the researchers’ aim to promote a particular method, but rather to present the available options and demonstrate how they can be used in decision-making processes.

Future research may explore how the methods described in this study can be integrated with traditional multi-criteria methods. In addition, the following two research questions can be explored:

What are the advantages and disadvantages of using new weighting methods compared to more common/traditional weighting methods?

What strategies can be developed by academia to disseminate such methods in diverse national contexts?

**Author Contributions:** Conceptualization, B.A. and S.A.; methodology, B.A.; software, B.A.; validation, M.P.B.; formal analysis, B.A.; investigation, B.A. and S.A.; data curation, B.A.; writing—original draft preparation, B.A. and S.A.; writing—review and editing, B.A., S.A., and M.P.B.; visualization, B.A.; supervision, M.P.B. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Data Availability Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.
Abbreviations

The following abbreviations are used in this manuscript:

AHP Analytic Hierarchy Process
ANP Analytical Network Process
ARAS Additive Ratio ASsessment
BWM Best-Worst Method
CILOS Criterion Impact Loss
COCOSO COmbined COmpromise SOlution
CODAS COmbinative Distance-based Assessment
COPRAS Complex Proportional Assessment
CRADIS Compromise Ranking of Alternatives from Distance to Ideal Solution
DEMATEL Decision-Making Trial and Evaluation Laboratory
DM Decision-making
DMs Decision-makers
DNMA Double Normalization-based Multiple Aggregation
EAMR Evaluation by an Area-based Method of Ranking
EDAS Evaluation based on Distance from Average Solution
FUCOM Full Consistency Method
GRA Grey Relational Analysis
IDO CRIW Integrated Determination of Objective CRlteria Weights
LBWA Level Based Weight Assessment
MABAC Multi-Attributive Border Approximation area Comparison
MAIRCA MultiAtributive Ideal-Real Comparative Analysis
MARCOS Measurement of Alternatives and Ranking according to COmpromise Solution
MCDM Multi-Criteria Decision-Making
MEREC Method Based on the Removal Effects of Criteria
MOORA Multi-Objective Optimization on the basis of Ratio Analysis
MOOSRA Multi-Objective Optimization on the basis of Simple Ratio Analysis
PIPRECIA PIvot Pairwise RElative Criteria Importance Assessment
RADERIA Ranking Alternatives by Defining Relations between the Ideal and Anti-ideal alternative
SAPEVO-M Simple Aggregation of Preferences Expressed by Ordinal Vectors—Multi Decision Makers
SAW Simple Additive Weighting
SECA Simultaneous Evaluation of Criteria and Alternatives
SWARA Step-wise Weight Assessment Ratio Analysis
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution
VIKOR VlseKriterijumska Optimizacija I Kompromisno Resenje (Serbian)
WASPAS Weighted Aggregated Sum Product Assessment
WEBIRA WEight Balancing Indicator Ranks Accordance
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