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Abstract: With the exponential growth of remote sensing images in recent years, there has been
a significant increase in demand for micro-target detection. Recently, effective detection methods
for small targets have emerged; however, for micro-targets (even fewer pixels than small targets),
most existing methods are not fully competent in feature extraction, target positioning, and rapid
classification. This study proposes an enhanced detection method, especially for micro-targets,
in which a combined loss function (consisting of NWD and CIOU) is used instead of a singular
CIOU loss function. In addition, the lightweight Content-Aware Reassembly of Features (CARAFE)
replaces the original bilinear interpolation upsampling algorithm, and a spatial pyramid structure
is added into the network model’s small target layer. The proposed algorithm undergoes training
and validation utilizing the benchmark dataset known as AI-TOD. Compared to speed-oriented
YOLOv7-tiny, the mAP0.5 and mAP0.5:0.95 of our improved algorithm increased from 42.0% and
16.8% to 48.7% and 18.9%, representing improvements of 6.7% and 2.1%, respectively, while the
detection speed was almost equal to that of YOLOv7-tiny. Furthermore, our method was also tested
on a dataset of multi-scale targets, which contains small targets, medium targets, and large targets.
The results demonstrated that mAP0.5:0.95 increased from “9.8%, 54.8%, and 68.2%” to “12.6%, 55.6%,
and 70.1%” for detection across different scales, indicating improvements of 2.8%, 0.8%, and 1.9%,
respectively. In summary, the presented method improves detection metrics for micro-targets in
various scenarios while satisfying the requirements of detection speed in a real-time system.

Keywords: micro-targets; NWD; CARAFE; spatial pyramid; remote sensing images

1. Introduction

Remote sensing images, acquired through the detection of ground object data, have
become indispensable digital assets, considering the rapid advancement of remote sensing
technology [1]. Target detection technology offers precise and valuable data for remote
sensing image analysis, making significant contributions to research on natural resource
distribution, terrain features, ports, and more. Additionally, the detection technology
of small and micro-targets such as airplanes, automobiles, and vessels against complex
backgrounds in remote sensing images has also gradually been taken seriously.

In the domain of image detection, the utilization of Deep Learning (DL) algorithms has
become indispensable for precise target detection [2]. These DL-based methods leverage
intricate neural networks to discern and identify objects within remotely sensed imagery,
thereby contributing to enhanced accuracy and efficiency of detection. In general, these
DL-based methods can be classified as two- or one-stage approaches. Two-stage meth-
ods generate candidate boxes through sampling, utilize Convolutional Neural Networks
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(CNNs) for feature extraction and classification, and ultimately achieve accurate target
localization through post processing operations. For example, the region-based CNN
(R-CNN) series of algorithms [3–5] is a classical two-stage approach. In contrast, one-stage
object detection methods do not generate candidate boxes. Instead, they convert the task of
localizing the target bounding box into a regression problem and successfully achieve accu-
rate target localization through regression. Representative one-stage algorithms include the
Single Shot MultiBox Detector (SSD) [6], Centernet [7], and the You Only Look Once (YOLO)
algorithm series [8–18]. Consequently, the former surpasses the latter in target detection
accuracy and localization; however, the latter outperforms the former in detection speed.
In recent years, transformer-based architectures like Detection Transformer (DETR) [19],
have advanced object detection through self-attention mechanisms. Another notable model,
the Segment Anything Model (SAM) [20], is an exemplary image segmentation model
based on the transformer framework. These advancements have streamlined detection
pipelines, eliminating the need for handcrafted components and achieving state-of-the-art
results. However, transformer-based models typically exhibit slower speeds, limiting their
application in real-time monitoring fields.

Processing speed is a crucial consideration in devices for real-time systems; hence, the
one-stage detection method has attracted more scholars’ attention, particularly for real-time
detection scenarios. Huo et al. [21] proposed SAFF-SSD for small-object detection. Building
upon SSD, they achieved enhanced feature extraction capabilities for SAFF-SSD through
the incorporation of a local light transformer block. Betti et al. introduced YOLO-S [22], a
network akin to YOLO but specifically designed for detecting small objects. This approach
demonstrates enhanced performance in detecting small objects. Lai developed a feature
extraction component that combines a CNN with multi-head attention to expand the recep-
tive view [23]. The STC-YOLO algorithm performs well for traffic-sign identification. Qu
et al.’s approach [24] introduced a feature fusion strategy based on an attention mechanism.
By merging target information from different scales, this strategy enhances the semantic
expression of shallow features, consequently improving the tiny-object identification ca-
pacity of the algorithm. Our team has also proposed the PDWT-YOLO [25] algorithm for
target detection in unmanned aerial vehicle images, effectively enhancing its capability to
detect small objects. Despite the advancements made through these improvements, several
lingering issues continue to persist. SAFF-SSD [21] demonstrates good feature extraction
capabilities but lacks a significant speed advantage. YOLO-S [20] employs a detection
network with relatively outdated methods, and STC-YOLO [23] is primarily applied to
traffic sign detection. The algorithm proposed in Ref. [24] exhibits competent detection per-
formance; however, its detection time is also significantly increased. PDWT-YOLO [25] is
primarily designed for detecting small targets and exhibits a fast detection speed; however,
it is not suitable for detecting much smaller targets, such as the targets in AI-TOD [26].

In the domain of object detection, small objects typically stand for objects with a pixel
area smaller than 32 × 32 pixels [27]. Objects in remote sensing images are often even
smaller, such as in AI-TOD, where the average size of targets is approximately 12.8 pixels. In
this paper, objects smaller than 16 pixels are defined as “micro-targets”. Fewer pixels result
in less feature information being extracted from the target, which significantly increases
the difficulty of detection. Hence, most small-object detection methods are not suitable
for micro-targets, prompting some researchers to focus on their detection [25,26]. Guanlin
Lu et al. [28] propose MStrans, a multi-scale transformer-based aerial object detector that
effectively tackles the difficulties of detecting micro-instances in aerial images. Shuyan Ni
et al. [29] introduce JSDNet, a network designed for detecting micro-targets by leveraging
the geometric Jensen–Shannon divergence. JSDNet incorporates the Swin Transformer
model to enhance feature extraction for micro-targets and addresses IoU sensitivity through
the JSDM module. Nevertheless, MStrans [28] and JSDNet [29] do not meet the real-time
application requirements due to their larger model sizes and slower speeds.
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This paper introduces a real-time detection method specifically for micro-targets by
modifying the YOLOv7-tiny network and loss function. The proposed method incorporates
three key innovations, as outlined below:

(1) Integration of a new loss function: A normalized weighted intersection over union
(NWD) [30] is integrated with a CIOU to replace the singular use of CIOU. Through
experiments, the optimal fusion factor for the NWD and CIOU is established to
mitigate the sensitivity issue related to micro-targets.

(2) Utilization of lightweight Content-Aware Reassembly of Features (CARAFE): The
CARAFE operator takes the place of the initial bilinear interpolation upsampling
operator. This lightweight operator effectively reassembles features within predefined
regions centered at each position, thereby achieving enhanced feature extraction
related to micro-targets through weighted combinations.

(3) Inclusion of a Spatial Pyramid Structure (SPP) in the high-resolution feature map
layer: Contextual Spatial Pyramid Spatial Pyramid Pooling (CSPSPP) is added to the
object detection layer, which has a resolution of 80 × 80 pixels. Hence, the algorithm’s
ability to capture the various scale features of micro-targets has improved.

These improvements collectively address the shortcomings of the existing models,
enhancing accuracy and efficiency for the detection of micro-targets. Experimental results
validate the efficacy of the suggested approach in identifying micro-targets.

This paper contains six sections that comprehensively address the realm of micro-
object detection. Section 2 synthesizes the relevant theoretical frameworks. Section 3
discusses the proposed innovations, details the improved modules, and elucidates the
rationale behind each improvement, including the refinements to the Intersection Over
Union (IOU) loss function, the integration of CARAFE module, and addition of the CSPSPP
module. Section 4 outlines the experiments, describes the chosen datasets and parameter
configurations, and provides an in-depth examination of the outcomes. Section 5 presents
the discussion of results, provides a comprehensive comparison with classic algorithms,
and highlights the current shortcomings and directions for improvement in the research.
Section 6 demonstrates the conclusions.

2. Related Work

This section provides background information on the detection challenges associated
with micro-targets, summarizing relevant technical branches such as network architecture,
loss functions, and feature interpolation. We begin by exploring YOLOv7-tiny, a crucial
framework in the object detection domain that serves as the foundation for real-time
detection, while its steps in feature extraction and fusion significantly impact the accuracy
of micro-target detection. Subsequently, we delve into the IOU loss function for improving
the precision of object detection predictions. Additionally, we carefully examine feature
upsampling, a tailored operation in convolutional network architectures for object detection.
Relevant studies suggest that preserving detailed features during upsampling contributes
to the detection of micro-targets. These ideas form the basis for the core structure of the
proposed method.

2.1. YOLOv7-Tiny

The YOLOv7-tiny network is a lightweight framework derived from YOLOv7 [31],
which preserves the original cascading-based model-scaling strategy while modifying the
Efficient Long-Range Aggregation Network (ELAN). The YOLOv7-tiny algorithm, shown
in Figure 1, provides detection accuracy along with relatively low parameters. Hence, it is
especially suitable for scenarios requiring real-time system.
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Figure 1. YOLOv7-tiny network architecture.

Innovative techniques are employed in the YOLOv7-tiny algorithm for enhanced
training speed and reduced memory consumption. Mosaic technology is utilized at the
input stage. Image preprocessing operations, including cropping and scaling, are applied
to standardize pixel values.

The feature extraction network is composed of blocks known as the Convolutional
Block Layer (CBL), an improved ELAN layer called “ELAN-T,” and Mixed-Precision
Convolution (MPConv) layers. The CBL blocks extract raw features, the ELAN-T layer
refines these features, and the MPConv layer concatenates the tensors of the diverse
features. The Path Aggregation Feature Pyramid Network (PAFPN) architecture is utilized
in YOLOv7-tiny for feature fusion. To achieve multiscale learning, this structure integrates
robust semantic data from high-level layers of a Feature Pyramid Network (FPN) [32] and
strong localization information tensors from a Path Aggregation Network (PANet) [33].
However, tensor concatenation and nearest-neighbor interpolation upsampling in a fusion
network may not fully address the need for comprehensive feature integration between
adjacent layers. Additionally, it is difficult to balance the target detection speed and
accuracy of nearest-neighbor interpolation methods. As a result, small targets features and
information loss may be neglected.

The output step refines the prediction findings by introducing an implicit representa-
tion (Implicit) method and using the IDetect [31] detection head, which is comparable to
the YoloR model [34]. Simultaneously, this approach categorizes large, medium, and small
images based on the associated fusion characteristic values.
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2.2. IOU Loss Function

IOU serves as a measure to evaluate the accuracy of bounding-box positioning. In this
approach, the overlap ratio is represented as the intersection divided by the union. IOU is
a straightforward measurement criterion that is applicable to any task for which bounding
box prediction appears in the output. The ideal scenario is a complete overlap, where the
ratio is 1; the worst-case scenario has no overlap, yielding a ratio of zero.

The IOU calculation is illustrated in Figure 2, where B1 stands for the ground truth
and B2 represents bounding boxes.

Information 2024, 15, x FOR PEER REVIEW 5 of 21 
 

 

2.2. IOU Loss Function 

IOU serves as a measure to evaluate the accuracy of bounding-box positioning. In 

this approach, the overlap ratio is represented as the intersection divided by the union. 

IOU is a straightforward measurement criterion that is applicable to any task for which 

bounding box prediction appears in the output. The ideal scenario is a complete overlap, 

where the ratio is 1; the worst-case scenario has no overlap, yielding a ratio of zero. 

The IOU calculation is illustrated in Figure 2, where B1 stands for the ground truth 

and B2 represents bounding boxes. 

 

Figure 2. IOU calculation. 

Although IOU is commonly utilized as a measure for object detection, it is limited to 

cases where the bounding boxes overlap. In order to overcome this limitation, Rezatofighi 

et al. [35] presented Generalized IOU (GIOU), which incorporates a penalty term based 

on the minimum bounding box transformation. However, GIOU degrades to IOU when 

one bounding box encloses another. Distance IOU (DIOU), proposed by Zheng et al. [36], 

overcomes the limitations of IOU and GIOU. DIOU enhances the IOU by augmenting the 

separation between the central coordinates of the predicted and actual boxes, thereby ac-

celerating convergence speed of loss function. Building on DIOU, CIOU incorporates a 

hyperparameter to adjust the significance of both the distance between center coordinates 

and aspect ratio, thereby providing a better evaluation in cases with significant aspect ra-

tio differences. However, CIOU emphasizes aspect ratio differences rather than the differ-

ences in width and height relative to their confidence. 

To address this concern, Zhang et al. [37] proposed Enhanced IOU (EIOU) loss. EIOU 

decomposes the aspect ratio component by utilizing the minimum bounding rectangles 

to calculate the intersection and union. This formulation effectively penalizes inaccurate 

predictions. GIOU, CIOU, and DIOU are primarily employed in non-maximum suppres-

sion and loss functions as IOU replacements. 

Yang et al. [38] introduced the Gaussian Wasserstein Distance (GWD) loss, focusing 

on directed object detection. GWD aims to address discontinuities and non-square shapes 

in directed object detection. A novel NWD metric was proposed by Wang and colleagues 

[30], specifically designed for the detection of micro-objects utilizing Wasserstein distance. 

The NWD metric reliably indicates the disparities between distributions, even in cases 

where they have no overlap. In contrast to IOU, this novel measure demonstrates en-

hanced evaluation of the resemblance among micro-objects. 

2.3. Feature Upsampling 

The current methods, including nearest-neighbor and bilinear interpolation, utilize 

the spatial pixel distances as a guiding factor for facilitating the upsampling procedure. 

Nevertheless, these approaches only consider neighboring pixels at a subpixel level and 

do not capture the necessary semantic information for densely predicted scenes. 

Deconvolution is another important upsampling method [39], which is based on the 

reverse operation of the convolutional layers. This is achieved by acquiring a set of up-

sampling kernels that are unrelated to specific instances. However, deconvolution has two 

major drawbacks. Initially, a uniform kernel is applied across the entire image, with the 

underlying content being disregarded; thus, the responsiveness to local variations is 

Figure 2. IOU calculation.

Although IOU is commonly utilized as a measure for object detection, it is limited to
cases where the bounding boxes overlap. In order to overcome this limitation, Rezatofighi
et al. [35] presented Generalized IOU (GIOU), which incorporates a penalty term based
on the minimum bounding box transformation. However, GIOU degrades to IOU when
one bounding box encloses another. Distance IOU (DIOU), proposed by Zheng et al. [36],
overcomes the limitations of IOU and GIOU. DIOU enhances the IOU by augmenting
the separation between the central coordinates of the predicted and actual boxes, thereby
accelerating convergence speed of loss function. Building on DIOU, CIOU incorporates a
hyperparameter to adjust the significance of both the distance between center coordinates
and aspect ratio, thereby providing a better evaluation in cases with significant aspect ratio
differences. However, CIOU emphasizes aspect ratio differences rather than the differences
in width and height relative to their confidence.

To address this concern, Zhang et al. [37] proposed Enhanced IOU (EIOU) loss. EIOU
decomposes the aspect ratio component by utilizing the minimum bounding rectangles
to calculate the intersection and union. This formulation effectively penalizes inaccurate
predictions. GIOU, CIOU, and DIOU are primarily employed in non-maximum suppression
and loss functions as IOU replacements.

Yang et al. [38] introduced the Gaussian Wasserstein Distance (GWD) loss, focusing on
directed object detection. GWD aims to address discontinuities and non-square shapes in
directed object detection. A novel NWD metric was proposed by Wang and colleagues [30],
specifically designed for the detection of micro-objects utilizing Wasserstein distance. The
NWD metric reliably indicates the disparities between distributions, even in cases where
they have no overlap. In contrast to IOU, this novel measure demonstrates enhanced
evaluation of the resemblance among micro-objects.

2.3. Feature Upsampling

The current methods, including nearest-neighbor and bilinear interpolation, utilize
the spatial pixel distances as a guiding factor for facilitating the upsampling procedure.
Nevertheless, these approaches only consider neighboring pixels at a subpixel level and do
not capture the necessary semantic information for densely predicted scenes.

Deconvolution is another important upsampling method [39], which is based on the
reverse operation of the convolutional layers. This is achieved by acquiring a set of up-
sampling kernels that are unrelated to specific instances. However, deconvolution has two
major drawbacks. Initially, a uniform kernel is applied across the entire image, with the
underlying content being disregarded; thus, the responsiveness to local variations is con-
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strained. Subsequently, owing to the numerous parameters of the deconvolution operator,
the computational burden increases significantly when larger kernel sizes are employed.
This complexity hinders the effective coverage of expansive regions beyond confined
neighborhoods, consequently restricting their expressive capabilities and performance.

In order to overcome these limitations, Wang provided a lightweight yet efficient mod-
ule known as CARAFE [40], which is characterized by minimal redundancy, robust feature
fusion capability, and rapid execution speed. This operator addresses the shortcomings
of traditional upsampling methods by efficiently capturing and leveraging content-aware
information during the upsampling process; thus, it is particularly well-suited to dense
prediction tasks.

3. Methodology

In this study, our method was enhanced for micro-targets by improving the loss
function, feature upsampling module, and feature fusion for micro-objects. The upgraded
network architecture is illustrated in Figure 3. Firstly, the CIOU and NWD were combined
to create a novel loss function, which replaced the original CIOU for improved sensitivity
towards micro-target positions. Secondly, the initial nearest-neighbor interpolation operator
was replaced with the CARAFE upsampling operator. This upgrade enabled the network
to leverage the background information around micro-targets and accurately extract the
target characteristics. Thirdly, in order to tackle the challenges presented by variations in
pixel sizes and scales of micro-targets, we replaced the CBL before the feature fusion of the
small target layer with CSPSPP.
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3.1. Loss Function Optimization
3.1.1. NWD Loss Function

Regarding target identification in remote sensing imagery, micro-targets pose a sig-
nificant challenge because of their heightened sensitivity to IOU. To address this concern,
we used a position regression loss function incorporating the NWD to mitigate the IOU
sensitivity to micro-object position variations. NWD offers a unique advantage as it as-
sesses distribution similarity even when the bounding boxes do not overlap or fully contain
each other. The NWD’s insensitivity to varying scales makes it particularly suitable for
comparing micro-targets.

For two-dimensional Gaussian distributions represented by µ1 = N(m1, Σ1) and µ2 =
N (m2, Σ2), we define the second-order Wasserstein distance as

W2
2(µ1, µ2) =∥ m1 − m2 ∥2

2 +Tr(Σ1 + Σ2 − 2
(

Σ
1
2
2 Σ1Σ

1
2
2 )

1
2

)
(1)

Simplifying Equation (1) yields

W2
2 (µ1, µ2) =∥ m1 − m2 ∥2

2 + ∥ Σ1/2
1 − Σ1/2

2 ∥2
F (2)

Using the Frobenius norm (|| · ||F), Equation (2), derived from Gaussian distributions
Na and Nb representing bounding boxes A = (cxa, cya, wa, ha) and B = (cxb, cyb, wb, hb), can
be simplified to Equation (3):

W2
2 (Na,Nb) =∥

([
cxa, cya,

wa

2
,

ha

2

]T
,
[

cxb, cyb,
wb
2

.
hb
2

]T
)

∥2
2 (3)

In Equation (3), (cx, cy), w, and h, respectively, stand for center coordinates, width, and
height.

The corresponding NWD is constructed using the normalized index as Equation (4):

NWD(Na,Nb) = exp

−

√
W2

2 (Na,Nb)

C

 (4)

In this case, C is a constant. The NWD -based loss is shown in Equation (5):

LNWD = 1 − NWD(Na,Nb) (5)

3.1.2. Improved Loss Function

After using NWD, we have successfully addressed the shortcomings of target detection
networks in detecting micro-objects. However, the singular use of NWD ignores the
detection of large and medium objects. Therefore, we provide an approach that combines
NWD and CIOU. Through this approach, the model can comprehensively consider targets
of various sizes and improve regression accuracy.

The YOLOV7-tiny coordinate loss is computed using CIoU as Equation (6):

LossCIoU = 1 − IoU +
ρ2(b, bgt)

c2 + αν (6)

where v = 4
π2

(
arctan wgt

hgt − arctan w
h

)2
and the equilibrium parameter α = v

1−IOU+v . IOU
denote the intersection of the real boxes and predicted boxes, respectively. The predicted
box’s center point and the true box’s Euclidean distance are separated by ρ2(b, bgt). The
bounding box with the smallest diagonal length for both the truth and predicted boxes is
represented by c; ν is used to evaluate how consistently the aspect ratio changes.
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In order to harness the synergy between the two loss functions and capitalize on their
individual strengths, we meticulously designed Equation (7):

Loss = (1 − β)LNWD + β LossCIoU (7)

where β serves as the fusion factor, indicating the NWD and CIoU proportions. The fusion-
factor selection approach is described in the discussion of Section 4.2.4 Sub-Experiment 1.

Equation (7) combines the qualities of both loss functions while overcoming their
respective shortcomings to some extent. It results in a more robust, versatile, and efficient
loss function, with the potential to improve overall performance in diverse applications.

3.2. Replacement of Upsampling Operator with CARAFE

The initial feature fusion network utilizes nearest-neighbor element interpolation for
sampling, a process that frequently results in discontinuous gray values and a degradation
of image quality, thus affecting the detection ability of micro-objects.

In order to tackle this issue, we enhanced the feature fusion module by replacing con-
ventional nearest-neighbor interpolation with CARAFE, which is a lightweight upsampling
operator. Unlike traditional methods, CARAFE employs a content-aware algorithm to
derive weighted combinations to reassemble features within a predefined zone centered on
each location. The resulting features are rearranged into a spatial block, which enhances
the detection capacity and improves the detection ability of micro-targets in the feature
map.

Within the feature pyramid structure, CARAFE facilitates feature map sampling at a
multiple of two, seamlessly integrating into the PAFPN by replacing the nearest-neighbor
interpolation. CARAFE is characterized by minimal redundancy, robust feature fusion
capabilities, and efficient operation. Its smooth integration into existing structures elimi-
nates the need for additional modifications. Moreover, when employed across all feature
layers, the CARAFE operator ensures a smooth transition, allowing for contextual data
combination within a larger receptive field. The CARAFE enhancement to the algorithm is
illustrated in trick 2 of Figure 3, and its internal network is detailed in Figure 4.

The CARAFE network has two main modules: kernel prediction and content-aware
reconstruction units. The former generates reconstructed kernels, which are then used by
the content-aware reconstruction module to rebuild features.

The kernel prediction unit consists of three crucial components: a channel compressor,
a content encoder, and a kernel normalizer. The first component is the input feature channel
from C to Cm (usually set to 64) using a 1 × 1 convolutional layer, effectively reducing the
parameters and computing costs for the subsequent stages. This reduction enhances the
overall efficiency of the CARAFE module.

The content encoder generates a reassembly kernel of size kup by employing a convo-
lution layer with kencoder as the convolution kernel size. The encoder parameter is denoted
as kencoder × kencoder × Cm × Cup, where Cup = σ2k2

up. The content encoder produces re-
assembly kernels with a size of Cup × H × W, while H stands for height and W stands for
width.

The kernel normalizer standardizes each restructured kernel of size kup × kup using
the softmax function before its application to the input feature map. This process ensures
uniformity and prepares the recombination kernel for an effective integration into the
feature extraction module.
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The choice of kup and kencoder significantly impacts the detection ability [34]. Increasing
the value of kencoder extends the receptive field. As a result, contextual features over a broader
region can be incorporated, which is essential for the recombination kernel computation. A
larger kup increases the computational complexity, but a larger kernel does not necessarily
yield a proportionate performance gain. The empirical equation kencoder = kup − 2 strikes a
suitable balance between effectiveness and performance. To improve the detection result
of micro-targets, this study conducted hyperparameter comparison experiments to select
appropriate kencoder and kup values, as detailed in Section 4.2.4 Sub-Experiment 2.

3.3. Integration of CSPSPP in Small Object Layer

YOLOv7-tiny incorporates an SPP structure called the CSPSPP module, which is
essential for improving the feature extraction performance of different-sized networks.
However, due to its location in the large target layer with a resolution of 20 × 20 pixels (as
illustrated by CSPSPP in Figure 1), the existing fusion module in YOLOv7-tiny tends to
discard information related to micro-objects, leading to limited effectiveness in detecting
micro-targets.

Thus, in order to accommodate the characteristics of remote sensing images in which
the target sizes vary significantly, the targets are micro, and low-resolution images are
prevalent; the network structure was adjusted accordingly in this study. Specifically, a
convolutional layer in the feature fusion part of the small target layer was replaced with
CSPSPP, as depicted in trick 3 of Figure 3. This CSPSPP layer captures more diverse
multiscale features of micro-targets, effectively covering targets with different resolutions
and enhancing the overall detection performance.

The SPP structure was first introduced by He in 2015 [41] to address the challenges
related to image distortion during processes such as cropping and scaling, and to accelerate
the candidate box generation, reduce the computation costs, and eliminate the redundancy
in the graph-related feature extraction tasks performed using CNNs. In 2022, an improved
SPP (CSPSPP) was applied in YOLOv7. The primary aim of the CSPSPP module is to
widen the receptive fields and adjust to different image resolutions. This is achieved
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by employing various receptive fields via maximum pooling. In the CSPSPP structure
illustrated in Figure 5, the three branches undergo max pooling with kernels of 5, 9, and 13,
respectively. These varied max-pooling representations extract object features at different
scales, providing three receptive fields for distinguishing between small and large targets.
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To assess the effectiveness of the CSPSPP, this study carried out a comparative experi-
ment on a spatial pyramid by adding in different locations and quantities, as detailed in
Section 4.2.4 Sub-Experiment 3.

4. Experiments
4.1. Experiment Setup
4.1.1. Experimental Dataset

This study primarily focused on detecting micro-objects in remote sensing images.
The performance of our approach was examined by the images in AI-TOD, which is a
high-altitude remote sensing image dataset; its images have sizes of 800 × 800 pixels. In
AI-TOD, objects have an average size of approximately 12.8 pixels. Thus, this dataset is
well-suited for studies focusing on micro-targets.

The AI-TOD dataset comprises 28,036 aerial images featuring eight distinct object
classes: aircraft, bridges, tanks, ships, swimming pools, cars, pedestrians, and windmills.
The dataset contains 700,621 instances of these object classes. In order to ensure a com-
prehensive evaluation, we divided the dataset into training, validation, and testing parts
with the ratio of 4:1:5. Figure 6 presents a representative sample of photographs from the
dataset. Note that zero padding was applied to some images in the dataset and, therefore,
black borders may be present on the right and bottom.
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4.1.2. Experiment Environment

A server equipped with an Intel Xeon(R) Silver 4210R CPU and four NVIDIA 3090Ti
graphics cards was used for the experiment. The server system was Ubuntu 18.04.4
LTS. A virtual environment was created using Python 3.8.0; Pytorch 1.8.0 and CUDA
11.1 were configured as necessary. Table 1 summarizes the experiment parameters. We
maintained the default values for the other hyperparameters. All codes of our model can
be accessed at https://github.com/snufkin-young/micro-targets-detection (accessed on
23 December 2023).

Table 1. Experiment parameter configuration.

Name Value

epochs 800
batch_size 32

lr0 0.05
lrf 0.1

momentum 0.937
img_size 640

4.1.3. Evaluation Criteria

The mean average precision (mAP) was used to evaluate the accuracy. In addition,
frames per second (FPS) were used to gauge the detection speed, which indicates the
quantity of processed images in a single second. Parameters (params) were used to evaluate
the model complexity. The Giga Floating-Point Operations Per Second (GFLOPs) were
used to demonstrate the calculating workload during inference. Finally, the Model Size
indicator was used to describe the model dimensions and reveal its complexity.

The Precision and Recall indexes were computed as Equations (8) and (9), respectively.

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

where TP, FP, and FN denote the number of true positives, false positives, and false
negatives, respectively.

The Average Precision (AP) index denotes the average detection accuracy across
different recall levels and quantifies the precision/recall performance of the network over
various confidence thresholds, as shown in Equation (10). The mAP is determined by
averaging the AP values across all categories, as depicted in Equation (11).

AP =
∫ 1

0
P(R)dR (10)

mAP =
∑N

i=1 APi

N
(11)

where N is the count of picture classifications, i denotes the serial number of detection
instances, and APi is the average precision for a single classification.

The “mAP0.5” is a metric indicating the mAP at an IoU threshold of 0.5, and “mAP0.5:0.95”
represents mAP with IoU values between 0.5 and 0.95.

4.2. Experiment Results
4.2.1. Training Process

The training curves of ten significant indicators used to train our model are described
in Figure 7. These curves reveal the developmental changes in the model during training.
In this figure, “Box” indicates the mean IoU loss in the training set. A lower box loss

https://github.com/snufkin-young/micro-targets-detection
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signifies a higher degree of accuracy in the bounding box predictions, which is indicative
of the model’s accuracy for target localization. “Objectness” indicates the mean object
detection loss on the training set, where a smaller objectness loss signifies more accurate
object detection. “Classification” represents the mean classification loss on the training
set, where a smaller classification value suggests a more accurate category prediction.
Note that “val Box”, “val Objectness”, and “val Classification” represent the means of the
various losses on the validation set. The other indicators are introduced in Section 4.1. The
horizontal axis of each sub-figure represents the epochs in Figure 7.
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As the training progressed, the loss values continued to decrease gradually. After
approximately 500 epochs, various loss types reached relatively low levels. The network
model achieved convergence at approximately 700 epochs, with the box, classification, and
objectness losses converging normally for both the training and validation sets; beyond
700 epochs, mAP0.5 and mAP0.5:0.95 also stabilized and eventually reached a converged
level. Figure 7 demonstrates the convergence of our model during training. This observa-
tion indicates that our network is stable and effective, and demonstrates its suitability for
the application scenarios.

4.2.2. Ablation Experiment

Several ablation tests verify the effectiveness of each upgraded approach. Table 2
summarizes the results of these experiments; a checkmark (

√
) indicates inclusion of the

corresponding module.

Table 2. Improvement point ablation experiment. The best results are shown in bold.

Method Loss CARAFE CSPSPP mAP0.5/% mAP0.5:0.95/% FPS Params/M GFLOPs

YOLOv7-tiny 42.0 16.8 161 6.02 13.1
Method 1

√
46.7 17.9 156 6.03 13.1

Method 2
√

44.5 17.5 156 6.04 13.3
Method 3

√
45.5 17.9 149 6.47 18.7

Method 4
√ √

47.5 18.1 147 6.05 13.3
Method 5

√ √
46.4 18.2 142 6.49 18.8

Method 6
√ √ √

48.7 18.9 139 6.49 18.8
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Methods 1–3 in Table 2 correspond to inclusion of the designed improvements to
the loss function, CARAFE, and CSPSPP modules, respectively. The results in the table
indicate that each of these three individual enhancement methods contributed to improved
detection performance, with the most significant improvement being observed for the loss
function modification.

Loss Function Improvement (Method 1): The largest increase in detection performance
was achieved for the following method: mAP@0.5 increased by 4.7%.

CARAFE Module Improvement (Method 2): This approach also enhanced the detec-
tion performance, as mAP@0.5 increased by 2.5%.

CSPSPP Module Improvement (Method 3): The method yielded a notable improve-
ment in detection performance, as mAP@0.5 increased by 3.5%.

Method 4 combined the improvements from the loss function and CARAFE module.
Compared to Method 1, this approach yielded 0.8% and 0.2% increases, respectively, in
mAP@0.5 and mAP@0.5:0.95.

Method 5 combined the improvements from the CARAFE module and CSPSPP mod-
ule. Compared to Method 2, this approach yielded 1.9% and 0.7% increases, respectively, in
mAP@0.5 and mAP@0.5:0.95.

Method 6, which corresponded to the final proposed method, including all three
improvements, showed further advancements compared to Method 4 and Method 5.

The experiment results affirm that each of the three proposed enhancements can
independently or collaboratively enhance the algorithm’s effectiveness for remote sensing
object detection in aerial imagery, even notwithstanding a slight expansion in model size
and computational load. These findings underscore the versatility and efficacy of individual
and combined improvements.

4.2.3. Comparative Experiment
Training Curve Comparison

In this study, both baseline and progressively enhanced algorithms were trained
under consistent experimental conditions. Figure 8 presents training curves to facilitate
comparison of YOLOv7-tiny with the improved algorithm for two key indicators: mAP@0.5
and mAP@0.5:0.95. Specifically, both indicators demonstrated consistent increases with the
progression of epochs, reaching a plateau around 700 epochs.
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In addition, gradual improvement was observed when the enhanced modules were ap-
plied. In detail, the algorithm incorporating incremental improvements exhibited gradient-
like behavior after convergence. This suggests that each enhancement contributes to
improved detection performance and that these enhancements are mutually compatible.

Visual Comparison of Detection Results

To evaluate the performance of our algorithm, a contrast analysis between the results of
YOLOv7-tiny and our method are provided below. This experiment spanned the detection
of micro- and dense objects, as well as micro-object detection on complex backgrounds.
In Figures 9–11, parts (a) and (b) depict the results for YOLOv7-tiny and our algorithm,
respectively. The key differences are highlighted by red circles in (b).
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• Scenario 1: Micro-Target Detection (Figure 9)

For the micro-object detection scenario, YOLOv7-tiny demonstrated good performance
but tended to miss micro-targets. In detail, YOLOv7-tiny detected 6 targets; however, the
improved algorithm detected 11 targets with higher confidence scores.

• Scenario 2: Dense-Target Detection (Figure 10)

For dense micro-target detection, YOLOv7-tiny made significant omissions, including
both small and micro-targets. However, the improved algorithm is better at detecting
micro- and other-scale storage tanks in dense scenarios.

• Scenario 3: Micro-Target Detection Against Complex Backgrounds (Figure 11)

In scenarios with complex backgrounds, YOLOv7-tiny missed micro-targets with less
prominent features. In contrast, our algorithm successfully detected many targets that were
missed by YOLOv7-tiny in these complex background scenarios.

The results indicate an obvious detection performance enhancement for our method,
particularly in scenarios featuring micro- and dense objects and complex backgrounds.

Comparison with Other Models

To confirm the enhanced algorithm performance for remote sensing target detection,
we performed comparative experiments using the AI-TOD dataset. The enhanced model
was compared to mainstream algorithms. The comparative results are shown in Table 3.

The results reveal that our algorithm achieved mAP0.5, mAP0.5:0.95, and FPS met-
rics of 48.7%, 18.9%, and 139, respectively. Compared with the YOLOv7-tiny algorithm,
improvements in both mAP0.5 and mAP0.5:0.95 were obtained for a limited delay in FPS.
Compared to the other models, the proposed model demonstrated enhanced detection
accuracy (achieving the second highest mAP0.5 and mAP0.5:0.95) coupled with a notable
advantage in detection speed (the third-highest FPS and much higher than other models).
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Table 3. Comparative experiment results for different networks. The best results are shown in bold.

Method mAP0.5/% mAP0.5:0.95/% Model Size/MB FPS

SSD-512 [6] 21.7 7.0 -
RetinaNet [42] 13.6 4.7 -
CenterNet [7] 39.2 13.4 -

Faster R-cnn [5] 26.3 11.1 236.33 16
ATSS [43] 30.6 12.8 244.56 13

Cascade R-CNN [44] 30.8 13.8 319.45 11
JSDNet [29] 52.5 21.4 88 62

YOLOv5s [13] 42.2 18.6 29.97 102
PDWT-YOLO [25] 45.6 18.2 12.9 141

YOLOv7-tiny 42.0 16.8 12.3 161
Proposed method 48.7 18.9 13.3 139

4.2.4. Hyperparameter Comparative Experiment

Three sub-experiments were performed to investigate the optimal hyperparameters
for the loss function, CARAFE upsampling operator, and CSPSPP improvement positions
and, thus, to enhance the micro-target detection performance.

• Sub-Experiment 1: Loss function hyperparameter comparison experiment

To determine the optimal ratio between NWD and CIOU, we conducted experiments
with several typical coefficients as listed in Table 4.

Table 4. Comparison of different CIOU/NWD ratios. The best results are shown in bold.

CIOU NWD mAP0.5/% mAP0.5:0.95/%

1 0 42.0 16.8
0.75 0.25 44.9 17.7
0.5 0.5 46.1 17.8

0.25 0.75 46.7 17.9
0 1 45.6 16.6

The experimental findings showed that the model’s performance was improved by
combining CIOU and NWD. From Table 4, the best values were obtained for a CIOU/NWD
ratio of 0.25:0.75. Therefore, we ultimately choose CIOU and NWD coefficients of 0.25 and
0.75, respectively, to improve the loss function.

• Sub-Experiment 2: CARAFE hyperparameter comparison experiment

Experiments were conducted by incorporating CARAFE into the YOLOv7-tiny net-
work and by comparing the following three settings: kencoder = 1, kup = 3; kencoder = 3, kup = 5;
and kencoder = 5, kup = 7. Table 5 lists the results.

Table 5. Comparison of CARAFE hyperparameter experiment results. The best results are shown
in bold.

kencoder kup mAP0.5/% mAP0.5:0.95/% GFLOPs

1 3 44.3 17.5 13.1
3 5 44.5 17.4 13.3
5 7 42.8 17.5 14.6

When kencoder = 1 and kup = 3, the mAP0.5:0.95 and GFLOP scores were improved.
However, when kencoder = 3 and kup = 5, the mAP0.5 score improved. Considering the
trade-off between mAP0.5, mAP0.5:0.95, and GFLOPs, we selected kencoder = 1 and kup = 3
as the hyperparameters for the proposed algorithm. This set of hyperparameters exhibited
superior performance in various ways while maintaining computational efficiency.
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• Sub-Experiment 3: CSPSPP position comparative experiment

In this part, we performed a comparative experiment by three different positions where
CSPSPP can be replaced according to our improvement scheme based on CSPSPP. These
positions corresponded to CBL feature fusion layers at resolutions of 40 × 40 pixels (CBL_1
shown in Figure 1) and 80 × 80 pixels (CBL_2 shown in Figure 1) and the simultaneous
replacement of CBL layers at resolutions of 40 × 40 and 80 × 80 pixels (CBL_1 and CBL_2
shown in Figure 1). For clarity, these positions are denoted as Positions 1–3, respectively.
Table 6 lists the experiment results.

Table 6. Comparison of results for various CSPSPP positions. The best results are shown in bold.

Position mAP0.5/% mAP0.5:0.95/% GFLOPs

1 45.3 17.7 18.7
2 45.5 17.9 18.7
3 43.6 17.4 24.3

The results indicate that Position 2, that is, replacement of the CBL feature-fusion layer
at 80 × 80 resolution with an SPP structure, achieves the optimal detection-performance
improvement.

4.2.5. Generalization Comparative Experiment

The Satellite Imagery Multi-Vehicles Dataset (SIMD) [45] was used to evaluate our
method. The SIMD dataset was randomly split into training and validation sets with 4000
and 1000 photographs, respectively. To accommodate the significant scale variations among
the target objects in this dataset and to comprehensively evaluate the improvement in multi-
scale target detection, three additional metrics—APS, APM, and APL—were proposed to
measure the mAP for small, medium, and large targets, respectively. We also compared our
method with YOLOv7-tiny. Table 7 illustrates that the proposed algorithm outperformed
the YOLOv7-tiny algorithm, with improvements of 2.8%, 0.8%, and 1.9% in the APS,
APM, and APL scores, respectively. APS exhibited the most substantial improvement,
demonstrating a clear enhancement in the small-target detection performance. Furthermore,
the improvements in the APM and APL scores indicate a positive impact on medium- and
large-target detection accuracy. This evidence underscores the significant enhancement in
the small-target detection performance of our proposed algorithm and confirms that these
accuracy improvements are maintained for medium and large targets.

Table 7. Comparison of YOLOv7-tiny and proposed algorithm results based on SIMD dataset.

Method mAP0.5/% mAP0.5:0.95/% APS/% APM/% APL/%

YOLOv7-tiny 80.2 63.3 9.8 54.8 68.2
Proposed 81.7 64.1 12.6 55.6 70.1

4.3. Analysis of Experiment Results

All experimental outcomes underscored the validity of the proposed algorithm in the
detection of remote sensing photos, particularly for micro-scale targets. The enhancements
included a refined loss function, CARAFE for feature upsampling, and an integrated
CSPSPP module, which collectively contributed to the superior detection performance.

The ablation studies conducted on the various proposed enhancements emphasized the
remarkable and undeniable positive impacts of each of these improvements. These studies
meticulously analyzed the performance of the original system before the implementation
of each enhancement and compared it with the performance after the enhancement was
introduced. The results were remarkable, as each proposed enhancement contributed
significantly to the overall improvement of the system’s efficiency, stability, and functionality.
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Additionally, our proposed model demonstrated superior detection accuracy com-
pared to mainstream algorithms while maintaining competitive computational efficiency.
The experiments conducted on the AI-TOD dataset, designed for micro-target detection in
high-altitude remote sensing images, had promising results. Finally, the generalizability
and robustness of the algorithm were further confirmed through experiments using the
SIMD dataset, which revealed consistent performance gains across various target scales.

5. Discussion

The complexity of backgrounds, the abundance of micro-objects, and the insufficient
pixel information in remote sensing images pose greater challenges for target detection.
Therefore, we proposed a series of improvement strategies based on the YOLOv7-tiny
algorithm to address specific difficulties associated with detecting micro-targets in remote
sensing.

From the perspective of detection accuracy, the proposed algorithm exhibits significant
advantages in the detection of micro-targets, second only to JSDNet, as shown in Table 3,
compared to traditional existing methods. Firstly, it achieves a remarkable mAP0.5 of
48.7%, surpassing all other methods, including CenterNet, YOLOv5s, and YOLOv7-tiny,
showcasing its robustness in accurately detecting objects of varying sizes. Meanwhile, the
elevated mAP0.5:0.95 at 18.9% further reflects its proficiency in precisely locating detected
objects. Particularly when compared to our team’s PDWT-YOLO algorithm tailored for
small objects and considering a similar model size, the proposed algorithm in this paper
demonstrates commendable performance in detecting micro-targets.

From the perspective of detection speed, the detection performance of JSDNet marginally
surpasses the method proposed in this study; however, its model size is more than six times
larger due to the utilization of the Transformer architecture, which makes its detection
speed slower than our method. Hence, our method’s strength lies in its adept balance be-
tween detection accuracy and model size. Despite achieving top-tier mAP0.5, the proposed
algorithm maintains a relatively compact model size of 13.3 MB. This equilibrium positions
it as a superior choice, particularly in scenarios with constrained computational resources,
such as real-time systems. Hence, our algorithm is a convincing choice when consider-
ing various factors between detection accuracy, speed, and model size. It is adaptable to
real-world scenarios, particularly those with micro- and dense objects.

From the perspective of future research directions, while proficient in detecting micro-
and dense objects, its performance might be susceptible to challenging contextual factors
like varying illumination. Additionally, the implemented enhancements increase certain
algorithmic complexities, even if our algorithm’s detection speed remains suitable for
real-time systems. These aspects should be explored in future research to refine and extend
the algorithm’s applicability.

In summary, while our algorithm exhibits significant strengths, future research direc-
tions could explore a further refinement of the algorithm to enhance its applicability across
a broader spectrum of scenarios.

6. Conclusions

This research proposes an enhanced network framework for detecting micro-targets
to tackle the challenges associated with complex backgrounds, high micro-target densities,
and insufficient features in remote sensing images. The proposed work enhances the
performance of micro-target detection performance through loss function refinement, an
upsampling module upgrade, and the incorporation of CSPSPP.

The first improvement involves replacing the IOU loss function with a combination of
NWD and CIOU to enhance the algorithm’s sensitivity towards micro-targets of varying
scales. Next, we incorporated the CARAFE upsampling operator, which is a lightweight
and efficient alternative, in place of the original operator. This modification significantly
improves the performance of multiscale feature extraction for micro-targets. Lastly, we
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integrated a spatial pyramid structure into the network, thereby enhancing its suitability
for detecting low-pixel micro-targets.

The experimental results demonstrate the efficacy of our model in real-time scenarios,
exhibiting a significant improvement in accuracy for detecting micro-targets. By effectively
addressing the challenges posed by complex backgrounds and micro-targets, our approach
contributes to the advancement of detection accuracy and speed for remote sensing targets.
The algorithm presents a compelling solution for applications requiring a fast identification
of micro-targets in high-altitude imagery. With regard to future directions, the coming
research could explore further optimizations for diverse environmental conditions and the
integration of additional modalities to enhance the algorithm’s robustness and applicability.
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Abbreviations
The following abbreviations are used in this manuscript:

AI-TOD Tiny Object Detection in Aerial Images Dataset
CARAFE Content-Aware Reassembly of Features
CIOU Complete Intersection Over Union
CNNs Convolutional Neural Networks
CSPSPP Contextual Spatial Pyramid Spatial Pyramid Pooling
DETR Detection Transformer
DL Deep Learning
DIOU Distance Intersection Over Union
EIOU Enhanced Intersection Over Union
ELAN Efficient Long-Range Aggregation Network
Fast R-CNN Fast Region-Based Convolutional Network
FPN Feature Pyramid Network
CBL Convolutional Block Layer
GFLOPs Giga Floating-Point Operations Per Second
GIOU Generalized Intersection Over Union
GWD Gaussian Wasserstein Distance
IOU Intersection Over Union
MPConv Compact Convolution Module
NMS Non-Maximum Suppression
NWD Normalized Wasserstein Distance
PAFPN Path Aggregation Feature Pyramid Network
PANet Path Aggregation Network
R-CNN Region with CNN Features
SAM Segment Anything Model
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SIMD Satellite Imagery Multi-Vehicles Dataset
SPP Spatial Pyramid Structure
SSD Single Shot Multibox Detector
YOLO You Only Look Once
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