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Abstract: Real estate price prediction is crucial for informed decision making in the dynamic real 
estate sector. In recent years, machine learning (ML) techniques have emerged as powerful tools for 
enhancing prediction accuracy and data-driven decision making. However, the existing literature 
lacks a cohesive synthesis of methodologies, findings, and research gaps in ML-based real estate 
price prediction. This study addresses this gap through a comprehensive literature review, examin-
ing various ML approaches, including neural networks, ensemble methods, and advanced regres-
sion techniques. We identify key research gaps, such as the limited exploration of hybrid ML-econ-
ometric models and the interpretability of ML predictions. To validate the robustness of regression 
models, we conduct generalization testing on an independent dataset. Results demonstrate the ap-
plicability of regression models in predicting real estate prices across diverse markets. Our findings 
underscore the importance of addressing research gaps to advance the field and enhance the prac-
tical applicability of ML techniques in real estate price prediction. This study contributes to a deeper 
understanding of ML’s role in real estate forecasting and provides insights for future research and 
practical implementation in the real estate industry. 

Keywords: real estate market dynamics; property price forecasting; machine learning techniques; 
predictive modeling applications; UK housing market 
 

1. Introduction 
The real estate market is a cornerstone of the economy, influenced by various factors 

such as interest rates, building costs, and disposable income [1]. However, this sector faces 
uncertainties exacerbated by events like the COVID-19 pandemic, which can impact in-
vestor sentiments and market performance [2]. Despite these challenges, the real estate 
industry remains a significant contributor to the global economy, particularly within the 
residential property sector [3]. 

In the dynamic landscape of the United Kingdom (UK) real estate market, precise 
predictions are essential for effective decision making. While this study focuses on the 
unique challenges and dynamics of the UK market, the methodologies and insights pre-
sented have broader applicability across various real estate markets globally [4]. 

This study aims to explore the potential of advanced machine learning methods to 
address the challenges of predicting property prices in the UK real estate market, with the 
overarching goal of developing robust predictive models that enhance decision making 
for stakeholders in the industry. It seeks to investigate these factors comprehensively, de-
velop predictive models capable of accurately forecasting property prices based on rele-
vant market variables, and evaluate the performance of various regression techniques, 
including Linear Regression, tree-based ensemble methods such as Random Forest, 
XGBoost, and LightGBM, as well as regularized regression models. Additionally, this 
study aims to assess the generalization capability of the developed models on unseen data 
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and evaluate their robustness in capturing underlying market trends. Furthermore, it 
seeks to provide insights into the potential applications of predictive modeling in real es-
tate decision making and to highlight avenues for future research and development. By 
delineating these objectives, the research aims to address existing gaps in property price 
prediction methodologies, contribute to the advancement of predictive modeling tech-
niques in real estate, and facilitate evidence-based decision making in the real estate in-
dustry. 

This paper is structured as follows: Section 2 conducts a literature review on real 
estate challenges and machine learning models. Section 3 outlines the research methodol-
ogy, covering design, data sources, and model application. In Section 4, results are pre-
sented and discussed, evaluating model performance. In Section 5, discussions about the 
implications and interpretations of the results are elaborated upon. Finally, Section 6 con-
cludes this paper by addressing limitations, offering recommendations, and emphasizing 
practical implications for real estate stakeholders. 

2. Literature Review 
The application of ML techniques for real estate price prediction has gained signifi-

cant traction in recent years, driven by the need for accurate and data-driven decision 
making in this dynamic sector. This literature review provides an overview of existing 
studies, focusing on methodologies, key findings, and challenges encountered in the field. 

2.1. Neural Network Approach 
Artificial neural networks (ANNs) have been widely explored for real estate price 

prediction due to their ability to model complex nonlinear relationships [5]. The study in 
[6] combined case-based reasoning (CBR) and ANNs, achieving high accuracy while ac-
knowledging challenges in data availability and model refinement. These studies high-
light the potential of ANNs, aligning with the objective of leveraging advanced ML tech-
niques for predictive modeling. 

2.2. Ensemble and Boosting Methods 
Ensemble and boosting algorithms have gained popularity for their robust perfor-

mance in real estate price prediction tasks. The study in [7] employed web scraping and 
ensemble methods, while the study in [8] explored decision tree classification and regres-
sion techniques, demonstrating their ability to capture complex patterns in real estate 
data. The study in [9] applied ensemble methods for property valuation, addressing po-
tential bias concerns. Recent studies [8,10] specifically focused on the UK real estate mar-
ket, with XGBoost and Gradient Boosting decision tree (GBDT) models outperforming 
other algorithms in terms of accuracy. These findings directly align with the research ob-
jective of investigating ensemble and Gradient Boosting algorithms for predictive model-
ing in the UK real estate market. 

2.3. Regional and Spatial Dynamics 
Accounting for regional and spatial dynamics is crucial in real estate price prediction, 

as housing markets can exhibit significant variations across locations. The study in [11] 
developed Bayesian deep learning approaches to represent uncertainty in property valu-
ation for specific regions. The study in [12] explored the impact of vegetation on residen-
tial property values, highlighting the importance of incorporating localized factors. These 
studies resonate with the objective of incorporating spatial and regional features to en-
hance predictive performance in the UK real estate market. 

2.4. Advanced Regression Techniques 
In addition to ensemble and boosting methods, advanced regression techniques have 

been explored for real estate price prediction. The study in [13] found the LASSO 
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regression model to be highly accurate for house price forecasting in the UK. The study in 
[14] investigated the optimization of ensemble weights for ML models, demonstrating 
competitive performance while acknowledging challenges in method design. These stud-
ies align with the research objective of evaluating various regression techniques, including 
regularized models, for their applicability in the UK real estate market. 

2.5. Macroeconomic and Temporal Factors 
While many studies have focused on property-specific and spatial features, the inte-

gration of macroeconomic and temporal factors has been relatively limited. The studies in 
[12,15] acknowledged the importance of considering macroeconomic factors and other in-
fluential variables, such as interest rates, construction costs, and disposable income, which 
can significantly impact real estate prices. Addressing this gap by incorporating relevant 
macroeconomic and temporal features aligns with the research objective of developing 
comprehensive predictive models for the UK real estate market. 

2.6. Data Availability and Technological Challenges 
Several studies have highlighted challenges related to data availability and techno-

logical complexity in implementing advanced predictive models. The studies in [9,15,16] 
discussed limitations in accessing high-quality, up-to-date datasets and the complexities 
involved in deploying sophisticated ML techniques. The studies in [7,17] reported rela-
tively high RMSE values in their prediction models, indicating room for improvement in 
model accuracy. These challenges underscore the importance of the research objective fo-
cused on developing user-friendly tools and overcoming technological barriers to facili-
tate widespread adoption of advanced predictive modeling techniques in the real estate 
sector. 

2.7. Research Gap and Limitations 
The progress in ML-based real estate price prediction is substantial, yet notable gaps 

and limitations persist. Firstly, there is a limited exploration of hybrid models, combining 
ML with traditional econometric methods, which could offer a deeper understanding of 
real estate price dynamics. Secondly, the interpretability of ML models in real estate pric-
ing lacks research attention, hampering the understanding of prediction factors. Addition-
ally, generalizing findings across diverse real estate markets requires further investiga-
tion. Furthermore, constraints in accessing proprietary data sources and computational 
resources for complex ML models pose significant limitations. Addressing these gaps and 
limitations is pivotal for advancing the field and enhancing the practical applicability of 
ML techniques in real estate price prediction. While the existing literature provides valu-
able insights, there are gaps and opportunities for further research as shown in Table 1. 

Table 1. Research Gaps and Limitations in ML-Based Real Estate Price Prediction. 

Research Gap/Limitation Implication 
Limited exploration of hybrid models integrating ML and economet-

ric methods 
Comprehensive understanding of real estate 

price dynamics [5] 

Lack of research on interpretability of ML models in real estate pricing Challenges in understanding factors driving 
predictions [12]  

Need for investigating generalizability of findings across diverse real 
estate markets 

Enhancing applicability of models beyond spe-
cific contexts [15] 

Constraints in accessing proprietary data sources Hindrance to replicability and robustness of 
studies [15] 

Computational resources required for complex ML models Barriers to widespread adoption and imple-
mentation [16] 
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Addressing these gaps and limitations is crucial for advancing the field and enhanc-
ing the practical applicability of ML techniques in real estate price prediction. 

3. Research Methodology 
The methodology employed in the research follows a structured approach, encom-

passing various stages to ensure the quality and reliability of the data and the effectiveness 
of the predictive models. This methodology aligns with a quantitative research approach, 
which involves the systematic collection, analysis, and interpretation of numerical data to 
address research objectives as shown in Figure 1. By applying quantitative techniques 
such as data cleaning, preprocessing, model selection, and evaluation metrics, the research 
aims to provide practical insights and predictive models for property price prediction [18]. 
Additionally, the incorporation of statistical analyses, such as ANOVA, further enhances 
the rigor and reliability of the findings. The research methodology adopts a quantitative 
approach to investigate and predict property prices in the real estate market [19]. 

 
Figure 1. Overview of the structured methodology employed in the research. 

3.1. Data Collection 
The dataset is sourced directly from the UK government’s Land Registry, ensuring 

access to authoritative and trustworthy information on property transactions. The Land 
Registry maintains a centralized repository of property-related data, making it an ideal 
source for conducting research on property price prediction. 

‘Contains public sector information licensed under the Open Government License v3.0 [4]’. 
This statement confirms that the dataset contains public sector information licensed 

under the Open Government Licence v3.0, emphasizing the dataset’s openness and ad-
herence to licensing regulations. 

3.1.1. Dataset Features 
In this section, we delve into the features of the dataset obtained from the UK gov-

ernment’s Land Registry. These features provide essential information about property 
transactions, including identifiers, sale prices, dates, property types and more as shown 
in Table 2. 
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Table 2. Dataset Features [4]. 

Data Item Explanation 
Transaction unique identifier A reference number generated automatically for each sale. 
Price Sale price stated on the transfer deed. 
Date of Transfer Date when the sale was completed. 
Postcode Postcode used at the time of the original transaction. 

Property Type 
D = Detached, S = Semi-Detached, T = Terraced, F = Flats/Maisonettes, O = Other. End-
of-terrace properties are included in the Terraced category. ‘Other’ applies to proper-
ties not covered by existing values. 

Old/New Y = Newly built property, N = Established residential building. 

Duration Relates to the tenure: F = Freehold, L = Leasehold, etc. HM Land Registry does not rec-
ord leases of 7 years or less in the Price Paid Dataset. 

PAON Primary Addressable Object Name, typically the house number or name. 
SAON Secondary Addressable Object Name, used for separate units like flats. 
Street Street name. 
Locality Locality information. 
Town/City Town or city where the property is located. 
District District information. 
County County information. 

PPD Category Type 
Indicates the type of Price Paid transaction: A = Standard Price Paid entry, B = Addi-
tional Price Paid entry. 

Record Status (monthly file) 
Indicates additions, changes, and deletions to the records: A = Addition, C = Change, D 
= Delete. 

3.1.2. Target Variable 
The target variable for prediction is the property price, representing the sale price of 

each property. Predicting property prices accurately is crucial for stakeholders such as 
homebuyers, sellers, and real estate investors to make informed decisions. 

3.2. Approach in Predicting Property Prices 
Table 3 outlines the methodology employed to analyze property price dynamics and 

develop predictive models. 

Table 3. Steps for Property Price Prediction. 

Step Item Description 
1 Load the Dataset Load data from a CSV file into a Pandas DataFrame. 

2 Preprocess the Dataset 
Handle missing values, manage outliers, convert categori-
cal variables, address data inconsistencies, scale features if 
needed. 

3 Identify Sensitive Attributes Note any sensitive attributes in the dataset. 

4 Split the Dataset 
Divide data into features (X) and target variable (y) and re-
move irrelevant columns. 

5 Split Data into Train and Test Sets Split data into training and testing sets. 

6 Feature Scaling and Dimensionality Reduction Scale features and reduce dimensions if necessary, using 
PCA. 

7 Initialize Regression Models 
Set up various regression models with different configura-
tions and initialize evaluation metrics storage. 

8 Define Model Lists and Functions 
Create lists of models and their names and define a func-
tion to calculate evaluation metrics. 
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9 Model Training and Evaluation 
Cross-validate models on the training set, train models on 
the entire training set and evaluate model performance on 
the test set. 

10 Load Generalization Dataset Load a separate dataset to test model generalization. 
11 Preprocess Generalization Dataset Process the generalization dataset like the training data. 
12 Evaluate Model Generalization Assess model performance on the generalization dataset. 
13 Analyze Results Examine model generalization to unseen data. 

3.3. Data Preprocessing 
Data preprocessing is a crucial phase aimed at ensuring the dataset’s quality and 

suitability for model training. This involves several essential tasks: 

3.3.1. Handling Missing Values 
Missing values within the dataset are addressed using appropriate imputation tech-

niques to maintain the integrity and completeness of the data. The following methods are 
employed: 
• For numerical features, missing values are replaced with either the mean or median 

value of the respective feature distribution. The mean (𝑋𝑋�) is calculated as the average 
of all available values, while the median (M) represents the middle value when the 
data are sorted [20]. These imputation methods are effective for preserving the cen-
tral tendency of the data and are suitable when the distribution is approximately 
symmetric. 

• For categorical features, missing values are imputed with the mode, which represents 
the most frequent value in the feature. Mode imputation ensures that missing cate-
gorical values are replaced with the most common category, maintaining the integ-
rity of categorical distributions [21]. 

• In scenarios where missing values exhibit complex patterns or correlations with other 
features, advanced technique K-Nearest Neighbors (KNN) imputation were em-
ployed. KNN imputation estimates missing values by considering the values of the k 
nearest neighbors, typically based on a distance metric such as Euclidean distance 
[22]. For numerical features, the missing value is imputed by taking the average of 
corresponding values from the nearest neighbors, while for categorical features, the 
mode is used. 
By implementing these imputation strategies, we ensure the completeness and re-

liability of the dataset, enabling robust model training and analysis. 

3.3.2. Eliminating Duplicates 
Duplicate entries, if present, can introduce bias and redundancy in the dataset. To 

maintain data integrity, the following methods are employed: 
• Rows with identical values across all features or specified columns are identified and 

removed from the dataset. 
• The dataset is scanned to retain only unique observations, discarding any redundant 

duplicates. 

3.3.3. Addressing Outliers 
Outliers, characterized by extreme or abnormal values, are detrimental to model per-

formance and predictive accuracy. Two primary techniques are employed for outlier de-
tection. 
• Outliers are identified based on their deviation from the mean or median of the fea-

ture distribution, using a predetermined threshold (e.g., values beyond ± 3 standard 
deviations). 
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• Outliers are detected as values falling outside the range defined by the first and third 
quartiles, typically beyond 1.5 times the interquartile range [23]. 
After applying these outlier detection methods, a reduction in the number of outliers 

within the dataset is observed. Depending on the severity and impact of outliers, they may 
be trimmed or removed to mitigate their influence on model performance. 

The resulting dataset, free from unaddressed outliers, ensures that predictive models 
are trained on reliable and representative data, enhancing their robustness and accuracy. 

3.3.4. Review and Refinement 
The data cleaning process culminates in a systematic review and refinement of the 

dataset to ensure its suitability for analysis: 
• The dataset is thoroughly verified for consistency, accuracy, and completeness to en-

hance data reliability. 
• Comprehensive checks are performed to identify and resolve any remaining data in-

tegrity issues, such as inconsistencies, errors, or unhandled missing values. 
• All steps and decisions made during the data cleaning process are meticulously doc-

umented to facilitate reproducibility and ensure transparency in the analysis. 

3.3.5. Feature Engineering 
Feature engineering plays a pivotal role in maximizing the predictive power of the 

model by extracting meaningful insights from the raw data. In the context of property 
price prediction, the following feature engineering techniques are employed to enrich the 
dataset and capture essential patterns. 
• Interaction terms are generated by combining two or more existing features to cap-

ture potential synergies or nonlinear relationships that may influence property prices 
[24]. For example, the combination of features like square footage and number of 
bedrooms may provide valuable insights into the overall desirability and value of a 
property. 

• Temporal features such as the day of the week, month, or year of the property trans-
action are extracted from date/time variables [25]. This allows the model to capture 
seasonal trends, market fluctuations, and other time-dependent patterns that could 
impact property prices. For instance, properties sold during peak seasons or in eco-
nomically prosperous years may command higher prices. 

• The code explicitly address the handling of temporal data, if temporal features are 
present in the dataset, they are to be included in the feature selection process (X = 
df.drop([‘Transaction unique identifier’, ‘Price’, ‘Date of Transfer’], axis = 1)), which 
suggests the potential presence of temporal data. Additionally, lag features, a com-
mon technique for capturing temporal dependencies, have been incorporated into 
the dataset before model training. Moreover, certain models like XGBoost, 
LightGBM, and CatBoost are capable of implicitly handling temporal dependencies 
through their tree-based architecture. If further preprocessing steps are required to 
handle temporal data such as additional lag features, they can be incorporated into 
the pipeline before model training. 

• Spatial features are derived from location or address information to capture the geo-
graphical context and neighborhood characteristics that influence property values 
[26]. Distance to amenities such as schools, parks, shopping centers, and transporta-
tion hubs can be computed to assess the property’s convenience and accessibility, 
which are key determinants of its market value. 

• Principal Component Analysis (PCA) is a widely used dimensionality reduction tech-
nique that aims to reduce the number of features in a dataset while preserving the 
most important information. PCA achieves this by transforming the original features 
into a new set of orthogonal components called principal components. These compo-
nents are ordered by the amount of variance they explain in the data, allowing 
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researchers to retain the most significant sources of variation while discarding less 
important ones [27]. By reducing the dimensionality of the feature space, PCA can 
help mitigate the curse of dimensionality and improve the performance of machine 
learning models by reducing overfitting. 

• Feature importance ranking is another valuable technique for identifying the most 
relevant features in a dataset. This approach involves evaluating the contribution of 
each feature to the predictive performance of the model. Features with higher im-
portance scores are considered more informative and are prioritized for inclusion in 
the final model, while less important features may be excluded or downweighed. 
Feature importance ranking can be computed using various methods, such as tree-
based algorithms like Random Forest or Gradient Boosting, which inherently pro-
vide feature importance scores based on their contribution to model accuracy. By fo-
cusing on the most relevant features, feature importance ranking helps simplify the 
model, reduce noise, and improve its generalization performance on unseen data. 

• The code selects features from the dataset (X = df.drop([‘Transaction unique identi-
fier’, ‘Price’, ‘Date of Transfer’], axis = 1)) and performs target encoding for categorical 
variables (encoder = TargetEncoder()). This indicates that certain preprocessing steps 
are taken to handle features before model training, which can be justified based on 
their relevance to property price prediction and their predictive power. 
The selection of these feature engineering techniques is driven by their ability to cap-

ture relevant aspects of the property market and enhance the predictive performance of 
the model. By incorporating a diverse range of features that encapsulate temporal, spatial, 
and domain-specific information, the model can effectively capture the complex relation-
ships between features and property prices, resulting in more accurate predictions. 

3.3.6. Normalization/Scaling 
To ensure consistent scales across numerical features, we employ robust normaliza-

tion techniques [28]. Specifically, we utilize min-max scaling or standardization methods, 
implemented through libraries such as scikit-learn. Min-max scaling rescales features to a 
specified range (e.g., [0, 1]), while standardization transforms features to have a mean of 
0 and a standard deviation of 1. These techniques prevent any single feature from domi-
nating the learning process, enhancing model convergence and performance. 

3.3.7. Encoding Categorical Variables 
For encoding categorical variables into numerical format, we leverage widely used 

techniques supported by libraries like scikit-learn [29]. One-hot encoding is utilized to 
create binary vectors representing each category, while target encoding calculates mean 
target values for each category. These encoded representations enable seamless integra-
tion of categorical features into regression models, ensuring accurate predictions and re-
producible preprocessing steps. 

By systematically addressing these preprocessing tasks, the dataset is refined and 
prepared for model training, ensuring that the resulting predictive models are accurate 
and reliable. 

3.4. Model Selection 
The selection of regression models for this study was driven by their suitability for 

the problem, ability to handle the dataset’s characteristics, and their proven performance 
in similar applications. The rationale for including each model is as follows: 
• Linear Regression: Chosen as a baseline model for its simplicity, interpretability, and 

ability to establish a performance benchmark. While limited in capturing nonlinear 
patterns, Linear Regression provides a foundational comparison for more complex 
techniques [30]. 
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• Random Forest: This ensemble learning method was selected for its capacity to model 
nonlinear relationships, handle high-dimensional data, and its robustness to outliers 
and multicollinearity. Random Forests have demonstrated strong performance in 
real estate price prediction tasks [9,16,31–34]. 

• Gradient Boosting Models (XGBoost, LightGBM, CatBoost): These advanced tree-
based ensemble methods were included due to their proven ability to achieve high 
predictive accuracy, effective handling of mixed data types, and automatic feature 
selection capabilities [12,32,33]. They have been successfully applied in various prop-
erty valuation studies [10,32,33]. 

• Linear and Regularized Regression (Ridge, Lasso, ElasticNet): In addition to the base-
line Linear Regression, regularized variants were incorporated to address potential 
multicollinearity issues, improve generalization performance, and enhance model in-
terpretability [12]. 

• Hybrid Regression Model: A hybrid approach combining strengths of multiple tech-
niques was explored to potentially leverage complementary advantages and improve 
overall predictive power [12,35]. 
While temporal data were incorporated through feature engineering, certain models 

like Linear Regression do not natively support time series data. For such models, temporal 
features were treated as static numerical inputs after appropriate encoding (one-hot and 
ordinal). However, this approach may not fully capture complex temporal dependencies. 
Future work could explore specialized time series models or architectures like recurrent 
neural networks for improved temporal modeling. 

The code trains and evaluates multiple regression models, including Random Forest, 
XGBoost, LightGBM, CatBoost, and Linear Regression, both with and without regulariza-
tion techniques. This demonstrates a thorough exploration of different model architec-
tures and regularization strategies. 

By comparing the performance metrics (MSE, RMSE, MAE, R2) of different models, 
the code provides insights into the effectiveness of each model in capturing the underlying 
patterns in the data. 

The selection of these regression techniques aimed to comprehensively evaluate a 
diverse set of models, leveraging their respective strengths to develop accurate and robust 
predictive models tailored to the unique characteristics of the UK real estate dataset. 

3.5. Model Training and Evaluation 
The dataset is partitioned into training and testing sets using the train-test split tech-

nique, with 20% of the data allocated for testing (test_size = 0.2), leaving 80% for training 
[36]. This standardized split ratio ensures ample data for model training while reserving 
a significant portion for evaluating model performance. 

For model evaluation, we employ k-fold cross-validation, indicated by the cv = 5 pa-
rameter in the RandomizedSearchCV function. By specifying cv = 5, we perform 5-fold 
cross-validation, iteratively splitting the training data into five equal-sized folds for train-
ing and validation [37]. Utilizing multiple folds enhances performance estimates’ robust-
ness and reduces variability compared to a single train-test split. 

Hyperparameter tuning is conducted using randomized search cross-validation 
(RandomizedSearchCV) [38]. We sample 50 parameter settings (n_iter = 50) to ensure a 
balanced exploration of hyperparameter configurations. The hyperparameter ranges and 
distributions, although not explicitly detailed here, are defined in the instantiation of each 
model: 
• Random Forest Regressor: ‘n_estimators’: 100 
• XGBoost Regressor: ‘colsample_bytree’: 0.3, ‘learning_rate’: 0.1, ‘max_depth’: 5, ‘al-

pha’: 10, ‘n_estimators’: 100 
• LightGBM Regressor: ‘num_leaves’: 31, ‘learning_rate’: 0.05, ‘n_estimators’: 100 
• CatBoost Regressor: (Default parameters used) 



Information 2024, 15, 295 10 of 38 
 

 

• Linear Regression: (Default parameters used) 
The evaluation results for each model, including Random Forest, XGBoost, 

LightGBM, CatBoost, Linear Regression, and a Hybrid Regression model, are presented. 
Performance metrics such as MSE, RMSE, MAE, and R2 are reported for both training and 
testing sets. Regularization is applied to all models, and results for both regularized and 
non-regularized models are provided in Section 4.6.2. 

3.6. Experimental Setup 
• The regression models are implemented using Python programming language and 

relevant libraries, including scikit-learn for baseline models, as well as xgboost, 
lightgbm, and catboost for advanced techniques. These libraries offer efficient imple-
mentations of regression algorithms and comprehensive tools for data preprocessing, 
model training, and evaluation, ensuring a robust experimental framework. 

• The experiments are conducted on a computational environment equipped with an 
Intel Core i7 CPU, 64GB RAM, and NVIDIA Tesla V100 GPUs. These components are 
selected to efficiently handle data processing and model training tasks, particularly 
for large datasets and complex model architectures. The experiments are executed on 
a Windows-based operating system to leverage its compatibility and ease of use. Ad-
ditionally, containerization technologies such as Docker are employed to encapsulate 
the experimental environment, facilitating reproducibility across different compu-
ting environments. 

3.7. Performance Evaluation 
• A comprehensive set of evaluation metrics is employed to gauge the effectiveness of 

the regression models in predicting property prices. MSE (Equation (1)), MAE (Equa-
tion (2)), RMSE (Equation (3)), and R2 (Equation (4)) are computed to provide a holis-
tic assessment of predictive accuracy and reliability. MSE quantifies the average 
squared difference between the predicted and actual property prices, while MAE 
measures the average absolute difference. RMSE, the square root of MSE, provides a 
measure of the model’s error in the same units as the target variable, offering inter-
pretability. R2 assesses the proportion of variance in the target variable that is ex-
plained by the model, with higher values indicating better predictive performance 
[39]. 
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2𝑛𝑛
𝑖𝑖=1

1
𝑛𝑛∑ �𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑦𝑦�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�

2𝑛𝑛
𝑖𝑖=1

  (4) 

Comprehensive statistical analyses, including Analysis of Variance (ANOVA), are 
conducted to elucidate the significance of observed differences in model performance and 
facilitate robust decision making [40]. ANOVA enables comparison of the performance of 
different regression models by assessing whether observed variations in evaluation met-
rics are statistically significant. By rigorously testing hypotheses and evaluating the sig-
nificance of differences in model performance, ANOVA provides valuable insights into 
the relative strengths and weaknesses of each model. Additionally, confidence intervals 
may be calculated to quantify the uncertainty associated with estimated performance 
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metrics, further enhancing the reliability of conclusions drawn from the evaluation pro-
cess. Through meticulous statistical analysis, meaningful interpretations of model perfor-
mance are derived, contributing to the development of accurate and reliable property 
price prediction models. 

Details of Regularization Techniques 
Regularization techniques are essential for enhancing the generalization capability of 

machine learning models by mitigating overfitting, where the model fits the training data 
too closely, capturing noise rather than underlying patterns. Regularization introduces 
constraints or penalties on model parameters during training to address this issue. 

L2 regularization, or Ridge regularization, adds a term to the loss function propor-
tional to the square of model coefficients, penalizing large parameter values and shrinking 
coefficients towards zero. This encourages smoother decision boundaries and reduces sen-
sitivity to training data fluctuations, thus preventing overfitting by control-ling model 
complexity. 

L1 regularization, or Lasso regularization, adds a penalty term proportional to the 
absolute value of coefficients to promote sparsity in solutions, effectively performing fea-
ture selection by setting irrelevant features’ coefficients to zero. This reduces model com-
plexity and helps prevent overfitting by eliminating redundant features. 

ElasticNet regularization combines L1 and L2 penalties, offering a balance between 
them and handling correlated features effectively while still producing sparse solutions. 
It provides flexibility in controlling regularization strength and adapts well to datasets 
with varying feature correlations [41]. 

4. Results 
In this section, we present the outcomes of our property price prediction experiment 

for the UK real estate market, including the performance of various regression models and 
insights derived from the data analysis. 

4.1. Exploratory Data Analysis (EDA) 
Thorough exploratory data analysis (EDA) was conducted to gain insights into the 

characteristics and relationships within the dataset. Key findings from EDA are discussed 
below. 

4.1.1. Distribution of Property Prices 
Our analysis of property prices, conducted through histograms and box plots, pro-

vides valuable insights into the distribution and characteristics of the market. The histo-
gram reveals a clustering of properties at the lower end of the price spectrum, indicating 
that a majority of properties are within relatively affordable ranges. However, this distri-
bution rapidly tapers off towards higher price ranges, suggesting a scarcity of properties 
in those segments. On the other hand, the box plot showcases a median property price 
that is lower than the average, primarily due to the presence of high-value outliers. These 
outliers signify the existence of properties with notably higher prices compared to the 
general distribution. To further investigate the nature of the distribution, we conducted a 
Jarque–Bera test, which assesses the normality of the data. The results indicate that the 
property price data do not appear to be normally distributed, with a test statistic of 
95,331,183,339.78893 and a p-value of 0.0. 

In order to address potential skewness or kurtosis in the distribution, we applied a 
log transformation to the property price data and re-evaluated the distribution using his-
tograms and box plots. The transformed data can provide a clearer understanding of the 
distributional characteristics and may help mitigate any non-normality observed in the 
original data. Figure 2 below displays the histogram and box plot of the log-transformed 
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property prices, offering insights into the distributional properties after the transfor-
mation. 

 
Figure 2. Histogram vs. Box Plot. 

4.1.2. Temporal Trends 
The examination of property price trends over a 25-year period reveals significant 

insights into the market’s dynamics. The analysis uncovers a discernible pattern charac-
terized by both long-term trends and shorter-term fluctuations. Initially, from 1999 to ap-
proximately 2019, there is a consistent upward trajectory in mean property prices, indi-
cating a steady appreciation in value over the years. However, a notable anomaly occurs 
in 2019, marked by a sharp spike in property prices, suggesting a sudden and substantial 
increase in value within that particular year. Following this peak, there is a subsequent 
decline in prices post-2019, accompanied by heightened volatility, as evidenced by several 
minor peaks and troughs. These fluctuations indicate a degree of instability within the 
market, potentially influenced by various economic factors and market dynamics as 
shown in Figure 3. 

In terms of market implications, the surge observed in 2019 may be attributed to sev-
eral factors, including robust economic growth, increased demand for housing, or specu-
lative investment activities. Conversely, the subsequent volatility in prices could be indic-
ative of market corrections, shifts in interest rates, or external economic uncertainties. Ad-
ditionally, it is crucial to consider the reliability and accuracy of the data sources and 
methodologies employed in the analysis. Incorporating additional data elements, such as 
median prices and sales volume, could provide a more comprehensive understanding of 
market trends and dynamics. 
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Figure 3. Analysis of Property Price Trends: 1999–2024. 

4.1.3. Spatial Patterns 
Spatial analysis techniques, such as heatmaps and choropleth maps, have unveiled 

distinct spatial patterns in property prices, offering insights into regions of high and low 
demand. This examination is situated within the broader context of average house prices 
across the UK, where recent data from the Office for National Statistics (ONS) indicates a 
1.4% decrease in average house prices in the 12 months leading up to December 2023. 
These findings reveal significant regional variations, highlighting the diverse market dy-
namics present throughout the UK. Specifically, England experienced a decline in average 
house prices to GBP 302,000, reflecting a negative change of 2.1%, while Wales saw a de-
crease to GBP 214,000, indicating a negative change of 2.5%. Conversely, Scotland wit-
nessed an increase in average house prices to GBP 190,000, showing a positive change of 
3.3%, and Northern Ireland recorded growth with prices rising by 1.4% to reach GBP 
178,000 in the year leading up to Q4 2023. 

Further examination of regional trends highlights the unique position of London’s 
housing market, which exhibited the lowest annual percentage change with a decrease of 
4.8%. In contrast, the North West of England experienced the highest annual percentage 
change within England, with an increase of 1.2%. These observations underscore a general 
downward trend in house prices across the UK, accompanied by notable regional dispar-
ities. However, amidst this broader trend, Scotland and Northern Ireland emerge as ex-
ceptions, demonstrating resilience with increases in property values. By leveraging spatial 
analysis techniques, stakeholders can glean actionable insights into these spatial patterns, 
enabling informed decision making and targeted interventions within the real estate sec-
tor as shown in Figure 4. 
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Figure 4. Regional Variations in Property Prices: UK Analysis. 

4.1.4. Correlation Analysis 
Correlation analysis, employing heatmaps and correlation matrices, delved into the 

relationships between various features and property prices, aiming to identify significant 
predictors and multicollinearity issues. Specifically, the examination focused on three key 
correlations: between property prices and the Primary Addressable Name (PAON), 
between property prices and the Secondary Addressable Name (SAON), and between 
PAON and SAON as shown in Figure 5. The analysis revealed subtle relationships 
between these variables. For instance, the correlation coefficient between property prices 
and PAON was calculated at 0.02, indicating a very weak positive relationship. Similarly, 
the correlation coefficient between property prices and SAON was also 0.02, suggesting a 
similarly weak positive relationship. Interestingly, the correlation coefficient between 
PAON and SAON was relatively higher at 0.19, albeit still indicating a weak positive 
relationship. 

The heatmap visualized these correlations using color coding, with red representing 
a high correlation (1.0) and blue indicating a low correlation. Notably, the diagonal 
squares appeared red, signifying the perfect correlation of a variable with itself, which is 
always 1.0. 

As for why other attributes were not considered for inclusion in the heatmap, it’s 
essential to note that correlation analysis typically focuses on numerical variables, as 
correlation coefficients quantify the linear relationship between two continuous variables. 
Therefore, categorical variables such as property type, old/new status, or duration are not 
suitable for correlation analysis. Instead, techniques like ANOVA or chi-square tests are 
more appropriate for analyzing the relationships between categorical variables and 
property prices. 
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Figure 5. Correlation Analysis of Property Features. 

4.1.5. ANOVA (Analysis of Variance) 
ANOVA was employed to assess whether there are statistically significant differences 

in the mean property prices across different categories of a categorical variable, such as 
property type. The ANOVA test evaluates the null hypothesis that there are no differences 
in means between the groups, against the alternative hypothesis that at least one group 
mean is different. 

Calculation and Interpretation: 
• F-statistic: This statistic measures the ratio of the variance between groups to the 

variance within groups. A higher F-statistic suggests a greater difference in means 
between groups relative to the variation within each group. 

• p-value: The p-value associated with the F-statistic indicates the probability of 
observing the data if the null hypothesis were true. A low p-value (<0.05) indicates 
strong evidence against the null hypothesis, suggesting that there are significant 
differences between the groups. 
In our analysis, the ANOVA test result yielded a significant F-statistic of 15.18 and a 

p-value of 2.996 × 10−12. This indicates that there are statistically significant differences in 
property prices across different property types. 

4.1.6. Chi-Square Test 
The chi-square test was employed to assess the association between two categorical 

variables, such as property type and price range. It evaluates whether the observed 
frequency distribution of data differs significantly from the expected frequency 
distribution under the null hypothesis of independence. 

Calculation and Interpretation: 
• Contingency table: Table 4 displays the observed frequencies of each category 

combination of the two categorical variables. 
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Table 4. Contingency Table of Category Combinations. 

Property Type D F O S T 
250 0 0 1 0 0 
500 0 0 1 0 0 
600 0 0 1 0 0 
1000 0 0 1 0 0 
1200 0 0 1 0 0 
2000 0 0 1 0 0 
3000 0 0 1 0 0 
4000 0 0 1 0 0 
7000 0 0 1 0 0 
8000 0 0 1 0 0 
... ... ... ... ... ... 
52,100,000 0 0 1 0 0 

• Chi-square statistic: This statistic quantifies the difference between the observed and 
expected frequencies in the contingency table. A higher chi-square value suggests a 
greater deviation from the expected frequencies. 

• p-value: Similar to ANOVA, the p-value associated with the chi-square statistic 
indicates the probability of observing the data if the null hypothesis of independence 
were true. A low p-value (<0.05) suggests that the variables are dependent on each 
other. 
In our analysis, the chi-square test result revealed a significant chi-square statistic of 

4016.47 and a p-value of 1.041 × 10−28. This indicates a significant association between 
property type and price range, suggesting that they are not independent of each other. 

4.2. Univariate Analysis 
Univariate analysis focused on exploring individual features to understand their dis-

tributions and potential impact on property prices. Key insights from univariate analysis 
include. 

4.2.1. Price Distribution 
The distribution of property prices within the dataset displays a right-skewed pat-

tern, indicating a prevalence of properties at lower price points and a scarcity as prices 
escalate. Notably, the histogram reveals a concentration of properties priced between GBP 
0 and GBP 0.5 million, with the highest frequency observed within this range. As prices 
exceed GBP 0.5 million, there is a discernible decline in frequency, with only a few prop-
erties priced above GBP 1.5 million as shown in Figure 6. Properties within the GBP 0.5 
million to GBP 1 million range still constitute a significant portion of the dataset, albeit 
with a lower frequency compared to the lower price bracket. Conversely, properties 
priced over GBP 1 million are relatively uncommon, with fewer instances and shorter bars 
in the histogram, indicative of a limited supply of high-end properties. This distribution 
mirrors typical patterns observed in real estate markets, where affordable housing options 
are more prevalent, and luxury properties are less abundant. Overall, the histogram un-
derscores the predominance of lower-priced properties in the dataset, reflecting a com-
mon trend in real estate markets. 
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Figure 6. The Distribution of Property Prices in the Dataset. 

4.2.2. Temporal Analysis 
The temporal analysis of transaction dates unveils distinct phases in property price 

trends over the years. Initially, from 1995 to 2007, prices remained relatively stable and 
subdued, lacking any notable fluctuations as shown in Figure 7. However, starting from 
2008, there was a discernible upward trajectory in property prices, steadily climbing each 
subsequent year. The pinnacle was reached in 2018 when property prices surged to un-
precedented levels, marking the peak year. Subsequently, from 2019 to 2024, there was a 
significant downturn post-peak, although prices stabilized at a higher level compared to 
pre-2008 levels. This comprehensive analysis reveals a clear seasonal pattern characterized 
by a peak in 2018 followed by a phase of adjustment in subsequent years. 
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Figure 7. Temporal Analysis of Property Price Trends (1995–2024). 

4.2.3. Property Types 
The analysis of property types reveals distinct price distributions, shedding light on 

their relative market positions as shown in Figure 8. Properties classified as “D” exhibit 
the highest price distribution, with numerous data points extending towards the upper 
end of the price spectrum. This suggests that detached properties, assuming “D” repre-
sents detached, generally command higher prices, corroborating the initial assertion. Con-
versely, “S” properties display a lower price distribution compared to “D”, albeit with 
some higher-priced outliers. If “S” denotes semi-detached, it implies that semi-detached 
homes typically carry lower price tags than detached homes but can occasionally reach 
higher price points. Additionally, properties represented by “<“ symbols seem to occupy 
the lowest price range, with minimal outliers. While the specific meaning of these symbols 
remains unclear, they likely represent terraced houses, or another category associated 
with lower prices. The wide price range observed for each property type underscores mar-
ket variability influenced by factors beyond property type alone. Notably, there is a clus-
tering of data points at the lower end of the price spectrum across all property types, in-
dicating a common baseline market value that increases based on factors such as location, 
size, and amenities. The presence of outliers, particularly prominent in the “D” category, 
suggests the existence of luxury or high-value properties commanding prices significantly 
above the average for that property type. 
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Figure 8. Understanding Price Distributions. 

4.3. Bivariate Analysis 
Bivariate analysis explored the relationships between pairs of variables to uncover 

potential associations and dependencies. Key insights from bivariate analysis include 

4.3.1. Price vs. Size 
The scatter plot analysis reveals a positive correlation between property size and 

price, implying that larger properties generally command higher prices as shown in Fig-
ure 9. A noticeable clustering of data points occurs at the lower end of both axes, suggest-
ing that the majority of properties in the dataset are smaller and less expensive. However, 
there are outliers characterized by larger sizes and higher prices, potentially indicative of 
luxury properties or those situated in high-demand areas. This insight provides valuable 
information for discerning market trends and establishing pricing expectations based on 
property size. 
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Figure 9. Exploring the Relationship between Property Size and Price. 

4.3.2. Price vs. Location 
Figure 4 depicts the distribution of property prices across different locations, reveal-

ing variations in pricing trends. Areas densely populated with dots likely signify regions 
with either a higher volume of properties or elevated price levels. Recent market trends 
underscore a notable surge in house price growth across the UK subsequent to the imple-
mentation of initial lockdown measures, albeit with discrepancies observed across various 
regions and property types. 

4.3.3. Price vs. Property Type 
The analysis delves into the relationship between property types and their corre-

sponding prices. Figure 8 illustrates differences in property prices based on property types 
are effectively visualized. Notably, detached properties emerge with higher median prices 
compared to other types, suggesting a premium associated with this category. Con-
versely, semi-detached and terraced properties exhibit relatively lower median prices, in-
dicative of their more affordable nature. This exploration elucidates how property type 
serves as a significant determinant in pricing dynamics within the real estate market. 

4.4. Multivariate Analysis 
Multivariate analysis aimed to understand the simultaneous interactions between 

multiple features and their combined impact on property prices. Key insights from mul-
tivariate analysis include. 

4.4.1. Feature Importance 
Notably, District emerges as the most influential feature, indicated by a bar extending 

close to 0.8 on the importance scale as shown in Figure 10. This suggests that the district 
in which a property is located holds significant weight in predicting property prices. 
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Figure 10. Identifying the Influence of District on Property Prices. 

4.4.2. Other Features 
In comparison, the bars representing Duration, Property Type, and Old/New are 

shorter, indicating relatively lower importance compared to District. While these features 
contribute to the predictive model, they hold less sway in determining property prices 
than the district. 

4.4.3. Interaction Effects 
Interaction effects, explored through feature engineering and predictive modeling, 

unveil the combined influence of variables on property prices. In this context, categorical 
variables like property type, age, and location are encoded numerically for analysis. 
Through techniques such as polynomial feature generation, interactions between predic-
tors are examined, offering insights into how factors like property type, condition, and 
district may interact to impact property values. The RandomForestRegressor model 
demonstrates high predictive capability, as evidenced by the Train R2 score of 0.99 (as 
shown in and the Test R2 score of 0.93. This suggests that the model effectively captures 
the interaction effects within the dataset, resulting in accurate predictions of property 
prices. 

4.4.4. Model Interpretability 
The feature Importance graph utilizes mean SHAP values to demonstrate the influ-

ence of various features on the model’s output magnitude. Among the features—District, 
Property Type, Duration, and Old/New—District emerges as the most influential, with 
the longest bar indicating the highest mean SHAP value. Property Type follows closely 
with significant mean SHAP value, although lower than District, while Duration and 
Old/New have comparatively lower mean SHAP values. Figure 11 helps in interpreting 
model predictions, emphasizing District as the most influential feature. 

In contrast, the Partial Dependence Plot visually illustrates how different property 
types affect the model’s output. Figure 12 depicts property types ranging from Detached 
to Other. Detached properties show relatively low expected values, while Semi-Detached 
and Flats/Maisonettes exhibit sharp increases. Conversely, Terraced and Other property 
types demonstrate declines. This plot is vital for understanding how property types influ-
ence the model’s output, revealing substantial variation in the expected value of the ‘Prop-
erty Type’ feature. 
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Figure 11. Assessing the Impact of District and Other Features on Property Price Predictions. 

 

Figure 12. Insights from Partial Dependence Plot. 

4.4.5. Exploring the Influence of Street Names and Types on Property Prices 
We explore on the factors influencing property prices based on street names and 

types. The Latent Dirichlet Allocation (LDA) model has identified five distinct topics, each 
representing different types of streets commonly found in urban and suburban areas [42]. 
Here’s an analysis of each topic and its potential impact on property prices: 

Topic 0: This topic represents streets commonly named “Road”, which are often main 
thoroughfares in urban and suburban areas. The presence of terms like “Station”, 
“Manor”, and “London” suggests proximity to transportation hubs and specific neighbor-
hood or locality names. Streets in this topic could significantly influence property prices 
due to factors such as accessibility to transportation, neighborhood desirability, and prox-
imity to amenities like parks or shopping centers. 

Topic 1: Streets in this topic have diverse names like “Lane”, “Park”, “Grove”, 
“Place”, and “Hill”, commonly found in residential areas. Each street type evokes a dis-
tinct neighborhood ambiance, with “Park” and “Grove” potentially indicating proximity 
to green spaces and “Hill” suggesting elevated terrain. These streets characterize different 



Information 2024, 15, 295 23 of 38 
 

 

types of residential neighborhoods and could influence property prices based on factors 
like proximity to amenities, perceived quality of life, and the natural environment. 

Topic 2: This topic is less clear and may require further investigation. The presence 
of “Way” as a prominent keyword suggests streets with names ending in “Way”. How-
ever, the presence of “nan” indicates missing or incomplete data in the “Street” column, 
which could affect the interpretability of this topic. Further preprocessing or data cleaning 
may be necessary to refine this topic and understand its potential impact on property 
prices. 

Topic 3: Streets in this topic have names like “Close”, “Avenue”, and “Drive”, along 
with terms like “Gardens”, “Square”, and “Grange”. “Close” typically refers to cul-de-
sacs or dead-end streets, while “Avenue” and “Drive” denote main thoroughfares. Terms 
like “Gardens”, “Square”, and “Grange” might indicate specific neighborhood features or 
historical references. These streets could influence property prices based on factors like 
street type, neighborhood character, accessibility, and historical significance. 

Topic 4: This topic captures streets with names like “Street”, “Crescent”, “Walk”, 
“Terrace”, and “High”, commonly found in urban environments. While “Street” is a ge-
neric term for roads, “Crescent”, “Walk”, “Terrace”, and “High” denote different street 
configurations. Property prices along these streets could be influenced by factors like 
street type, location within the city, traffic flow, pedestrian accessibility, and sur-rounding 
amenities. 

These topics provide insights into the diversity of street names and types within the 
dataset and how they may relate to property prices. Further analysis, including examining 
correlations between street types and property prices, could provide additional insights 
into the factors influencing property prices in different areas. 

4.5. Stationarity and Multicollinearity Analysis 
In this section, we assess the stationarity of the time series data and examine the pres-

ence of multicollinearity among predictor variables to ensure the validity and reliability 
of our regression analysis results. 

4.5.1. Stationarity Analysis 
To evaluate stationarity in the time series data of property prices, we conducted a 

series of tests to assess the stability of statistical properties such as mean, variance, and 
autocorrelation over time. Specifically, we employed techniques such as visual inspection 
of time series plots, augmented Dickey–Fuller (ADF) tests and autocorrelation function 
(ACF) plots. 

Figure 13 depicts the property prices over time, providing a visual representation of 
the trend and fluctuations in property prices. The x-axis represents time, while the y-axis 
represents property prices. This plot enables us to observe any long-term trends, season-
ality, or irregular patterns in the property price data. 



Information 2024, 15, 295 24 of 38 
 

 

 
Figure 13. Trend and Fluctuations in Property Prices Over Time. 

Figure 14 illustrates the frequency distribution of property prices, presenting the dis-
tribution of property prices across different value ranges. The x-axis displays the property 
price intervals, and the y-axis represents the frequency or count of properties falling 
within each price interval. This plot allows us to visualize the central tendency, dispersion, 
and skewness of the property price distribution. 

 
Figure 14. Frequency Distribution of Property Prices across Value Ranges. 

Figure 15 provides a graphical summary of the distribution of property prices, high-
lighting key statistical measures such as the median, quartiles, and outliers. The box rep-
resents the interquartile range (IQR), with the median indicated by the line inside the box. 
The whiskers extend to the minimum and maximum non-outlier values, while any data 
points beyond the whiskers are considered outliers. This plot facilitates the identification 
of central tendency, spread, and variability in property prices. 
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Figure 15. Summary of Property Price Distribution with Statistical Measures. 

Figure 16 displays the correlation of property prices with lagged versions of itself, 
revealing any temporal dependencies or autocorrelation within the time series data. The 
x-axis represents the lag or time interval, while the y-axis indicates the autocorrelation 
coefficient, which measures the strength and direction of the relationship between prop-
erty prices at different time lags. This plot assists in identifying any significant autocorre-
lation patterns, which can inform time series modeling and forecasting. 

 
Figure 16. Autocorrelation of Property Prices across Time Lags. 

The visual inspection of time series plots revealed potential trends and seasonality in 
the data, prompting further analysis. Subsequently, ADF tests were conducted to formally 
test for stationarity, with the null hypothesis being non-stationarity as shown in Table 5. 

Table 5. Critical Values for Hypothesis Testing. 

Confidence Level Critical Value 
1% −3.430429535692449 
5% −2.8615751534462155 
10% −2.5667887109639147 

The ADF test statistic of −40.69 indicates a significant deviation from the null hypoth-
esis of non-stationarity, with a p-value of 0.0, suggesting strong evidence against the null 
hypothesis. Additionally, comparing the ADF statistic to critical values at the 1%, 5%, and 
10% significance levels further confirms the rejection of the null hypothesis, indicating 
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that the time series data are stationary. This implies that the statistical properties of the 
data, including mean, variance, and autocorrelation structure, remain relatively constant 
over time. 

The stationarity of the data is a crucial assumption for many time series models, in-
cluding regression analysis. By establishing stationarity, we ensure the validity of regres-
sion analysis results, as violating stationarity assumptions can lead to biased estimates 
and unreliable forecasts. Therefore, the confirmation of stationarity through the ADF test 
instills confidence in the subsequent regression analysis conducted in this study. 

4.5.2. Multicollinearity Assessment 
Multicollinearity among predictor variables in our regression models was assessed 

to ensure the stability and interpretability of regression coefficients. We employed vari-
ance inflation factor (VIF) analysis to quantify the degree of multicollinearity among pre-
dictor variables as shown in Table 6. 

Table 6. VIF for Predictor Variables. 

Predictor Variable VIF 
Property Type 1.141504 
Old/New 1.061866 
Duration 1.576009 
PAON 1.461037 
SAON 1.832881 
Street 1.008614 
Locality 1.059770 
Town/City 1.220228 
District 1.423253 
County 1.246195 
PPD Category Type 1.030142 
Record Status 1.007994 
Intercept 63.021976 

The VIF values ranged from 1.0086 to 63.022, with most variables exhibiting low to 
moderate levels of multicollinearity. The high VIF value for the intercept variable indicates 
potential multicollinearity issues, which may warrant further investigation and remedial 
actions. 

4.5.3. Ridge and Lasso Coefficients 
The examination of coefficients obtained from Ridge and Lasso regression models 

provided valuable insights into the relative importance and impact of predictor variables 
on property prices. The Ridge and Lasso techniques are regularization methods that in-
troduce penalties on the regression coefficients, effectively shrinking or driving some co-
efficients to zero. This process can mitigate issues such as multicollinearity and overfitting, 
while also facilitating feature selection. 

The Ridge coefficients, ranging from 126,286.12 to −27,175.84, revealed the magnitude 
and direction of the relationships between predictor variables and property prices. Posi-
tive coefficients indicated a direct relationship, where an increase in the predictor variable 
corresponded to an increase in property prices, while negative coefficients suggested an 
inverse relationship. 

Similarly, the Lasso coefficients, ranging from 151,507.63 to −36,508.07, provided in-
sights into the relative importance of each predictor variable. The Lasso method’s ability 
to drive less important coefficients to zero effectively performed feature selection, high-
lighting the most relevant predictors for property price estimation. 
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By examining the Ridge and Lasso coefficients, stakeholders can gain a better under-
standing of the factors that significantly influence property prices. This knowledge can 
guide decision-making processes, such as feature selection for model development, iden-
tification of key drivers for property valuation, and targeted interventions or policies to 
address specific market dynamics as shown in Figures 17 and 18. 

 
Figure 17. Top 10 Ridge Coefficients Graph. 

 
Figure 18. Top 10 Lasso Coefficients Graph. 
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However, it is important to note that the interpretation of these coefficients should 
be performed in conjunction with other diagnostic measures and domain knowledge. 
While Ridge and Lasso coefficients offer insights into variable importance, they may not 
fully capture complex interactions or nonlinear relationships present in the data. Addi-
tionally, the coefficients should be evaluated within the context of the specific modelling 
approach and the underlying assumptions made during the analysis. 

Incorporating regularization techniques like Ridge and Lasso can enhance the robust-
ness and interpretability of regression models, providing stakeholders with valuable tools 
for informed decision making and strategic planning within the real estate sector. 

4.5.4. OLS Regression 
In regression analysis, the coefficients estimate the relationship between the predictor 

variables and the dependent variable (property prices). Each coefficient represents the 
change in the dependent variable associated with a one-unit change in the corresponding 
predictor variable, holding other variables constant as shown in Table 7. 

Table 7. Regression Results for Predictor Variables. 

Predictor Variable Coefficient Estimate Standard Error T-Value p-Value 
Property Type −46.3 k 592.646 −78.117 <0.001 

Old/New 2.76 k 2264.071 1.217 0.224 
Duration −132.2 k 2356.411 −56.102 <0.001 

PAON 11.06 0.356 31.113 <0.001 
SAON 8.51 2.659 3.201 <0.001 

The regression analysis uncovered key factors influencing property prices. Notably, 
Property Type wielded significant influence, with certain types precipitating a considera-
ble decrease in price (~GBP 46,300). Conversely, Old/New status, despite a positive coef-
ficient (~GBP 2760), failed to exhibit a significant effect on prices. Duration emerged as a 
pivotal factor, showcasing a substantial negative impact (~GBP 132,200 per unit increase), 
suggesting that longer ownership durations correlate with lower prices. Moreover, PAON 
and SAON displayed notable positive effects on prices, with increases of approximately 
GBP 11.06 and GBP 8.51 per unit, respectively. These findings underscore the multifaceted 
nature of property price determination and highlight the significance of addressing di-
verse predictors in analyses. 

4.6. Model Performance 
The performance of various regression models was evaluated using a comprehensive 

suite of metrics, including MSE, MAE, RMSE and R2. The models were assessed both with 
and without regularization. 

4.6.1. Without Regularization 
The performance of each model without regularization is shown in Tables 8 and 9. 

The models evaluated include Random Forest, XGBoost, LightGBM, CatBoost, Linear Re-
gression, and a Hybrid Regression model. 

Table 8. Regression model performance training set metrics without regularization. 

Model MSE (Millions) RMSE (Millions) MAE (Thousands) R2 
Radom Forest 3421 184,970 14,400 0.99 
XGBoost 676,250 822,340 100,500 0.83 
LightGBM 1,168,250 1,080,850 63,500 0.71 
CatBoost 50,510 224,740 41,250 0.99 
Linear Regression 218,270 467,190 105,820 0.94 
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Hybrid Regression 356,730 597,270 61,180 0.91 

Table 9. Regression model performance testing set metrics without regularization. 

Model MSE (Millions) RMSE (Millions) MAE (Thousands) R2 
Radom Forest 610.76 781.51 38.58 0.93 
XGBoost 1909.24 1381.75 114.88 0.77 
LightGBM 3888.00 1971.80 83.67 0.53 
CatBoost 4220.00 2054.26 77.46 0.49 
Linear Regression 251.48 501.48 108.84 0.97 
Hybrid Regression 2748.89 1657.98 81.87 0.67 

4.6.2. With Regularization 
The performance of each model with regularization is shown in Tables 10 and 11. The 

models evaluated include Ridge, Lasso, ElasticNet, Random Forest, XGBoost, LightGBM, 
CatBoost, Linear Regression, and a Hybrid Regression model. 

Table 10. Regression model performance training set metrics with regularization. 

Model MSE (Millions) RMSE (Millions) MAE (Thousands) R2 
Ridge 2140 1.46 413 0.88 
Lasso 2140 1.46 413 0.88 
ElasticNet 2.18 1.48 404 0.88 
Radom Forest 3640 1.91 233 0.86 
XGBoost 4470 2.11 186 0.97 
LightGBM 4410 2.10 200 0.97 
CatBoost 4580 2.14 104 0.98 
Linear Regression 2140 1.46 413 0.88 
Hybrid Regression 4340 2.08 154 0.98 

Table 11. Regression model performance testing set metrics with regularization. 

Model MSE (Millions) RMSE (Millions) MAE (Thousands) R2 
Ridge 1070 1.04 427 0.91 
Lasso 1070 1.04 427 0.91 
ElasticNet 1010 1.01 415 0.92 
Radom Forest 2170 1.47 282 0.82 
XGBoost 5820 2.41 279 0.52 
LightGBM 1960 1.40 272 0.84 
CatBoost 4680 2.16 251 0.61 
Linear Regression 1070 1.04 427 0.91 
Hybrid Regression 3860 1.96 252 0.68 

4.7. Generalization 
In addition to evaluating the performance of predictive models on the testing set, we 

further validated the models on an independent dataset to assess their generalizability. 
The independent dataset was sourced separately from the Ames Housing dataset, availa-
ble at https://www.kaggle.com/competitions/house-prices-advanced-regression-tech-
niques/data (accessed on 13 May 2024), ensuring that it represents a distinct set of obser-
vations from the original dataset used for training and testing. By validating the models 
on this independent dataset, we aimed to corroborate their performance and ensure their 
applicability beyond the specific data used in model training. The results of this validation 

https://www.kaggle.com/competitions/house-prices-advanced-regression-techniques/data
https://www.kaggle.com/competitions/house-prices-advanced-regression-techniques/data
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process are summarized in Table 12, providing insights into the models’ robustness and 
generalizability. 

The generalization performance of each model is shown in table below. The models 
evaluated include Ridge, Lasso, ElasticNet, Random Forest, XGBoost, LightGBM, Cat-
Boost, Linear Regression, and a Hybrid Regression model. 

Table 12. Regression model performance testing set metrics with generalization. 

Model MSE (Millions) RMSE (Millions) MAE (Thousands) R2 
Ridge 1755 1.325 970.6 0.653 
Lasso 1755 1.325 970.0 0.653 
ElasticNet 1685 1.298 964.8 0.667 
Radom Forest 1913 1.383 1019.4 0.622 
XGBoost 2068 1.438 1057.5 0.591 
LightGBM 1926 1.388 1023.0 0.619 
CatBoost 1814 1.347 977.8 0.641 
Linear Regression 1755 1.325 970.0 0.653 
Hybrid Regression 1800 1.341 1000 0.650 

These combined analyses provide comprehensive insights into the factors influenc-
ing property prices and the effectiveness of regression models in predicting them accu-
rately. 

5. Discussion 
In this study, we conducted a comprehensive analysis of property price dynamics, 

leveraging various analytical techniques and regression models. Our findings shed light 
on the multifaceted nature of the real estate market, highlighting key trends, patterns, and 
factors influencing property prices. This discussion section aims to delve deeper into the 
implications of our findings, address the limitations of our analysis, and suggest avenues 
for future research and practical applications. 

5.1. Evaluation of ML Models for House Price Prediction 
This analysis examines the effectiveness of various regression models in predicting 

property prices. It highlights the factors influencing model performance and the trade-off 
between accuracy and interpretability. 

Random Forest emerges as a strong contender as it achieved a high R2 value of 0.99 
on the training set, indicating excellent predictive power. However, a slight decrease on 
the testing set 0.93 suggests some overfitting. This aligns with previous research where 
Random Forest demonstrates strong performance but can be sensitive to overfitting 
[16,32]. 

XGBoost and LightGBM show promise but struggle with overfitting, while these 
models perform well on the training set, their performance significantly drops on the test-
ing set [9,33]. This highlights their potential overfitting tendencies in real-world applica-
tions [35]. 

Linear Regression offers interpretability and consistency, while not the most ac-cu-
rate, Linear Regression exhibits consistent performance across training and testing sets, 
making it a reliable baseline model. Additionally, it provides easy interpretation of coef-
ficients, which is crucial for stakeholders to understand the impact of different factors on 
property prices. 

CatBoost shows potential, like Random Forest, CatBoost achieves a high training set 
R20.99 but experiences a substantial drop on the testing set. While its performance varies 
across studies, it warrants further exploration for its potential in house price estimation 
[12]. 
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Regularization techniques can help such as Ridge, Lasso, and ElasticNet can im-
prove generalization performance by reducing overfitting. However, they may lead to a 
slight decrease in training set accuracy (Tables 10 and 11). 

High accuracy models Random Forest, XGBoost, LightGBM, CatBoost as these mod-
els achieve impressive accuracy but can be complex and less interpretable. Their “black 
box” nature makes it difficult to understand how they arrive at predictions. 

On the other hand, Linear Regression is the simpler model and offers clear interpre-
tations of coefficients, allowing stakeholders to understand which features most signifi-
cantly impact property prices. However, its accuracy might be lower compared to more 
complex models. 

The optimal model selection depends on the specific needs. If interpretability is par-
amount (e.g., real estate decision making), a model like Linear Regression might be pre-
ferred. However, if maximizing accuracy is the primary goal, Random Forest could be a 
good choice, with the caveat of potential overfitting. 

In terms of interpretability, Linear Regression is typically the preferred choice due to 
its simplicity and ease of interpretation. It provides clear insights into how each feature 
affects the predicted house prices through its coefficients. Regularized Regression Models 
like Ridge and Lasso also offer some level of interpretability while addressing multicol-
linearity and overfitting issues. They penalize large coefficients, making the model more 
interpretable while still maintaining reasonable accuracy. 

In terms of accuracy, Gradient Boosting Models like XGBoost, LightGBM, and Cat-
Boost often offer high predictive accuracy. These models are adept at capturing complex 
patterns and interactions in the data, resulting in accurate predictions. However, they may 
lose some interpretability due to their ensemble nature and black-box modelling ap-
proach. 

In terms of complexity, Random Forest and Gradient Boosting Models (XGBoost, 
LightGBM, CatBoost) tend to be more complex than Linear Regression and Regularized 
Regression Models. They involve multiple decision trees or boosting iterations, making 
them computationally more intensive and potentially harder to interpret. Hybrid Regres-
sion Models, which combine the strengths of different techniques, may offer a balance 
between complexity and accuracy. However, they may require more computational re-
sources and expertise to implement effectively. 

Ultimately, the choice depends on the specific requirements of the problem and the 
priorities of the stakeholders. If interpretability is crucial and the relationships between 
features and target variable are relatively simple, Linear Regression or Regularized Re-
gression Models may be preferred. If maximizing accuracy is paramount and interpreta-
bility is less critical, Gradient Boosting Models could be the right choice. Hybrid Regres-
sion Models may offer a compromise between accuracy and interpretability but may also 
introduce additional complexity. 

5.2. Understanding Property Price Dynamics 
The EDA conducted on the dataset has unveiled valuable insights into various as-

pects of property prices and their underlying dynamics. 
Firstly, the distribution of property prices was examined through histograms and box 

plots, revealing a clustering of properties at the lower end of the price spectrum, with 
fewer properties available in higher price ranges. Additionally, the presence of high-value 
outliers indicates the existence of properties with significantly higher prices. A Jarque–
Bera test further confirmed that the property price data are not normally distributed. To 
address potential skewness or kurtosis, a log transformation was applied to the data, 
providing a clearer understanding of the distributional characteristics. 

Temporal trends in property prices were analyzed over a 25-year period, showcasing 
both long-term trends and shorter-term fluctuations. A consistent upward trajectory in 
mean property prices was observed from 1999 to approximately 2019, with a notable 
anomaly in 2019 marked by a sharp spike in prices followed by subsequent volatility. The 
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surge in 2019 may be attributed to factors such as robust economic growth or in-creased 
demand for housing, while the subsequent volatility could stem from market corrections 
or economic uncertainties. 

Spatial analysis techniques, including heatmaps and choropleth maps, revealed sig-
nificant regional variations in property prices across the UK. While England and Wales 
experienced declines in average house prices, Scotland and Northern Ireland witnessed 
growth, highlighting diverse market dynamics. Notably, London’s housing market exhib-
ited the lowest annual percentage change, contrasting with the Northwest of England, 
which saw the highest increase. 

Correlation analysis explored relationships between various features and property 
prices, indicating subtle relationships between property prices and address-related varia-
bles. ANOVA and chi-square tests further assessed differences in property prices across 
different categories of categorical variables, revealing statistically significant variations. 

Univariate analysis delved into individual features, such as price distribution and 
temporal trends, uncovering insights into the prevalence of lower-priced properties and 
distinct phases in property price trends over time. 

Bivariate analysis explored relationships between pairs of variables, revealing posi-
tive correlations between property size and price, as well as variations in pricing trends 
across different locations and property types. 

Multivariate analysis aimed to understand simultaneous interactions between mul-
tiple features and their combined impact on property prices. Feature importance analysis 
highlighted the district as the most influential feature, while interaction effects were ex-
plored through predictive modelling, demonstrating high predictive capability. 

Overall, the comprehensive EDA provides stakeholders with valuable insights into 
the complexities of property price dynamics, enabling informed decision making and tar-
geted interventions within the real estate sector. 

5.3. Implications for Stakeholders 
Property price predictions play a crucial role in empowering stakeholders across the 

real estate spectrum, offering valuable insights for investors, Policy makers, real estate 
developers, and homeowners alike. By leveraging predictive modelling techniques, stake-
holders can make informed decisions, mitigate risks, and capitalize on opportunities in 
the dynamic real estate market landscape. 

For investors seeking to navigate the complexities of real estate investments, under-
standing temporal and spatial trends in property prices is paramount. Predictive model-
ling techniques, particularly Linear Regression and Regularized Regression Models (such 
as Ridge, Lasso, and ElasticNet), offer interpretability and consistency, enabling investors 
to identify potential profit avenues and mitigate risks associated with market fluctuations. 
These models provide insights into property price trends, allowing investors to optimize 
their investment strategies and maximize returns. 

Policy makers, tasked with addressing housing affordability issues and stimulating 
economic growth, can benefit greatly from property price predictions. Linear Regression 
and Regularized Regression Models offer valuable tools for Policy makers to formulate 
targeted interventions. By analyzing predictive models, Policy makers can identify re-
gions experiencing rapid property price appreciation and implement measures such as 
subsidies, tax incentives, or zoning regulations to promote affordable housing options and 
drive economic growth. 

Real estate developers rely on predictive modelling techniques to assess market de-
mand and identify areas with high potential for development. Models like Linear Regres-
sion and Regularized Regression Models provide developers with data-driven insights 
into property price predictions, enabling them to make informed decisions about where 
to invest in new projects, optimize pricing strategies, and allocate re-sources effectively to 
maximize returns on investment. 



Information 2024, 15, 295 33 of 38 
 

 

For homeowners, property price predictions offer valuable insights into the current 
and future value of their properties. Linear Regression and Regularized Regression Mod-
els empower homeowners to make informed decisions about selling, renovating, or refi-
nancing their homes. By understanding predicted market trends, homeowners can iden-
tify opportunities to increase the value of their properties through strategic upgrades or 
renovations, ultimately enhancing their investment. 

5.4. Enhancing External Validity and Generalizability 
To improve the external validity of our findings, future research endeavors could 

undertake comparative analyses across multiple real estate markets. By examining simi-
larities and differences in property price dynamics, market drivers, and regulatory envi-
ronments, researchers can identify common patterns and unique characteristics across di-
verse contexts. This comparative approach not only validates the robustness of our pre-
dictive models but also provides valuable insights into global trends and regional varia-
tions in real estate markets. 

The stationarity analysis conducted through techniques such as visual inspection of 
time series plots, ADF tests and ACF plots played a crucial role in validating the assump-
tions underlying our regression models. By confirming the stationarity of the property 
price data, we ensured the reliability of our regression analysis results and instilled confi-
dence in the subsequent forecasting and decision-making processes. However, it is essen-
tial to acknowledge that stationarity is a temporal concept, and market dynamics can 
evolve over time, potentially leading to non-stationarity in the future. Therefore, it is im-
perative for stakeholders to continuously monitor the stationarity of property price data 
and adapt their models accordingly. This could involve incorporating time-varying coef-
ficients or adopting dynamic modelling techniques that can capture evolving market 
trends and non-stationarities. 

Furthermore, the assessment of multicollinearity through VIF analysis provided val-
uable insights into the stability and interpretability of our regression coefficients. While 
most predictor variables exhibited low to moderate levels of multicollinearity, the high 
VIF value for the intercept variable warrants further investigation and potential remedial 
actions. Addressing multicollinearity is crucial for ensuring the robustness and reliability 
of regression models, as it can lead to inflated standard errors, unstable coefficient esti-
mates, and reduced predictive power. Stakeholders should remain vigilant about poten-
tial multicollinearity issues and explore techniques such as variable selection, principal 
component analysis, or Ridge regression to mitigate its effects. 

The research methodology, characterized by its structured approach and quantitative 
techniques, holds potential for transferability to other geographical regions. By document-
ing our methodology in detail and providing guidelines for its adaptation, we enable re-
searchers in different contexts to leverage our framework for analyzing their respective 
real estate markets. This methodological transferability enhances the reproducibility of 
our findings and facilitates cross-market comparisons, thereby contributing to the ad-
vancement of real estate research on a global scale. 

Acknowledging the sensitivity of our models to contextual factors is essential for as-
sessing their external validity. While our predictive models demonstrate efficacy within 
the UK real estate market, it is imperative to evaluate their performance across various 
socio-economic contexts, regulatory frameworks, and cultural landscapes. Sensitivity 
analyses can elucidate the extent to which our models generalize to different settings, 
thereby informing stakeholders about the potential applicability and limitations of our 
research findings. 

5.5. Challenges and External Factors 
While the UK has emerged from the COVID-19 pandemic in a relatively strong posi-

tion, supported by significant fiscal stimulus, the subsequent Russo–Ukrainian crisis has 
introduced new challenges [43,44]. Global oil prices have increased by 11%, and wholesale 
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gas prices in the UK have risen by 40% since the invasion [45]. These events have likely 
impacted the real estate market, albeit to an extent that warrants further investigation. A 
comparative projection of the evolution of the UK real estate market with the European 
one in the post-pandemic period of 2020–2024 could provide valuable insights into the 
sector’s resilience and potential trajectories [46]. 

The UK real estate market faces several key challenges that make accurate analysis 
and prediction difficult. Specifically, the market is characterized by high regional varia-
tions in prices and trends, influenced by diverse socioeconomic factors [47]. The cyclical 
nature of the market, subject to economic upswings and downturns, also contributes to its 
complexity. These aspects create uncertainties that can influence investor perceptions and 
the performance of various property sectors, necessitating robust predictive models to 
navigate the intricate landscape. 

We acknowledge the importance of external factors such as changes in government 
policies, economic conditions, and geopolitical events, which could significantly influence 
property prices. Future research endeavors should consider incorporating these external 
factors into predictive models to enhance their accuracy and robustness. By accounting 
for a broader range of influences, researchers can better understand the complexities of 
the real estate market and improve the reliability of their predictions. 

5.6. Limitations and Future Research Directions 
While our analysis encompasses a broad range of factors, there are several limitations 

that signal areas for future exploration. Primarily, our study focused predominantly on 
quantitative variables, overlooking crucial qualitative factors such as neighborhood amen-
ities, housing preferences, and cultural influences. Integrating qualitative data in future 
investigations could significantly enhance the predictive accuracy and robustness of our 
models by capturing the nuanced dynamics of the market. 

Additionally, our reliance on historical data presents a limitation, potentially obscur-
ing emerging trends and market disruptions. To address this constraint, future research 
endeavors could delve into dynamic modelling techniques adept at capturing real-time 
market dynamics and forecasting future trends, thereby offsetting the static nature of his-
torical data analysis. 

Furthermore, our analysis primarily focused on the UK real estate market, potentially 
limiting the generalizability of our findings beyond this geographic domain. To mitigate 
this limitation, future studies could expand our analysis to encompass global real estate 
markets. By broadening the scope to include diverse geographic regions, researchers can 
facilitate cross-country comparisons and glean deeper insights into the phenomena of 
market convergence and divergence. 

Additionally, a thorough discussion of potential biases in the models or data, along 
with an analysis of how the models perform across different demographics and regions, 
would enhance the depth and rigor of our paper, providing a more comprehensive un-
derstanding of real estate market dynamics. 

Acknowledging the limitations associated with assuming linear relationships be-
tween variables and property prices is crucial, particularly in the context of Linear Regres-
sion models. While Linear Regression provides a straightforward framework for analyz-
ing relationships between variables, it may overlook complex nonlinear dynamics that 
could influence property price predictions. 

Nonlinear relationships, such as exponential growth or diminishing returns, may ex-
ist between certain predictor variables and property prices, which cannot be adequately 
captured by linear models. To address this limitation, future research endeavors could 
explore more sophisticated modelling techniques capable of capturing nonlinear relation-
ships, such as polynomial regression, spline regression, or machine learning algorithms 
like Random Forests or Gradient Boosting machines. 

These models offer greater flexibility in modelling complex interactions and nonlin-
ear patterns in the data, potentially improving the accuracy and robustness of property 
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price predictions. Additionally, sensitivity analyses could be conducted to assess the im-
pact of nonlinear dynamics on model performance and compare the predictive capabili-
ties of linear and nonlinear models. By considering both linear and nonlinear modelling 
approaches, researchers can gain a more comprehensive understanding of the underlying 
dynamics driving property prices and make more informed predictions. 

To address the limitation of external validity and foster cross-market generalizability, 
future research initiatives could adopt a multidisciplinary approach. By integrating in-
sights from economics, sociology, urban studies, and data science, researchers can de-
velop comprehensive frameworks for analyzing real estate markets worldwide. Moreo-
ver, collaborative efforts involving international partnerships and data-sharing agree-
ments can facilitate access to diverse datasets, enabling researchers to conduct cross-na-
tional studies and validate predictive models across multiple regions. 

5.7. Practical Applications and Recommendations 
Based on our comprehensive analysis, we propose several actionable recommenda-

tions for stakeholders within the real estate sector. Firstly, stakeholders should embrace a 
holistic approach to property valuation, integrating both quantitative metrics and quali-
tative insights into their decision-making frameworks. This multifaceted approach en-
sures a more accurate assessment of property worth and market positioning. 

Secondly, Policy makers ought to prioritize initiatives that promote housing afford-
ability, facilitate sustainable urban development, and address disparities in housing ac-
cessibility. By implementing targeted policies and incentives, governments can foster in-
clusive housing markets and support equitable access to housing opportunities for all seg-
ments of society. 

Thirdly, real estate developers can harness the power of predictive analytics and ma-
chine learning algorithms to optimize pricing strategies, enhance market competitiveness, 
and mitigate investment risks. By leveraging advanced technologies, developers can gain 
valuable insights into market trends, buyer preferences, and future demand dynamics, 
enabling them to make informed decisions and drive profitability. 

Lastly, homeowners should remain vigilant of evolving market trends, seek profes-
sional valuation services regularly, and formulate long-term investment strategies aligned 
with their financial objectives. By staying informed and proactive, homeowners can max-
imize the value of their properties and navigate changing market conditions effectively. 

By implementing these recommendations, stakeholders can adapt to dynamic mar-
ket environments, capitalize on emerging opportunities and contribute to the sustainable 
growth and development of the real estate sector. 

6. Conclusions 
In conclusion, this study has provided valuable insights into the complex dynamics 

of property prices and the efficacy of predictive modelling in understanding and forecast-
ing these trends within the UK real estate market. Through a comprehensive EDA and a 
review of the existing literature, we have uncovered temporal, spatial, and multivariate 
patterns that significantly influence property prices. 

Our findings carry significant implications for various stakeholders across the real 
estate spectrum. Investors can leverage our insights to make informed investment deci-
sions and diversify their portfolios effectively. Policy makers can utilize the findings to 
devise targeted interventions aimed at addressing housing affordability, promoting sus-
tainable urban development, and reducing regional disparities. Real estate developers 
stand to benefit from predictive modelling techniques to identify market opportunities, 
optimize pricing strategies, and mitigate investment risks. Additionally, homeowners can 
gain valuable insights into property valuation trends and make in-formed decisions re-
garding property investments and renovations. 

Despite the progress made in understanding property price dynamics, there re-main 
several avenues for future research and improvement. Firstly, the integration of 
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qualitative factors alongside quantitative variables in predictive modelling could enhance 
predictive accuracy and robustness. Secondly, incorporating dynamic modelling tech-
niques capable of capturing real-time market dynamics and forecasting future trends 
could provide more accurate predictions in rapidly changing real estate markets. Moreo-
ver, expanding the scope of analysis beyond the UK real estate market to encompass 
global markets would facilitate cross-country comparisons and yield deeper insights into 
market convergence and divergence. 

This study underscores the importance of adopting a multidimensional approach to 
property valuation, incorporating both quantitative metrics and qualitative insights. By 
embracing advanced analytics and machine learning techniques, stakeholders can adapt 
to dynamic market environments, capitalize on emerging opportunities, and contribute 
to the sustainable growth and development of the real estate sector. 

This study contributes to the growing body of knowledge surrounding property 
price dynamics and predictive modelling, providing stakeholders with actionable in-
sights to make informed decisions and drive positive outcomes within the real estate sec-
tor. 
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