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Abstract: Robots and smart technologies are becoming part of everyday life and private households. While this automation of mundane tasks typically creates pragmatic benefits (e.g., efficiency, accuracy, time savings), it may also come with psychological losses, such as in meaning, competence, or responsibility. Depending on the domain (e.g., AI-assisted surgery, automated decision making), especially the user’s felt responsibility could have far-reaching consequences. The present research systematically explores such effects, building a more structured base for responsible automation in human–computer interaction (HCI). Based on a framework of seven dimensions, study 1 (N = 122) evaluates users’ reflections on automating five mundane tasks (e.g., gardening, paperwork) and identifies reasons for or against automation in different domains (e.g., creativity, care work, decision making). Study 2 (N = 57) provides deeper insights into effects of automation on responsibility perceptions. Based on the example of a vacuum cleaner robot, an experimental laboratory study contrasted a non-robotic manual vacuum cleaner to a robot, whereby the user’s perceptions of device agency (higher for the robot) and own competence (higher for the manual device) were central mediators for the perceived responsibility for the result. We position our findings as part of a broader idea of responsible design and automation from a user-centered design perspective.
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1. Introduction

Automation pervades ever more areas of daily life (for an overview, see [1]) and comes with clear benefits. A premier advertising message is to free up time for the important things in life (see Figure 1 for an example). Since the 1920s when washing machines entered private households, until today’s robotic vacuum cleaners and lawn mowers, pet feeding robots, or automatic cooking machines with app control, this message has been the same. Technology is taking over more and more tasks that require not only manual human labor but also human control. Consequently, automation in the home is associated with gains such as time savings, efficiency, accuracy, and cost reduction. Still, the assumed practical advantages do not necessarily lead to success [2]. For example, recent analyses suggest that when robots are purchased, they often end up being used for only a short time “before being locked away in a cupboard” [3]. All the more, knowledge about the fundamentals of successful human–computer interaction (HCI) is essential and forms an important basis of responsible design decisions.
Besides the practical perspective, an interesting question is what the automation of daily life tasks means for the user’s experience and possible consequences such as felt responsibility. For example, are there any psychological losses? And if so, what are these losses, and how can we assess or prevent them? This research reflects on the psychological losses through automation in HCI and explores how people experience and reflect on automation in their personal space. Furthermore, we examine the interplay between users’ perceptions of device agency, psychological need fulfillment and effect on users’ responsibility perceptions, and its relations to device automation as a design factor.

1.1. Responsible Automation

With responsible automation, we refer to a type of automation that is deliberate in the choice of which tasks to delegate to technological devices and which to keep in human hands. By considering various dimensions of gains and losses, responsible automation accounts for a broader spectrum of consequences of automating tasks and subtasks. Indeed, there is a large design space on the continuum between no support at all (e.g., hand-washing clothes) and a fully automated home with a mind of its own. Though many tasks, such as vacuum cleaning, or even medical procedures, can be automated without significant deficits in task fulfillment, it might be sensible to retain some manual operational elements. By participating in the process, the human could still feel part of it and retain responsibility for the results. Accordingly, our aim is not to return to former times and completely ban automation but to establish a mindset of responsible design decisions. From our perspective, automation is not generally good or bad. There is no need to do everything “by hand” and not every task must be meaningful. But it is worth reflecting on which tasks or subtasks could have meaning and psychological worth and what we as researchers and designers could do to retain this worth.

From a psychological perspective, we can identify losses in multiple dimensions. These include losses of meaning, responsibility, reflection, competence, and more, as partially discussed in HCI and other fields. For example, researchers contrasted manual versus (semi-)automated interaction in the example of specific tasks, such as losses of meaning in automated versus manual coffee brewing [5]. Others focused on specific experiential dimensions, for instance, threats of autonomy (e.g., [6]), a lacking regard of the “human in the loop” in automation [7], or more generally, criticized the so-far mostly performance-oriented view in models of human–automation interaction (HAI) [8]. The present research aims to explore these aspects and their consequences in a more systematic way, with the goal of building a design basis for responsible automation.

1.2. Research Focus and Contributions

Although there are surely many advantages and positive aspects of automation, in this paper we deliberately shift the focus to the losses and their relative relevance in different
tasks and contexts. While the public discussion of potential losses through automation often refers to a societal level, for example, centering around the question of whether AI/automation will replace jobs performed by humans (e.g., [9,10]), we reflect on the more subtle, psychological losses on an individual level in everyday life.

Integrating psychological theory and previous research on automation in HCI, we propose a set of seven dimensions to explore losses (and gains) of automation. Based on this framework, a first study (N = 122) investigates how people reflect on perceived gains and losses through automation for different tasks, as well as what additional tasks they wish to be automated—and which not. Thus, this first study takes a broader, more abstract view and sheds light on the user’s mental models and what designers might consider to make use of the potentials of automation in a responsible way. A second study (N = 57) focuses on a subset of the identified psychological losses and explores the consequences of automation in the example of a concrete application in an experimental laboratory study. Based on the example of a vacuum cleaner robot, it explores users’ experiences and judgements in contrast to using a non-robotic manual vacuum cleaner by a combination of quantitative and qualitative data and tests hypotheses about the interrelations between the technology’s agency, the user’s perceived competence, autonomy, and responsibility, and automation (manual vs. robot device) as a design factor.

A first contribution of this paper is the integration of existing research and theory into a framework of seven dimensions with which to assess losses through automation. This framework can support more nuanced discussions and research about the topic in the human–computer interaction (HCI) community and can be an impulse to motivate novel conversations concerning the role of automation and responsible design. Also, based on our findings and participants’ comments on automation in the home (study 1), we offer specific insights on which characteristics make a task automatable without risking psychological losses. Another contribution (study 2) is an advanced understanding of the interrelations between technology design (here: manual vs. automated interaction), user experience, and resulting responsibility. Finally, the overarching discussion of our studies’ findings provides an outlook on what design solutions that integrate automation with keeping psychological value might look like. We discuss such ideas as part of the broader idea of responsible design and point out next steps of a research agenda.

2. Related Work
2.1. Trends in Automation Research

In recent years, researchers have explored the potentials of automation and related questions of HCI with various foci. For example, a workshop at the CHI conference 2023 [11] dealing with engaging automation experiences covered a wide range of contributions and application areas, such as automated vehicles [12] and typical conflicts in human–vehicle interaction [13], automated industrial processes [7], AI-assisted document tagging in the healthcare sector [14], reflections on the future of leadership in the age of human–AI teams [15], or automations in the home context [6]. Interestingly, with the increasing ubiquity and availability of automated systems to a growing variety of users [11], automation in the home and other non-professional settings becomes an increasingly prominent field of HCI research. For instance, based on a qualitative study on domestic robots [16], researchers recommend different strategies for successfully integrating robots in the home. These include, for example, timely notifications on planned robot activity or avoiding robot and human activity in the same time slots, so that the robot becomes an “invisible worker”, and the human does not feel disturbed by the robot. The focus here is on organizing practical challenges and not so much on the psychological effects or the question of automation per se.

In general, an important aspect of automation in the home domain seems to be the mental model of HCI suggested by the device, shifting from “the human controlling the smart home” to “human–home collaboration”, where the home actively provides suggestions or simulations regarding different configurations of automation [17]. Other
studies already considered automation in the home in terms of wellbeing. As argued by Bittner and colleagues ([18] (p. 145)), “not all routine tasks in homes are viewed as ‘a waste of time’ but some routines may even be considered healthy rituals [which] should not be automated blindly, but designed carefully”. Based on a field study of the example of watering houseplants, they reflect on how to integrate the advantages of automation while not losing the “healthy” aspects of mundane activities.

2.2. Research on Human–Robot Interaction (HRI)

Regarding the question of effects of automation on the user experience (UX), research on human–robot interaction (HRI) represents an interesting repertoire. Per definition, robots are more autonomous compared to other types of technology. Thus, compared to non-robotic technology, using a robot for a particular task usually goes along with a higher degree of device automation, and research on the effect of varying degrees of device automation can provide valid insights for HRI. In this regard, concepts from psychology and HCI can help to identify the relevant mediating effects (e.g., perceptions of agency) and possible starting points for conscious robot design.

Given the wide application areas of robots in everyday scenarios [19], our work is particularly relevant for contexts where robots replace tools and humans use “their” robot (instead of a tool) in order to reach a particular instrumental goal. This could be, for example, an engineer using a robot to build a car, a doctor using a robot to conduct a surgery, or a garden owner using a lawn mower robot (in contrast to other application areas such as caring robots in a hospital, where the human that interacts with the robot is provided a service, and it might be the person that instructed the robot who might feel more or less responsible for the result than the one who interacts with the robot). Referring to the two principal services of robots listed by the International Federation of Robotics (IFR), namely, servicing humans (personal safeguarding, entertainment etc.) and servicing equipment (maintenance, repair, cleaning etc.; cited after [20]), our research is particularly relevant for the latter. Moreover, while robots can vary in their degree of autonomy (e.g., [21,22]) and can be stationary or mobile, we assume that for the question of responsibility for the result, the perceived agency of a technology could play a central role. Agency, in turn, is closely related to the perception of “animate movement” (e.g., [23]), so that we see that areas where robots “move” autonomously can be of central interest.

2.3. Preliminary Framework on Losses through Automation

While the research literature in HCI and psychology already hints at various aspects of potential losses due to automation (the particular interest of the present study), these are seldom considered in sum. A first (possibly not exhaustive) review across different application domains reveals a number of partly interrelated aspects and psychological needs that could be affected by automating tasks and may be considered as a framework to explore the losses through automation:

Loss of meaning: As a universal need [24], humans’ innate “will to meaning” is ever present, and basically any everyday life situation can be interpreted as a chance to derive meaning in life [25]. Though the individual sources may vary in detail, there are typical categories of activities which individuals perceive as meaningful. For example, referring to meaning from work, Lips-Wiesma and Wright [26] distinguish meaning along two dimensions (i.e., self vs. others, being vs. doing), forming the four quadrants of self-actualization (self + being), unity with others (others + being), expressing full potential (self + doing), and service to others (others + doing). Especially the doing-related quadrants are prone to being replaced by automation. Thus, delegating a task to a machine also implies missing out on a potential opportunity to derive meaning from it. As argued earlier [5], automation makes people focus on the outcome, whereby the interaction process becomes “flat” and degraded to waiting time. Of course, people may use the “waiting time” for other purposes, and the actual loss depends on how much meaning they derive from an activity. Many may argue that they will happily forgo the meaningful experience of washing the
dishes for getting rid of the burden. If one does not experience cooking or writing a letter as somehow meaningful, it might not seem a problem to just press a button to obtain the result. Still, it could be interesting to explore whether the activity has minor meaningful elements that might be worthwhile to keep in (semi-)automation. From a philosophical perspective, one could ask how automation affects the opportunities for finding meaning in life. If one could design a machine that takes over all of one’s tasks—what is it that we want to keep? If all work and discomfort are delegated and only pleasure remains—is that still pleasure? Or does it become boring and finally meaningless?

*Loss of transparency:* Naturally, with increasing automation, technology becomes more complex and less transparent for users [27,28]. Algorithms are working in the background and the user can see the result—but getting there remains inscrutable. In consequence, users are less able to understand the processes, performance, intentions, or plans of the technologies [28,29], what they are currently doing, how they have got to a certain result, or why [30,31]. This loss of transparency can have further consequences such as lacking trust and acceptence [32,33], as well as inadequate mental models of the technology [34] and over-trust, i.e., trusting the technology beyond its actual capabilities [35,36].

*Loss of autonomy:* Autonomy describes people’s need for expressing themselves, feeling that one is the cause of one’s own actions, and that one’s activities are self-endorsed [24,37]. Inherently, experiencing autonomy requires some flexibility and options for realizing spontaneous impulses (e.g., painting, cooking, writing, dancing, mountain biking). This, of course, is quite contradictory to automation and “smart” technology, which builds on predefined actions, or even self-learning algorithms, shifting autonomy to the technology rather than the user. Losses of autonomy are also conceptually linked to psychological reactance [38]. Reactance is “an unpleasant motivational arousal that emerges when people experience a threat to or loss of their free behaviors. It serves as a motivator to restore one’s freedom” ([39] (p. 205)). Presumably, most of us have already experienced moments of reactance where we tend to move into the opposite direction if someone else wants to tell us how to behave—be it our mother, partner, boss, or the neighbor who knows everything best. Even if we may agree with someone in principle, we do not like others making decisions for us. Regarding automation, reactance seems especially relevant to consider for automation that is implemented for societal goals like saving energy (but possibly does not provide sufficient flexibility for individual needs). If, for example, the smart fridge only allows us to take out food which is commendable for our health, or the smart light system always turns off the cellar light too early, one may completely ban or manipulate such technologies (e.g., trick the motion detector so that the light is always on).

*Loss of competence:* Competence means feeling effective in one’s activities. It is closely linked to the concept of self-efficacy [40] and forms a basic need in many psychological need theories (e.g., [37]). Inherently, for gaining competence from an activity, it requires that one perceives this activity as linked to oneself. For automated activities, which are primarily performed by technology and not oneself, individual increase in competence certainly becomes more questionable. Accordingly, studies comparing interaction with automatic and manual devices showed lower competence for the interaction with automatic devices [1]. However, it is also noteworthy that there might be individual differences concerning what kind of interaction makes people feel proud and competent, and some might also experience competence from programming or adjusting settings of automated devices. Whether this kind of programming pride is possible, again, depends on the degree of autonomy offered by the technology. In either case, this type of competence is more mediated and indirect than, for example, the feeling of (manually) removing snow, chopping wood, or painting a picture, where one directly experiences the outcome as a result of one’s bodily action.

*Loss of responsibility:* Automation also increases the degree of technology autonomy and agency, i.e., how much a technology can do independently from human input [21,41–45]. Greater agency and autonomy on the technology’s side, conversely, reduces the human user’s agency and self-efficacy [46]. Since self-efficacy is conceptually linked to responsibil-
ity [47], high levels of device agency may also lead to lower perceived responsibility for the result [48]. For example, [49] studied the effects of technology autonomy by different examples (e.g., autonomous cars, robot lawn mowers), which altogether showed that enhanced technology autonomy is associated with lowered outcome responsibility. Accordingly, studies also showed that with higher robot agency, responsibility attributions shift from human to robot [50,51], and people tend to use technology as scapegoats for failures, in terms of a “self-serving bias” [52]. In line with this, the so-called responsibility gap [53] and the question of to what extent individuals can or should maintain responsibility for the behavior of AI have been an ongoing discussion for decades [35,53–58]. Taking this a step further, a user who does not feel responsible for an outcome might also act less carefully and omit to assess if the outcome has the desired quality or if the suggestion of the technology is doing and, thus, do not have the competency to contradict the machine when required [59]. Depending on the domain (e.g., surgery robots, AI in personnel selection), the ensuing consequences could be severe.

Loss of reflection: The less the user is involved in the interaction, the less it supports reflection regarding its meaning, the underlying functionality, or its significance in a larger context. While cooking soup for dinner, chopping vegetables, combining spices, and stirring the soup, one may also reflect on the origin of the ingredients, the best combination of spices, or looking forward to the moment the family gathers together at the table. The activity creates a space for reflection. Accordingly, approaches like “slow design” deliberately slow down mundane activities in order to help people do things “at the right time and at the right speed” and reflect on their action [60,61]. The specific operational steps and the “aesthetics” of interaction offer room for reflection and can make a better or worse fit to the underlying meaning [62–64]. Especially in domains where a technology is used to change unhealthy or undesired human routines (e.g., health, sustainability), full automation seems problematic by being detrimental to learning and knowledge transfer to other contexts. If, for example, a smart heating system automatically reduces the temperature when nobody is at home, this can be seen as smart and quite convenient. However, it completely detaches people from the activity. They do not have to reflect on how they feel (do I feel too cold? Or to warm?) or how to adjust the heating to their plans (how long will I be out of home? In which rooms will I be most of the day?). There is no more need to reflect on when energy consumption is required. Instead, the individual learns “I don’t have to care for anything”. Consequently, if the user is at another place, without smart heating, they are not used to thinking about any necessary steps before leaving the house. Therefore, while automation can be effective to reach a particular goal in a limited context, it might also decrease the general awareness for this goal.

3. Study 1: Explorative Investigation of Perceived Gains and Losses through Automation

3.1. Research Questions

Based on the above list of potential losses related to automation, we aimed for an initial examination of the extent to which these can be found in peoples’ reflections on automation of daily life tasks. As a basis for investigation, we surveyed ratings on automating five tasks of daily life which we identified in a prior internal workshop and group discussion, namely, (1) gardening/watering plants, (2) cleaning the toilet, (3) cooking a meal, (4) doing paperwork (e.g., paying bills, doing taxes), (5) body care (e.g., creaming, hair washing). The five tasks were chosen in a preceding informal discussion at our lab meeting. The rationale for selection was to cover a broad spectrum of different tasks, requiring more or less accuracy, more cognitive or more motoric skills, and interaction with living things or non-living artifacts, which might allow us to detect potential variations in perceived gains and losses through automation.
In addition to the six psychological dimensions of possible losses through automation listed above, we also investigated the more pragmatic dimension of time investment (i.e., gaining time for other important things in life) as a central common argument for automation. As a simple and straightforward means for first investigation, we applied the list of dimensions in the form of a Likert-type scale, where one can assess imagined losses and gains in the different dimensions by a seven-point rating scale, ranging from “losing” (=1) to “gaining” (=7). As an established procedure in psychological and HCI research (e.g., [65,66]), we used a Likert scale where labeled endpoints represent the two extremes of a continuum, and used a seven-point scale, which according to previous recommendations, represents a “sweet spot” of balancing sensitivity and efficiency [67,68]. Considering the scale midpoint as neutral, values below four indicate perceptions of losses rather than gains and values above four gains rather than losses.

For each dimension, a first question could be whether people see a loss at all or whether they rather see a gain through automation. In addition, it would be interesting to compare relative differences in the consequences of automation between the different dimensions and between different tasks. More specifically, our analysis was oriented towards the following research questions:

- To what degree do people perceive specific gains or losses through automation? Do they differentiate between gains and losses through automation in the different dimensions (hence, do these represent a helpful framework of reflection)?
- Do their perceptions of gains and losses through automation differ between different tasks?
- What is their general attitude towards automation and how do they justify attitudes for or against automation? Are there specific dimensions which seem most relevant for a global judgment for or against automation?

3.2. Method
3.2.1. Study Design and Procedure

In an online survey, we collected data from a convenience sample of 122 participants in German-speaking countries. The study was approved by the university’s ethical review board and informed consent was collected from all participants. The study was announced via the university’s research participation mailing lists and further distributed via snowballing and social media platforms. As an incentive, five EUR 80 gift vouchers were raffled. Participation took about fifteen minutes.

3.2.2. Participants

Of 135 people who started the survey, 122 completed it and answered the majority of questions, building the final sample of study participants (75 female, 46 male, 1 person did not report their gender). The age range was between 18 and 91 years (M = 31.88, SD = 14.29), with an average household size of 2.48 people (SD = 1.41).

3.2.3. Measures

According to our research interest, the online survey consisted of the following main parts and measures (see Appendix A for the detailed measures):

- Introduction: Brief information about the study and research background, declaration of consent to participate.
- Ratings of gains and losses through automation: Ratings of imagined consequences of automating five tasks in the seven dimensions listed above. For each task, participants provided ratings of imagined losses and gains in the seven dimensions (1 = losing, 7 = gaining, one item per dimension) and a global rating, indicating whether in their view automating this task was desirable or not (1 = not desirable, 7 = desirable).
- Wishes for automation and non-automation: In two open text fields participants indicated one task which in their view definitely should be automated and another task that should definitely not be automated.
• Demographic data: Basic demographic data such as gender, age, household size, occupation.

3.2.4. Data Analysis

The statistical software IBM SPSS statistics version 29 was used to perform all statistical analyses. One-sample t-tests were used to assess significant deviations from the scale midpoint of ratings of gains and losses through automation along the seven dimensions. Pearson correlations were calculated to analyze the relevance of gains and losses in different dimensions for the global judgment pro or contra automating a task. Answers to open text questions regarding wishes for automation and non-automation were broadly categorized, whereby mentions in one category either used the same wording or expressed the same wish for automation on different levels of abstraction (e.g., driving a car, autonomous driving, transportation, traffic).

3.3. Results

3.3.1. Perceived Gains and Losses through Automation in Different Dimensions

Figure 2 depicts the profiles of perceived gains and losses through automation in the seven dimensions for the five different tasks. As it shows, the main gain of automation (i.e., highest scale value) refers to time investment and freeing up time for other things in life. In contrast, participants see losses for the other dimensions. Altogether, the profiles look quite similar for most of the tasks but indicate some differences regarding relative peaks for the different dimensions. For example, while for gardening the heaviest loss refers to meaning, for paperwork the greatest loss refers to transparency. Presumably, these differences in losses between tasks also represent differences between tasks in the general relevance of the different dimensions. In general, we can assume that, per se, paperwork is more related to gaining transparency than meaning, and gardening is more related to meaning than toilet cleaning. In consequence, automating a task may also go along with more severe losses in those dimensions which originally were most relevant for this task.

Figure 2. Perceived gains and losses of automating five common tasks in seven dimensions.
Also, there are differences in the general level of the tasks’ positions along the continuum of losing to gaining, whereby people see the most losses for automating cooking and the least losses for automating toilet cleaning. If averaged across all tasks, the largest losses (i.e., lowest scale values, significantly below the scale midpoint) refer to meaning (M = 2.94, SD = 1.65, t(609) = −15.83, p < 0.001, d = 1.65), followed by transparency (M = 2.84, SD = 1.54, t(609) = −18.59, p < 0.001, d = 1.54), responsibility (M = 2.70, SD = 1.56, t(609) = −20.64, p < 0.001, d = 1.56), reflection (M = 2.79, SD = 1.53, t(609) = −19.55, p < 0.001, d = 1.53), and competence (M = 2.78, SD = 1.60, t(609) = −18.83, p < 0.001, d = 1.60). For autonomy, the mean value is higher but still below the scale midpoint (M = 3.57, SD = 2.00, t(609) = −5.27, p < 0.001, d = 2.00), whereas time investment (M = 5.54, SD = 1.66, t(609) = 22.88, p < 0.001, d = 1.66) is clearly positioned on the gain side of the spectrum.

3.3.2. Global Judgments Pro or Contra Automating Different Tasks

Regarding the global judgment on whether automating a task is desirable or not (see Figure 3), there is a clear preference with significant deviations from the neutral scale midpoint for automating toilet cleaning (M = 6.04, SD = 1.47, t(121) = 15.36, p < 0.001, d = 1.47) and paperwork (M = 4.84, SD = 1.71, t(121) = 5.39, p < 0.001, d = 1.71) and a significant preference against automating cooking (M = 3.49, SD = 1.93, t(121) = −2.92, p < 0.01, d = 1.93) and body care (M = 3.38, SD = 1.88, t(121) = −3.66, p < 0.001, d = 1.88). Regarding gardening, there is no clear preference (M = 3.80, SD = 1.95, t(121) = −1.61, n.s.).

3.3.3. Relevance of Gains and Losses in Different Dimensions for Global Judgment Pro or Contra Automating a Task

A correlational analysis (see Table 1) provided insight into the relationships between perceived gains and losses in the single dimensions and the global judgment pro or contra automating a task. The separate correlational analysis for the five tasks indicates slight differences in this pattern between the five tasks. For example, for cleaning the toilet, time investment is clearly the most correlated dimension. For cooking, dimensions such as competence and autonomy show somewhat higher correlations than time investment, and altogether, the correlations between global judgment and the different dimensions are in a similar range (0.427–0.586). If analyzed across all tasks, the largest correlation refers to time investment, followed by meaning and autonomy. A possible interpretation is that people
who see big gains (or negligible losses) in time investment, meaning, or autonomy would rather vote for automating a task. Or vice versa, people who see big losses (or no gains) in time investment, meaning, or autonomy would rather vote for not automating a task. Note, however, that the size of correlations across all tasks naturally depends on the specific selection of surveyed tasks and thus must be interpreted with caution. With another sample of tasks, other dimensions might show stronger relevance for the global judgment.

Table 1. Correlations between the global judgment (GJ) on whether automating a task is desirable or not and perceived gains or losses in seven dimensions separated for the five tasks (upper rows) and across all tasks (lower row). All correlations significant with $p < 0.001$.

<table>
<thead>
<tr>
<th></th>
<th>Meaning</th>
<th>Responsibility</th>
<th>Reflection</th>
<th>Transparency</th>
<th>Autonomy</th>
<th>Competence</th>
<th>Time Invest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardening (GJ)</td>
<td>0.457</td>
<td>0.444</td>
<td>0.344</td>
<td>0.443</td>
<td>0.383</td>
<td>0.464</td>
<td>0.512</td>
</tr>
<tr>
<td>Toilet cleaning (GJ)</td>
<td>0.289</td>
<td>0.366</td>
<td>0.197</td>
<td>0.257</td>
<td>0.355</td>
<td>0.271</td>
<td>0.538</td>
</tr>
<tr>
<td>Cooking (GJ)</td>
<td>0.565</td>
<td>0.531</td>
<td>0.462</td>
<td>0.427</td>
<td>0.586</td>
<td>0.576</td>
<td>0.571</td>
</tr>
<tr>
<td>Paperwork (GJ)</td>
<td>0.453</td>
<td>0.426</td>
<td>0.419</td>
<td>0.497</td>
<td>0.542</td>
<td>0.394</td>
<td>0.472</td>
</tr>
<tr>
<td>Body care (GJ)</td>
<td>0.562</td>
<td>0.557</td>
<td>0.528</td>
<td>0.413</td>
<td>0.546</td>
<td>0.380</td>
<td>0.651</td>
</tr>
<tr>
<td>All tasks (GJ)</td>
<td>0.543</td>
<td>0.497</td>
<td>0.441</td>
<td>0.435</td>
<td>0.548</td>
<td>0.471</td>
<td>0.625</td>
</tr>
</tbody>
</table>

3.3.4. Wishes for Automation and Non-Automation

Participants’ mentions regarding wishes for automation and non-automation were broadly categorized. Figure 4 illustrates the frequency of mentions for the different categories. Regarding the wishes, i.e., tasks that definitely should be automated, the largest category was cleaning/tidying up, followed by the wish for automatic driving. Other frequent mentions were washing/ironing and paperwork/visiting government offices, followed by shopping, cooking, and separating waste/recycling. Some participants also declared they had no idea/no wishes for further automation, and some stated to be generally against automation. Finally, some participants gave abstract mentions, not naming a specific task but rather referring to a domain or general task characteristics, like “health regeneration” or “eye-straining tasks”.

Figure 4. Wishes for automation (left) and non-automation (right). Frequency of mentions in percentage.

Regarding the non-wishes, i.e., tasks that according to the participants’ view should be kept in humans’ hands and not be delegated to technology, the largest category was interpersonal interaction/care work, followed by creativity/arts/music. Other frequent mentions were thinking/decision making in different domains (e.g., politics, business, selecting a present), cooking, sports, pet feeding and plant care, body care, and education/child care. Again, there were also a number of abstract mentions of wishes for non-automation, referring to general task characteristics like “everything that requires emotional intelligence” or “everything related to nature”. Note, however, that the categories are
not clear-cut and some comments in one category could also be subsumed into another. For example, education/child care also shows overlap with the larger category of interpersonal interaction/care work.

Often, participants provided an additional justification for the mentioned wish or non-wish, like “keeping the emotional bonding and empathy” (as an argument for not automating care work), “unlearning social interaction” (as an argument for not automating shopping), “people would become less physically active—this can’t be good for our society”, or “further automation would speed up the pace of life and would overwhelm people” (as an argument for not automating any further tasks). Other participants further qualified their mention with a differentiated view like “creative work could be supported by automation but the machine should not become the creator itself”.

3.4. Discussion

The present survey explored perceived gains and losses through automation in the private sphere based on the example of different daily life tasks, applying a set of seven dimensions of potential relevance from a psychological perspective and common arguments for automation. Given that automation is often considered from a pragmatic perspective, with a focus on efficiency, safety, and time saving (e.g., [69]), we were interested in complementing this with an investigation into the psychological perspective and were curious to see how people reflect on these dimensions of potential relevance. Along with more insights into people’s experience and their evaluation of automation in their everyday life, our study also served as a test of our relatively simple, straightforward approach as a practical research tool, which could be valuable for various areas of HCI research and design.

As shown in our survey, people are well able to reflect on automation and what they might win or lose along dimensions such as autonomy, competence, transparency, or time investment. In sum, time investment showed the main gain of automation, whereas drops in meaning, transparency, felt responsibility, and reflection are perceived as the clearest losses elicited by automation. Furthermore, people differentiate their evaluation depending on the task to be automated regarding the general level of gains versus losses as well as the profile along the surveyed dimensions. For example, for automating gardening and cooking, people expect greater losses in meaning than for automating paperwork or toilet cleaning. Regarding transparency, however, people perceive larger losses for paperwork. Moreover, depending on the task, there are differences in the relevance of the single dimensions for the global judgment for or against automation. In sum, the assessment of automation along the different dimensions provides a more fine-grained picture of the consequences and possible arguments for or against automating particular tasks.

In line with this, the qualitative statements also showed that people are well able to articulate why they are for or against automating particular tasks and what they would fear to lose or hope to gain. As the list of wishes for automation shows, wishes for automation do exist in various fields. Only a small part of participants stated to be generally against automation, but the majority saw at least some tasks where they see (more) automation as desirable. In many cases, these were typical repetitive tasks like cleaning, tidying up, washing, and ironing, and, as another bigger category, automatic driving. When looking at the mentioned non-wishes, it seems that there are certain qualities participants want to be kept in human hands, like interpersonal interaction, creative tasks, and decisions making. Especially when a living being is involved (e.g., care work, education, child care, pet feeding, plant care), the appropriate interaction might not seem “preprogrammable” and trying to automate it appears as a sign of disrespect. Though more difficult to grasp, a similar “this cannot be right” feeling might underlie the vote against automating arts and creativity. Factually, it is often not discernable whether a piece of art was generated by an algorithm or a human brain. AI shows impressive performance in the field of arts and music [70], and automation has already become common practice in production techniques in video, photography, music, and games [71]. Still, some people might see creativity as something
“holy”, reserved for humans, and consider AI results as “soulless”, which is further fueled by the discussion about whether AI is going to replace creative professionals [72,73]. In contrast, as shown in the spectrum of wishes and related justifications, people see less of a problem with delegating tasks that do not involve such emotionally loaded losses and comprise relatively foreseeable steps to be performed. This pertains, for example, to cleaning tasks, paperwork, or transportation.

To sum up, wishes for automation exist, and there is a lot to gain but, considering the psychological losses and wishes for non-automation, also a lot to lose. Consequently, this underlines that an “all-or-nothing approach”, generally praising or blaming the increasing automation in our society, is not adequate and that it is worth reflecting on the specific consequences.


Following up on the initial exploration of losses through automation along psychological dimensions, an important next step of research seems to be to study consequences of automation on the level of features and interaction design within a given task, how to achieve gains (or prevent losses) along the different dimensions, and what mediating effects might play a role. As one dimension of central interest, we focus on effects of automation on the user’s perceived responsibility. While previous studies were often based on hypothetical interactions (i.e., online vignette studies, see [49]), our research aims to complement these findings by the study of real interaction in a laboratory study and exploring further possible mediators. As such, we assess the perceived device agency, competence, and autonomy as potential mediating factors. In the following sections, we discuss the assumed interrelations and hypotheses.


4.1.1. Device Agency

As already mentioned in the related work section, relevant (and possibly interrelated) mediators of effects of automation on responsibility perceptions include the user’s perceived device agency and the user’s felt autonomy and competence. In general, agency refers to an entity’s perceived capacity to intend and to act, which may comprise aspects of self-control, judgement, communication, thought, and memory [74] (p. 103). In the context of human–robot interaction, the concept of agency is often used to refer to the robot’s degree of autonomy [21,42,44,45,75], and both terms are also used interchangeably. In this understanding, a robot’s autonomy depends on how much it can do independent from human input. This parallels the definition of machine autonomy as “the ability of a computer to follow a complex algorithm in response to environmental inputs, independently of real-time human input” [41] (p. 149). As formulated by Formosa [42] (p. 599), “The more responsive machines are to a greater range of environmental inputs and the greater range of conditions in which machines can act, reason, and choose independently of real-time human input, the higher is their degree of autonomy”. Additionally, researchers in HRI also discuss agency perceptions in the sense of social and moral agency (e.g., [76], for an overview, see [77]) and their role among humans as part of a social environment. In the present study context, however, we focus on the autonomy aspect of device agency in the sense of the robot doing something independently of the user’s input or supervisions.

4.1.2. Autonomy

The degree of robot agency also has implications for the user’s experience and felt autonomy, in the sense of choice while behaving in a way that is congruent with their own values and interests [78]. As discussed earlier, there is an inherent tension between human agency/autonomy and machine agency/autonomy [42,45,79], and it can be difficult to find a good balance [49]. For example, fear of losing autonomy was identified as one of the main reasons why people do not want “smart devices” and AI in their home [80].
Looking at the implications for the user’s perceived responsibility for the result, the user’s perceived autonomy should be positively correlated [78, 81], because autonomy implies being responsible for one’s actions [75]. On the other hand, on a conceptual level, it can be assumed that high levels of device agency and accompanying lower perceptions of user autonomy lead to less perceived responsibility for the result [48]. More specifically, high levels of machine agency are likely to reduce users’ experience of self-efficacy [82], which is conceptually associated with responsibility [83], and therefore also reduce responsibility perceptions. Also, there is first empirical evidence that with higher robot agency, responsibility attributions shift from human to robot [50], so that people tend to feel more responsibility if they feel more agency for themselves (and less for the device) and vice versa [51].

4.1.3. Competence

Finally, in parallel to user autonomy and its interrelations to perceptions of device agency and responsibility, similar effects can be assumed for user competence. For example, studies comparing interaction with automatic and manual devices (e.g., coffee makers [84]) showed lower competence for the interaction with automatic devices. Moreover, similar to autonomy, competence is positively related to self-efficacy [40], and the feeling of competence is important for feeling responsible for an outcome [83]. Therefore, it can be assumed that autonomous devices lead to lower perceptions of user competence.

4.2. Hypotheses and Research Questions

Based on the considerations above, our empirical study of HRI based on the example of a robot vacuum cleaner compared to a regular, non-autonomous manual vacuum cleaner tests the following statistical hypotheses, as summarized in a research model in Figure 5.

**Figure 5.** Research model of assumed relations between device automation, perceived agency, and the users’ perceived autonomy, competence, and responsibility for result.

The degree of device automation and type of vacuum cleaner have an impact on...

**H1.** The user’s perceived device agency. Using a robot is associated with higher agency perceptions than using a manual vacuum cleaner.

**H2.** The user’s perceived autonomy. Using a robot is associated with lower autonomy perceptions than using a manual vacuum cleaner.

**H3.** The user’s perceived competence. Using a robot is associated with lower competence perceptions than using a manual vacuum cleaner.

**H4.** The user’s perceived responsibility for the result. Using a robot is associated with lower responsibility perceptions than using a manual vacuum cleaner.

The user’s perceived responsibility of the result is:

**H5a.** Negatively correlated to the perceived agency of the device.
H6a. Positively correlated to the user’s perceived autonomy.

H7a. Positively correlated to the user’s perceived competence.

The (negative) effect of device automation on the user’s perceived responsibility for the result assumed in H4 is mediated by:

H5b. The perceived agency of the device.

H6b. The user’s perceived autonomy.

H7b. The user’s perceived competence during the interaction.

In addition, we examine the following sets of explorative research questions, by means of qualitative interviews:

E1: Which features or technology designs are most decisive for perceptions of device agency, competence, autonomy, and, in turn, the perceived responsibility for the result? Are there any special aspects that users need to still experience the result of HRI as their work? How could (partial) automation be designed to save work/time for humans but prevent negative effects of automation?

E2: To what degree do users gain feelings of competence from mastering/programming autonomous devices? Is there a “competence shift” from directly creating the result (with the help of the device) to initiating “others” (i.e., the device) to create the result?

4.3. Method
4.3.1. Study Design and Procedure

Our laboratory experiment used a one-factorial between subject design, comparing two different versions of commercially available vacuum cleaners of the same price range. Version 1 was a regular, non-robotic manual vacuum cleaner (Dyson V15 Detect Absolute; Figure 6, left, [85]) with a light beam for invisible dust and a piezoelectric sensor that automatically increases suction power when needed. Version 2 was a robot vacuum cleaner (Dreame L10 Ultra; Figure 6, right, [86]) that was connected through an application on a mobile phone and had different setting options such as the set-up of prohibited zones.

Figure 6. Non-robotic manual vacuum cleaner: Dyson V15 Detect Absolute, left [85] and robot vacuum cleaner Dreame L10 Ultra, right [86].

Participants were randomly assigned to one of the two conditions. When they arrived at the laboratory, they received a brief introduction about topic and procedure of the study and filled in a consent form to take part. The laboratory setting was the following: participants were in a room with a big table and some chairs in the middle and a wardrobe and a desk on the side (see Figure 7). Their task was to imagine that they would expect guests and thus have to clean a specific area in the room with marks on the floor to their own satisfaction in a period of ten minutes. Therefore, they received the vacuum cleaner of their condition and a short introduction on its usage. The size of the laboratory was 23 m² and...
pretests showed that it was possible to clean the entire space in ten minutes. Participants in the robot condition watched the robot from outside the specified area while cleaning but did not intervene during the running procedure (e.g., remove obstacles). The dirt that had to be removed contained a mix of hair, stones, and dust. After the cleaning process, participants completed a questionnaire with different measures as further specified below. This was followed by a short qualitative interview about their experience and implications for the technology design, and then a debriefing. Overall, the participation lasted about 35 min. The study was approved by the institutional review board and informed consent was collected from all participants.

![Figure 7. Sketch of the laboratory room and cleaning area.](image)

### 4.3.2. Participants

Participants were recruited via social media. Participation was voluntary and not incentivized. There were no special requirements besides a minimum age of 16 years. In total, 57 participants took part in the study, including 30 in the non-robotic manual vacuum cleaner condition and 27 in the robot vacuum cleaner condition. The age ranged from 16 to 75 years (M = 28.16, SD = 11.35). Thirty-three reported their gender as female, twenty-four as male. The majority of participants (42, 73%) held a university degree, and for 11 participants (19%, who were still students) the highest educational degree was the secondary school-leaving certificate (e.g., Abitur). The remaining four participants (8%) hold another degree (e.g., vocational education). Thirteen participants (23%) reported that they live alone. Regarding their cleaning routines at home, all participants reported that they use a vacuum cleaner. Regarding the specific type of vacuum cleaner (multiple mentions possible), 12 (21%) used a cordless vacuum cleaner, 44 (77%) used a classical manual vacuum cleaner, and 6 (10%) owned a robot vacuum cleaner. There were no significant differences in demographic variables between the two experimental conditions.

### 4.3.3. Measures

Perceived responsibility for result. Perceptions of the participants’ responsibility for the cleaning result were assessed by an adapted form of the personal responsibility scale [87]. The three items (e.g., “I had the feeling to be responsible for the cleaning result”) were assessed on a seven-point Likert scale (1 = do not agree at all, 7 = extremely agree) and scale values were calculated by averaging the corresponding items. Internal consistency was good for the scale (Cronbach’s alpha = 0.86).

Device agency. The measure of agency of the respective vacuum cleaner was assessed by an adapted form of the product autonomy scale [88]. The five items (e.g., “I had the feeling the vacuum cleaner goes its own way”) were assessed on a seven-point Likert scale (1 = do not agree at all, 7 = fully agree) and scale values were calculated by averaging the corresponding items. Internal consistency was good for the scale (Cronbach’s alpha = 0.82).
Perceived autonomy and competence. Perceptions of cleaning with the vacuum cleaner were assessed by an adapted form of the psychological needs scale [24,89]. Three items referred to autonomy (e.g., “I had the feeling to do what I want”) and three items to competence (e.g., “I had the feeling to manage tasks successfully”). All items were assessed on a five-point Likert scale (1 = do not agree at all, 5 = fully agree). Scale values were calculated by averaging the corresponding items. Internal consistency was acceptable for both scales (perceived autonomy: Cronbach’s alpha = 0.78, perceived competence: Cronbach’s alpha = 0.68).

Outcome of the cleaning. Participants’ ratings of the cleaning success were surveyed by a measure of estimated dirt removal as a percentage. Satisfaction with the outcome of the cleaning was assessed on a seven-point Likert scale (1 = not at all satisfied, 7 = fully satisfied).

Additional data. Furthermore, we assessed some additional measures referring to the overall experience of the usage and evaluation of the vacuum cleaner (e.g., fun, future usage intentions) as control variables.

Person variables. Besides age and gender, we assessed the participant’s education, current occupation, whether they were living alone or with others, the type of vacuum cleaner/cleaning device they were using in their home, and general technology attitude. Technology attitude was assessed with an adapted form of one subfactor of the attitude towards technology scale [90]. The three items (e.g., “Technology is very important in life”) were assessed on a five-point Likert scale (1 = not agree at all, 5 = fully agree) and scale values were calculated by averaging the corresponding items. Internal consistency was good for the scale (Cronbach’s alpha = 0.76).

Qualitative interview questions. Finally, participants answered a subset of open questions. The first part of the interview referred to the experience of using the vacuum cleaner of its condition (“Reflect on the experience of using the vacuum cleaner”), with a specific focus on competence and autonomy (“To what degree did you feel competent and why?”; “To what degree did you feel autonomous and why?”). The second part of the interview referred to more general reflections about autonomous technology and the resulting user experience (“Also besides from a vacuum cleaner—to what degree do you feel that the programming or adjusting of settings of a technology could be a source of competence?”) and deciding features (“Regarding (partially) autonomous technology—are there any specific features that are deciding for you to still feel sufficiently autonomous, competent, and responsible for the result?”).

4.3.4. Data Analysis

The statistical software IBM SPSS statistics version 29 was used to perform all statistical analyses. Qualitative data were categorized by different steps of the qualitative content analysis oriented on Mayring [91]. The interviews were transcribed verbatim and categories of answers were developed for each interview question. For questions with a strong relation to theoretical concepts (e.g., competence, autonomy) we applied the step model of deductive category application. For more open questions (e.g., relevant features for autonomy perceptions) we applied the step model of inductive category development. The unequivocalness of categories was checked by handing the interview data, categorization scheme, and coding guideline (i.e., short definitions of the categories) to a second rater, resulting in good interrater reliability (ICC = 0.92–0.94).

4.4. Results

4.4.1. Hypotheses Tests

With regard to H1–H4, t-tests showed that, as assumed, using the robot vacuum cleaner was associated with higher perceptions of device agency than using the non-robotic manual vacuum cleaner (H1, t(55) = 8.70, p < 0.001, d = 1.04), but with lower autonomy perceptions (H2, t(55) = 3.92, p < 0.001, d = 0.75), lower competence perceptions (H3, t(55) = 4.53, p < 0.001, d = 0.76), and lower responsibility perceptions (H4, t(55) = 11.97,
Figure 8 shows mean values and standard deviations for the different measures.

\[ \text{Mean values and standard deviations for perceived device agency (scale range 1–7), and the users' experienced autonomy (scale range 1–5), competence (scale range 1–5), and responsibility for result (scale range 1–7) depending on the used type of vacuum cleaner. Note: standard deviations in brackets.} \]

In line with our further hypotheses, the user’s perceived responsibility for the result was negatively correlated to the perceived agency of the device (H5a, \( r = -0.76, p < 0.001 \)) and positively correlated to the user’s perceived autonomy (H6a, \( r = 0.48, p < 0.001 \)) and the user’s perceived competence (H7a, \( r = 0.68, p < 0.001 \)). In addition, we conducted a linear stepwise regression with device agency, autonomy, and competence as predictors and responsibility as the criterion in order to analyze the different measures’ relative relevance for responsibility attribution in parallel. The best model (\( R = 0.85, R^2 = 0.72 \)) with 72% explained variance included two predictors. Device agency (\( b = -0.68, p < 0.001 \)) and competence (\( b = 0.82, p < 0.001 \)) both appeared as relevant predictors of responsibility attributions, but autonomy was excluded since it did not add a significant amount of explained variance. An additional linear stepwise regression analysis included technology (robot = 1, manual = 0) as a possible predictor. In this case, the best model (\( R = 0.90, R^2 = 0.81 \)) with 81% explained variance includes technology as the strongest predictor (\( b = -1.70, p < 0.001 \)), besides device agency (\( b = -0.326, p = 0.003 \)) and competence (\( b = 0.553, p < 0.001 \)), and again autonomy is excluded.

In a next step, according to H5b, H6b, and H7b, we conducted a mediation analysis using PROCESS by Hayes [80] to assess if agency, autonomy, and competence would mediate the significant effects of the type of vacuum cleaner (manual vs. robot) on responsibility attribution. It uses linear least squares regression to determine unstandardized path coefficients of the total, direct, and indirect effects. We used Model 4 and bootstrapping with 5000 iterations along with heteroscedasticity-consistent standard errors [92] to calculate confidence intervals and inferential statistics. We considered effects as significant if the confidence interval did not include zero. For contrast coding (manual vs. robot), we used
an indicator coding with manual as the reference group. Figure 9 displays the mediation model showing the effect of the type of vacuum cleaner (manual vs. robot) on the perceived responsibility for the result as mediated simultaneously by perceived device agency, user autonomy, and user competence. Direct effect (path c') represents the effect of a manual vs. robot vacuum cleaner on responsibility attribution when the mediators are included in the model. Indirect effects (path a1-b1, a2-b2, or a3-b3) represent the effect of the vacuum cleaner on responsibility attribution through device agency or user autonomy or user competence, respectively. In line with our hypotheses, it showed that the total effect of the type of vacuum cleaner (path c) on responsibility attribution was mediated by device agency (H5b, indirect path a1-b1) and by user competence (H7b, indirect path a3-b3). For both variables, bootstrapping analysis revealed a significant indirect effect, as the 95% CI did not cross zero (agency: CI [−0.80, −0.17], competence: CI [−0.58, −0.14]). However, other than assumed in H6b, autonomy did not appear as a significant mediator (indirect path a2-b2) and the 95% CI crossed zero (CI [−0.172, 0.40]). The model also showed a significant direct effect (path c') of the type of vacuum cleaner on responsibility attributions, indicating that the mediating effect of device agency and user competence was only partial, i.e., the direct effect (path c') was smaller than the total effect (path c) but remained significant.

![Mediation Model](image)

**Figure 9.** Mediation model showing the effect of the type of vacuum cleaner (manual vs. robot) on the perceived responsibility for result as mediated simultaneously by perceived device agency, user autonomy, and user competence. The figure shows unstandardized regression coefficients (**p < 0.01, ***p < 0.001, n.s. = not significant).**

4.4.2. Exploratory Quantitative Analyses

On average, participants rated that 84% (min = 75, max = 100) of the dirt was removed, with no significant differences depending on the type of vacuum cleaner. Regarding satisfaction, mean values were in the upper scale range for both types, with higher values for the manual vacuum cleaner (M = 6.33, SD = 0.76) than for the robot vacuum cleaner (M = 5.78, SD = 0.93, t(55) = 2.48, p < 0.01). It showed that the perceived responsibility for the results was correlated to the perceived cleaning success, however, only for the manual vacuum cleaner (r = 0.40, p < 0.05) and not for the robot (r = 0.01). Furthermore, device agency was negatively correlated to user autonomy (r = −0.43, p < 0.01).

4.4.3. Qualitative Analyses

In the following sections we report findings and sample statements for the four central interview questions. Table 2 reports the frequency of mentions of participants’ categorized answers for the four interview questions across the two device conditions/whole sample of participants (N = 57).
Table 2. Frequency of mentions of participants’ categorized answers for the four interview questions across the two device conditions/whole sample of participants (N = 57).

<table>
<thead>
<tr>
<th>Question</th>
<th>Category Answer</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) To what degree did you feel autonomous during the interaction and why?</td>
<td>not/little autonomous</td>
<td>7</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>medium level of autonomy</td>
<td>15</td>
<td>26%</td>
</tr>
<tr>
<td></td>
<td>very autonomous</td>
<td>34</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>other/missing</td>
<td>1</td>
<td>2%</td>
</tr>
<tr>
<td>(2) To what degree did you feel competent during the interaction and why?</td>
<td>not/little competent</td>
<td>5</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>medium level of competence</td>
<td>15</td>
<td>26%</td>
</tr>
<tr>
<td></td>
<td>very competent</td>
<td>34</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>other/missing</td>
<td>3</td>
<td>5%</td>
</tr>
<tr>
<td>(3) To what degree do you feel that the programming or adjusting of settings of a technology could be a source of competence?</td>
<td>programming as a competence/frustration source</td>
<td>21</td>
<td>37%</td>
</tr>
<tr>
<td></td>
<td>programming no good competence source</td>
<td>10</td>
<td>18%</td>
</tr>
<tr>
<td></td>
<td>partly/another type of competence</td>
<td>24</td>
<td>42%</td>
</tr>
<tr>
<td></td>
<td>meta-reflections</td>
<td>2</td>
<td>4%</td>
</tr>
<tr>
<td>(4) Are there any specific features which are deciding for you to still feel sufficiently autonomous, competent, and responsible for the result?</td>
<td>opportunity for manual control, haptic experience</td>
<td>14</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>define the basic rules</td>
<td>13</td>
<td>23%</td>
</tr>
<tr>
<td></td>
<td>meta-reflections</td>
<td>13</td>
<td>23%</td>
</tr>
<tr>
<td></td>
<td>mapping the apartment, defining the robot’s way</td>
<td>8</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>dialogue with the technology, transparency, hints</td>
<td>5</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>defining the power</td>
<td>3</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>defining the time of operation</td>
<td>1</td>
<td>2%</td>
</tr>
</tbody>
</table>

(1) To what degree did you feel autonomous during the interaction and why? In the manual group, 5 of 30 participants (17%) declared they felt a medium level of autonomy (e.g., “The way it rolls is a bit weird. Sometimes I had the feeling that it moved in another direction than I intended” [P42]), and the remaining 25 (83%) felt fully autonomous during the interaction (e.g., “I felt very, very autonomous. It has practical functions but it is me who has to vacuum. At every point in time, it is in my control whether a spot will be clean or not” [P18]).

In the robot group, 7 of 27 participants (26%) declared they felt no or little autonomy, emphasizing that the robot takes the main role in the task (e.g., “I didn’t feel autonomous. Though I could adjust some settings, in the end it is the robot who does the work” [P52], “Well, the robot does everything” [P5]). Ten (37%) felt a medium level of autonomy, often referring to adjusting the settings of the robot via app (e.g., “Of course I was autonomous while using the app. But not during the cleansing interaction. That was totally the robot’s job” [P43], “Of course, I could adjust many settings before the actual cleansing starts. But in the moment, I send the robot to its way I don’t have much impact anymore” [P15]). Nine (33%) felt fully autonomous during the interaction, also referring to the app (e.g., “Very autonomous. In the context of the app I could do everything I wanted without any limits. There were no restrictions where I have to draw a line (to mark the areas the robot should leave out) or anything” [P10]). One person was undecided and the answer was not further categorized.

(2) To what degree did you feel competent during the interaction and why? In the manual group, 3 of 30 participants (10%) declared they felt a medium level of
competence, 26 (83%) felt fully competent during the interaction, referring to themselves as the one who ultimately had the control and critical impact (e.g., “You have everything in your hands. The result is up to you” [P18], “Very competent. The vacuum cleaner did roll very well but it was me who gave the initiative impulse” [P24]), with a satisfying result (e.g., “Very competent. With the laser feature you can see even smallest particles of dust. And then you see, it is really, really clean” [P1], “I really managed it that everything is clean now. All the dust clouds are gone. Its visibly clean now” [P2]). One person was undecided and the answer was not further categorized.

In the robot group, 5 of 27 participants (19%) declared they felt no or little competence (e.g., “I actually was not involved very much” [P50], “No, not very much. I had to adjust some settings—but what else?” [P46]), 12 (44%) felt a medium level of competence, and 8 (30%) felt fully competent during the interaction. Two persons were undecided and their answers were not further categorized.

(3) Also besides from a vacuum cleaner—to what degree do you feel that the programming or adjusting of settings of a technology could be a source of competence? Referring to the whole sample of participants, 21 of 57 (37%) agreed that also the programming or adjusting of settings of a technology could be a source of competence. As one participant explained “When more and more things become automated, what will count is who manages to program the automation in the best way. I can well imagine that this question will be a source of competence one day” [P18]. Others referred to the time savings (“I would feel competent because I get the most out of my time” [P21]) or interpreted programming the robot as leadership (“I think that this is perhaps also the understanding of good leadership, that one guides and supports, but leaves autonomy to others” [P25]). In contrast, 10 (18%) clearly disagreed, declaring that it is “a totally different concept” [P36], “not the same satisfaction you get from physical doing” [P9], and that “it still makes a big difference whether you are competent to set up a task or to actually do it on your own” [P27]. Twenty-four (42%) partly agreed and, for example, explained that programming a technology would enable “another type of competence” [P31, P32, P41] but on a “lower level than handling the technology on one’s own” [P29]. Finally, two (4%) gave meta-reflections or defined special conditions such as that feeling competent about adjusting settings was “only possible for special tools that require a lot of knowledge but not for everyday tools like a vacuum cleaner” [P15].

(4) Regarding (partially) automated technology—are there any specific features which are deciding for you to still feel sufficiently autonomous, competent, and responsible for the result? Participants’ answers to this question showed a wide variety, and many did not name a specific feature but rather general aspects. The most frequently named category with 14 mentions (25%) was opportunity for control/manual intervention and haptic experience, such as “some kind of haptic feedback is always satisfying. The result is important but also the feeling that you have done most of it yourself. That you don’t have the feeling that your work is being taken away from you or that you’re not responsible for it. That you at least set the impulse yourself” [P9]. Thirteen participants (23%) declared that it was important to them to define the basic rules. Thirteen (23%) reported meta-reflections (e.g., “Humans are probably not aware how much technology already does for us all the time. Even if its automated you can get the feeling you do it yourself. Like with automatic driving” [P55]). Five (9%) wished for a kind of dialogue with the technology that supports transparency or hints what they could do better (e.g., “So I think it’s good if you get such a report, because then I had the feeling that I’m the supervisor and then I only have one result to control and then it would be even easier for me to give the control out of my hand” [P25], “If you could have a dialogue with the tool or ask questions. That it also explains to you why it works the way it does” [P45]). Others referred to the example of the robot vacuum cleaner and features such as mapping the apartment or defining the way of the robot (8, 14%) and defining the power (3, 5%) or time of operation (1, 2%).
4.5. Discussion

Our study explored the effects of using a robot versus non-robotic tool for daily household tasks (here: vacuuming the apartment) with regard to user experience and responsibility judgments. As central findings, it showed that using the robot vacuum cleaner was associated with lower responsibility for the result. This effect was mediated by the perceived device agency (which was higher for the robot and negatively associated with responsibility) and the user’s perceived competence (which was higher for the manual vacuum cleaner and positively associated with responsibility). The interviews after the interaction revealed that with regard to competence, a central driver was the continuous feeling of control in the manual condition whereas in the robot condition the lacking involvement in the cleaning process (asides from the adjusting of settings beforehand) was associated with lower levels of competence. In effect it turned out that a central issue was whether the adjusting of settings and predefining what the technology will do were experienced as an additional or at least substitutional source of competence and something that one could be proud of. This was true for some participants who declared that they could also feel competent about the successful programming. Other participants were undecided and saw this as another type of competence, but not of the same quality as being directly involved, like with a manual device. Also, some persons saw using the robot as an overall attractive tradeoff, explaining that although the task was less satisfying for them they would accept the experiential cost because of the time savings. In this regard, it would be interesting to find out whether this “tradeoff” can still be optimized. For example, a question could be whether there is a sweet spot for the amount of adjustments for (robot) devices, which keeps feelings of competence, autonomy, and responsibility for the outcome but does not overburden the user.

In line with previous vignette studies (e.g., [93]), we found that people feel less responsible for a result if it is achieved with the help of a robot compared to a less autonomous manually operated device. In addition, our research complements previous studies by revealing competence and device agency as additional mediators of this effect, which forms an important extension of HRI theory. Transferred to HRI design, especially with regard to competence, it seems interesting to further analyze what exactly impairs the feeling of competence in the robot interaction, and, in a next step, how this might be addressed in the design of robots, including approaches beyond mere adjustments or upfront programming of the robot. If we can identify particular components of the task or interaction design that make the user feel more competent and included in the task, this could be a starting point to improve the UX and enhance feelings of responsibility but still keep the advantages of using a robot (compared to a regular non-autonomous tool).

To this aim, the present findings could also be interpreted in light of classical findings from working psychology, such as overcoming a challenge and success as a central reason for liking a task [94] or a negative impact of unfinished tasks on flow and wellbeing (e.g., [82,95,96]). Also, the perceived immediacy or directness of one’s impact on the result could be a deciding factor. For example, in a study on work satisfaction in the context of nursing [97], direct care tasks that involve extensive face-to-face contact with patients (e.g., oral hygiene, skin care, teaching patients, comforting/talking with patients, preparing patients for discharge) were more relevant for the nurses’ satisfaction and affect than indirect tasks that do not require intensive patient contact and interaction (e.g., charting, reviewing diagnostic test results, patient history reviews). The latter may be equally important parts of overall care quality from a rational perspective, but possibly not from an experience perspective. Similarly, while the right preprogramming of a cleaning robot is obviously an important step to the overall result, clearing away the dirt with one’s own manual power might be more effective from an experiential perspective.

On a broader level, this study adds to the ongoing debate on the interaction between agency or autonomy of machines and humans [42,45,79]. Interpreted positively and assuming synergistic effects, intelligent, autonomous devices could enhance users’ autonomy by helping them to achieve more valuable ends and thus enhance their scope of action [42,45].
In contrast, one could also argue that device autonomy harms human autonomy, because humans can achieve fewer valuable ends themselves [42]. In line with this, our data showed negative correlations between device agency and the users’ perceived autonomy and also lower autonomy, competence, and responsibility perceptions when using the robot vacuum cleaner. Moreover, their statistical correlation as well as their strong conceptual interrelation might also indicate that device agency absorbed possible mediating effects of the users’ perceived autonomy. Future work should further explore under which circumstances device agency enhances or decreases users’ felt autonomy and which design aspects might be decisive.

5. General Discussion

The present work represents a first approach to a more structured reflection on possible losses through automation from a psychological perspective. While previous studies mentioned single dimensions, an integrated view on these was still lacking. The framework of seven dimensions of automation applied here proved to be a simple, valuable tool in the present investigation and could offer some intriguing insights. For example, it showed that time savings are the main driver for wanting to automate a task but, at the same time, a gain in time is by no means sufficient to vote for automation. Indeed, there are many other relevant dimensions where participants perceived losses rather than gains, resulting in split votes for or against automation across the five studied tasks. In sum, it showed that people are able to differentiate between gains and losses through automation in different (psychological) dimensions and between different tasks. Also, they showed a sophisticated attitude and could well justify their vote for or against automation in specific cases, whereby the present list of dimensions served as a helpful impulse and framework of reflection. Also, one can more easily identify task characteristics that must be considered to minimize psychological losses in automation and what design solutions that integrate automation while keeping psychological value might look like.

In this way, our research provides theoretical, methodological, and content-related contributions, supporting a better understanding and more informed design of automation in HCI. It delivers advanced insights into the underlying rationales and experiences of peoples’ automation preferences.

5.1. Implications for Design

Regarding design implications, deeper studies of the concrete interaction and design of (semi-)automated systems could help to identify what could be done to design the human part in the human–robot interaction as more direct and complete. For example, as very basic ideas, it could help if the human can adjust the settings on the robot itself (and not via an app), and it could help if the human finalizes the task by a review of the cleaning statistics and presses a “finish” button after the instrumental task is fulfilled (here: the room is vacuumed). On a more general level, such considerations also reveal somewhat conflicting goals in robot design: at first, one designs a robot to take away the work from the human. Then one realizes that this brings new problems for humans’ experience and design a button to make the human feel he or she does the work again. Finding a good balance between robot automation and integration of the human thus remains a central goal for human–robot interaction design (see also [21]). Another starting point could be a more direct relation between one’s own impact/power and its exponentiation through the device. For example, on the data sheets of e-bikes of the bike manufacturer Specialized, the bikes’ power is reported with regard to the rider (e.g., “Rider Amplification: 2x You”), which makes the connection between the bike and rider more obvious (Specialized 2023, [98]. This small notion creates a frame for interpretation: instead of viewing the e-bike as a cheat (the bike is doing all the work), the bike is instead seen as an amplifier of the rider’s own power, leaving room for claiming responsibility of challenging tours. Similar approaches might be transferred to robot design as well. Altogether, such ideas must be explored in a systematic
way and be aligned with the expertise of interaction designers and psychological issues, such as the aesthetics of interaction [63].

For example, when automating household tasks, small but deliberate details in the interaction design, even on the level of basic attributes (e.g., does the interaction feel fast or slow? Powerful or gentle? Direct or indirect? See also [62,63]), could decidedly strengthen the dimensions of competency, transparency, autonomy, responsibility, and overall involvement in the task. This reflection could lead to very different approaches. Recent developments in the vacuum cleaner market as explored in study 2 can serve as an illustration. On one end of the spectrum is the robotic cleaner with an app or machine interface that allows for (but does not necessarily require): extensive manual intervention, transparency through reports about the cleaning success and difficulties, and involvement in the way of programming the robot (e.g., mapping the apartment, defining the path of the robot, its power level, or time of operation). On the other end of the spectrum is the deliberate design of a manual vacuum (of course cordless, bagless, and lightweight). While this approach is likely to be more time intensive, it offers the experience of competence, autonomy, and responsibility in a more direct way. This is especially true when the experience of task performance is optimized by equipping the user with additional “superpowers” like making hidden dust visible with the help of an LED light, as featured in some recent vacuum cleaners (e.g., Dyson V15 Detect Absolute).

At the same time, the present findings highlight that automation is not necessarily a problem per se. The negative effect of automation on responsibility is mediated by variables in between such as the user’s competence and the perceived device agency. Hence, an important next step for responsible automation would be to reflect on how these mediators could be influenced by design and to find a way that users perceive the technology as less agentic (e.g., probably not an anthropomorphic look) and still feel competent (e.g., retain some manual operations, promote competence in the programming).

Also, the listed dimensions support a systematic exploration of possible losses through automation, which can be used in research and design. For example, we could well imagine using the list as a trigger for reflection within future-scenario methods, which aim to assess and critically evaluate the impact of technical innovations on individuals and society (for recent overviews, see [99]). Many of these methods suggest a particular structure of reflection and visualization of possible futures, sometimes also suggesting a checklist of content factors to support the systematic reflection from different aspects. For example, the Futures Wheel [100,101] is a visual brainstorming method where the center of a wheel represents the factor of interest (e.g., a new technology) and the imagined consequences are visualized as concentric rings around the center. Building on a similar visual metaphor, the Future Ripples Method [102] uses the metaphor of throwing a pebble (representing a “what-if”) into water, mapping out its consequences as ripples, whereby the STEEPLE framework (i.e., social, technological, economic, environmental, political, legal, and ethical factors) serves as a frame of reflection. Within such methods, the present list could also serve as a frame of reflection, particularly suited to evaluating technical innovations that rely on automation.

5.2. Limitations and Future Work

The approach to studying the possible effects of automation in HCI presented here comes with particular limitations to consider.

Regarding the suggested framework of possible psychological losses, additional steps are needed to further advance the contribution and possibilities of application. The dimensions used here are a synthesis of existing positions, common arguments, and related psychological theory. However, there was no structured process of development and further studies could experiment with more or fewer dimensions in order to ensure validity and methodological rigor. Also, we could work on more precise, unequivocal definitions of the dimensions. For example, regarding the dimension of autonomy, here defined as “creative freedom and the freedom to do things your way”, participants could refer to the creative
freedom within the task (which is typically reduced through automation) but also to the freedom one attains through not having to care for a task (a similar interpretation as for the time investment dimension). This could also include experimenting with multiple items per dimension. In the present study we deliberately decided on a straightforward, one-item approach (i.e., only one measure per dimension), which supports efficient assessments across a larger number of tasks to test the general suitability of the approach. However, from the perspective of reliability and test theory, multiple items could be an interesting approach for future studies. Therefore, in the next steps of research, we want to examine the present dimensions more systematically, potentially extend them, and explore a more tool-like representation (e.g., guidelines, questionnaires, question tree, card sets) with the aim to deliver a more profound basis for research or guidelines for interaction design.

Also, the present study only provides limited insights into the concrete consequences of automating specific tasks and what would be responsible in this case. In study 1, participants judged automation based on their individual imagination regarding automating different tasks of daily life. Of course, there could be vast differences in how participants interpreted the task description and how they imagined the automation. Our sample was rather small, with the majority of participants being female, limited to German-speaking countries, and possibly not representative in terms of further factors. It was still valuable to test the suitability of the approach, e.g., whether the dimensions are understandable and trigger reflections or fundamental insights into the topic. However, if the aim is to attain solid insights into automating a specific task, more research is needed. Indeed, there could be in-depth studies for each specific case, also contrasting different types of semi-automation or studying the effects in field research, also looking at relationships and possible individual variables which could possibly effect judgments on automation (e.g., age, culture).

Regarding study 2, a main limitation of the present study refers to the question of generalizability and external validity of findings. The laboratory setting, comparing two devices in a controlled environment, and using the same task and conditions (e.g., furniture, dirt conditions, range of adjustments) supported a high internal validity, which forms an important requirement for statistical testing and modeling theoretic considerations. However, we must acknowledge that this fixed procedure differs from the typical usage of a robot vacuum cleaner (or other robotic devices) in private homes in daily life. For example, in our study, participants did not adjust that much on the devices besides some basic settings, which might not be ideal conditions for an experience of mastering a challenge (and a resulting feeling of competence [103]). Also, with regard to the responsibility ratings, the artificial setting could lower the external validity. One could imagine that feelings of responsibility are also related to a sense of ownership and might be generally higher for results in one’s private place than for results in some external setting that is not one’s home. Though this effect would relate to both groups (manual, robot) and thus does not question the found group differences, future research should study the correlations of interest in longitudinal field studies. For example, in actual use, robot cleaners usually need much more intervention than the name robot suggests, such as moving obstacles or changing settings for them to perform better. This may also affect the perceived levels of autonomy, machine agency, and responsibility. Also, in daily life, the interaction with a vacuum cleaner or any other autonomous supporting tool usually takes place repeatedly over a longer period of time. Resulting good or bad experiences and the amount of engagement with the tool could also influence the perceived responsibility. For example, if a user sets up the autonomous cleaning tool and adapts the setting so that at the end it fits perfectly into its own home this might enhance feelings of responsibility and experiences of success might fuel further engagement. On the other hand, the engagement could also be lowered in the long run. In contrast to our laboratory study, in daily life, the engagement with the robot competes with many other daily tasks, and people may not want to spend much time on experimenting with the perfect adjustments. All this makes longitudinal studies in some field settings an important task for future work. Also, one may question what the
found differences in autonomy between the two vacuum cleaners really mean in practice. Regarding autonomy, one could argue that it is to some degree “natural” that a manual vacuum cleaner feels more autonomous for the operator than a robot. Still, especially if this “natural connection” comes with other consequences (e.g., responsibility), we believe it worth highlighting such relationships and consciously considering these when designing HCI (e.g., reflecting on what could be done to enhance feelings of the operators’ autonomy).

Moreover, future studies could further explore effects of possibly relevant person variables. While our study did not find effects for age, gender, or general technology attitude, there might be further variables of relevance such as cultural background or personal interest in smart technologies, robots, and/or programming. For example, regarding the question of competence, in the interviews in study 2 several participants mentioned that this could be a question of “individual type” and what makes one feel competent.

Also, we deem it important to extend this research to other application areas and to analyze in which areas it is more (or less) important to retain responsibility perceptions on the user’s side. Of course, the present findings based on a particular household task may not be directly generalizable to other areas. Different tasks may inherently carry different levels of autonomy which may go along with different user expectations, and in turn, ratings of perceived responsibility. Especially in risk-related applications of robots such as health or engineering, the question of responsibility is of high practical and ethical relevance, and it would be important to know about how the inclusion of robots changes peoples’ work practices, e.g., whether they (double) check a result depending on if it was achieved by them alone or in joint work with a robot. Also, the user’s experience of the interaction may differ. For example, a robot that helps in a hospital or car engineering might evoke different feelings of competence for the people working with it and could thus lead to different results. We believe that the general issue of responsibility when using robots (or other semi-autonomous systems or AI applications) has relevance for many contexts. However, different tasks may inherently carry different levels of responsibility and influence the user’s perceived agency and competence.

Finally, while the focus on responsibility and potential risks of lowered responsibility perceptions might suggest making a robot appear less autonomous and therefore less “robotic”, the design of human–robot interaction should also consider the special benefits, characteristics, and “psychological superpowers” of robots (also see [75,104]) and what characterizes their “species” [105]. Finally, we argue considering HCI from all perspectives and consequences on all levels, including research questions such as: Besides practical advantages, are there any special benefits of using an automated tool/robot (instead of a manual tool) from an experiential perspective? Would people consider it a worthwhile experience to watch the robot doing the work and what would be a socially adequate framing of this human–robot interaction (also see [106]) or adequate framing parallel to human–human interaction (e.g., [107])? What could be general guidelines for an adequate share of work between human and robot in a task—or is this highly context dependent and can only be answered from case to case, from person to person (and robot to robot)?

6. Conclusions

The present reflection on responsible automation can be seen as one part of the broader idea of responsible design. In line with existing approaches in HCI with a focus on the experiential consequences of interaction design, the designer’s responsibility, and related moral questions (e.g., moral design [108], experience design [109], as well as design for values [110]), we want to enhance the awareness for the complex “costs” of design decisions.

While it is generally emphasized that designers must be empathetic towards the users it is often not so easy to grasp what this means content-wise: Which needs and values are to be considered, what is beneficial for people and what is not?

The topic of automation represents a prime example, where many controversial positions are thinkable. Some might argue that it is undignified to let people do repetitive tasks that could be easily performed by machines, while others might argue that they
love those repetitive tasks, as a source of recreation, competence, or room for reflection. Some argue that they would use the time saved through automation for “better purposes”, while others argue that most of the time “saved” is quickly spent or just “disappears” (e.g., on social media, watching TV, or working), which can quickly end up in a philosophical debate about which is the best way to spent one’s lifetime. At least, it becomes clear that the topic of automation is complex and we probably will not automate decisions about automation in the near future. Still, we deem it important to acknowledge this complexity and advance the perspective. While there already exist several models that assist designers to decide “which system functions should be automated and to what extent” (e.g., [69]) with pragmatic criteria like performance and safety, the present approach can complement these from experiential aspects. Though it cannot (automatically) answer or decide what is responsible, it can help to consider a bigger picture. With an advanced terminology, it facilitates discussion and argumentation about why what seem to be responsible, and more conscious, informed design decisions.

Particularly in the context of AI, there are currently many important discussions about details of automation, Explainable AI (i.e., AI systems intended to self-explain the reasoning behind system decisions and predictions [111]), or how to deal with unwanted or unexpected consequences of AI applications, such as algorithmic “biases” through existing patterns in the training data (e.g., [112,113]). Still, we deem it important to also look at the simple, direct effects of automation per se, including questions such as: Is this actually a task that should be (semi-)automated? Who will profit from it and in what way? How could it be automated with minimal losses? Are there parts which could be kept in human hands? Especially in light of the impressive recent advancements in the context of artificial intelligence, an increasing number of tasks can be delegated to technology, and seemingly almost any domain can profit from AI. Therefore, it is even more important not to blindly implement what seems comfortable or promising at first glance but to take a wider look at what this means for individuals’ psychological state and the transitions in a society.

As a take-away message, we may conclude that automation has potential and is helpful and appreciated in many areas of life. At the same time, this automation comes with particular costs on the psychological level. Depending on the design, it can impair competence and autonomy and reduce the felt responsibility for the result. This is not necessarily problematic. As explained by some participants in our interview study, one may happily accept a less fulfilling vacuuming for having more time for other things in life. However, if continuing this line of thought, at some point the following question remains: If, one day, people stop composing music or painting pictures because AI can do it for them, or hand over responsibility for life to medical robots, there is probably not much left for humans to do. Hence, what is so important to us that we do not want it to be automated? And where is it important that humans still feel responsible? In the end, it is up to us and designers to decide to what degree we want our world to be automated and which parts of HCI might be better kept in human hands. Studies such as the present one can be a basis for conscious decisions.
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Appendix A

Study 1: Overview of measures.

Ratings of gains and losses through automation

Imagine you had a machine that completely fulfills the task of XX for you. You don’t have to do anything except pressing a start button. What would that mean for your experience? In which aspects would you gain or lose something? Please rate your experience by the following statements (1 = losing, 7 = gaining):

- Meaning—experiencing the activity as meaningful
- Transparency—understanding connections and knowing what’s happening
- Autonomy—creative freedom and the freedom to do things your way
- Competence—feeling capable, learning, achieving something and being proud of it
- Responsibility—feeling responsible for the result
- Reflection—reflecting on the activity and gaining insights
- Time investment—gaining time for other things important in life

Global rating

All in all, how desirable do you find automating the idea of automating XX? (1 = not desirable, 7 = desirable):

Wishes for automation

Imagine you could make a wish to an inventor: Which activity should definitely be automated?

Non-wishes for automation

Now you have a wish for a non-invention: Which activity should definitely be preserved for people and not taken over by machines?

References


72. Joshi, B. Is AI Going to Replace Creative Professionals? Interactions 2023, 30, 24–29. [CrossRef]


78. Moreau, E.; Mageau, G.A. The importance of perceived autonomy support for the psychological health and work satisfaction of health professionals: Not only supervisors count, colleagues too! Motiv. Emot. 2011, 36, 268–286. [CrossRef]


**Disclaimer/Publisher’s Note:** The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.