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Abstract: This paper presents safe coverage control algorithms for multi-agent systems, integrating Centroidal Voronoi Tessellation (CVT) and control barrier functions (CBFs). This study aims to ensure safety and spatial optimization by combining CVT and CBFs for obstacle avoidance, testing the controller through simulations, and verifying the results with RT mobile robots. This development of safe coverage control algorithms for multi-agent systems achieves a synergy that addresses both safety and spatial optimization, which are crucial for multi-agent systems. The proposed CVT-CBF-based controller has been validated through extensive simulations in the ROS/Gazebo environment and physical experiments with RT robots, demonstrating its effectiveness in achieving collision-free coverage. This study provides a comprehensive understanding of the integration of CVT and CBFs for safe coverage control with obstacle avoidance in multi-agent systems, highlighting both its potential and the necessary considerations for practical deployment.
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1. Introduction

Modern research on multi-agent systems covers various aspects, including task allocation, communication protocols, coordination strategies, obstacle avoidance, etc. Each of these aspects plays a crucial role in the overall functionality and performance of the multi-agent systems. In this paper, we cover obstacle avoidance and coverage control for multi-agent systems. These aspects are important for maintaining system efficiency in complex environments.

In recent years, there has been a growing focus on research and studies related to multi-agent coverage control. This evolution has come from the idea of a single robot to the collaboration of many agents in the environment [1]. The main purpose of multi-agent coverage control is to direct the agents to cover a certain area in space, whether it is 2D or 3D. This problem is especially important in applications such as security, surveillance, and search and rescue in disaster areas [2]. An important application of multi-agent management is the monitoring and protection of certain areas through the use of mobile agents equipped with sensors. Additionally, multi-agent systems can also benefit from the integration of tactile sensors such as those in [3,4], which can enhance their sensory capabilities and improve their interaction with complex environments. The benefits of employing multi-agent coverage control methods include increased robustness, scalability, efficiency, and redundancy.

Recent advancements in computational neural network algorithms have further enriched the field of control and navigation in multi-agent systems. Notable methods include observer-based adaptive fuzzy finite-time attitude control for quadrotor UAVs [5,6] and...
anti-saturation fixed-time attitude tracking control for uncertain quadrotor UAVs with external disturbances [7]. These approaches offer promising solutions for managing computational burdens and enhancing the system’s performance in real-time applications. For instance, observer-based adaptive fuzzy finite-time control leverages neural network techniques to achieve precise and efficient control, while anti-saturation fixed-time control addresses the challenges of computational load and external disturbances, ensuring a robust and reliable performance in practical systems.

Managing the coverage of multiple agents is a complex task, especially in dynamic environments with varying density functions [8–13]. Agents in such environments need to adjust their positioning to ensure effective coverage, taking into account changing factors such as moving obstacles, evolving terrain conditions, and fluctuations in environmental variables like temperature, humidity, and pollution levels. Additionally, the density function reflects the spatial distribution or concentration of a specific attribute or entity within the environment. For instance, in surveillance scenarios, the density function might indicate the probability of activity or events happening in different areas.

Controllers available in the literature [8–10] can adapt to changing environments with varying density functions and in [11–13] address systems with uncertainties. These algorithms are based on the concept of CVT, where agents are represented as points and confined within cells to prevent collisions. However, collisions may still occur when these algorithms are applied to real agents, even if the agents are designed to have zero radius, which is not realistic. To solve this problem, [14–16] suggests several approaches based on the buffered Voronoi cell. The buffered Voronoi cell incorporates a safety radius to adjust the edge of each Voronoi cell, ensuring that collisions are avoided as long as the agents remain within their cells. However, this modification also involves path planning and tracking at each step. The effectiveness of this approach in avoiding collisions in the presence of system uncertainties has not been tested. These uncertainties can potentially cause agents to deviate from the BVC and result in collisions. Successful obstacle avoidance can be achieved when an agent gathers information about its surroundings, combines this information to create a symbolic model of the environment, and then uses this model to make informed decisions. Based on this model, the agent can autonomously plan a path to avoid obstacles [17].

The field of obstacle avoidance algorithms has been extensively researched and developed due to its importance in various applications. However, many algorithms have significant limitations when obstacles are unknown. Traditional obstacle avoidance algorithm methods include the bug algorithm, potential field algorithm, and vector field algorithm [18–20], while intelligent obstacle avoidance algorithm methods include the genetic algorithm, fuzzy logic algorithm, and neural network algorithm [21–24].

The bug algorithm is the simplest obstacle avoidance algorithm, involving finding an obstacle and walking around its outline to bypass it [19]. The most notable bug algorithms include Bug1, Bug2, and Tangent Bug. Bug1 operates by having the robot move directly towards its goal until it encounters an obstacle, at which point it follows the obstacle’s boundary until it finds the closest point to the goal before continuing. Bug2 simplifies this by having the robot leave the obstacle boundary at the first intersection point with the line connecting the start and the goal, resuming its direct path towards the goal. Tangent Bug enhances the process by utilizing range sensors to detect obstacles and build a local map, allowing the robot to follow tangent lines along obstacles and dynamically re-plan its path based on real-time sensor data. These algorithms are characterized by their simplicity, sensor-based operation, and completeness, guaranteeing path finding if a path exists under ideal conditions. These algorithms are easy to implement but do not consider robot dynamics and are not reliable in complex environments.

The potential field algorithm is a widely used approach in robotic motion planning for obstacle avoidance, representing the environment as a potential field where the goal exerts an attractive force and obstacles exert repulsive forces. The robot navigates by following the resultant force vector, which is the sum of these attractive and repulsive forces, guiding it
towards the goal while avoiding obstacles. The attractive potential pulls the robot towards the goal, increasing with distance, while the repulsive potential pushes the robot away from obstacles, becoming stronger as the robot approaches them. Mathematically, the attractive force is proportional to the distance to the goal and the repulsive force is inversely proportional to the distance to the obstacle within a certain range. The potential field algorithm is simple to implement and efficient for real-time applications, providing smooth and continuous paths for the robot. However, it can suffer from local minima, where the robot gets stuck in non-goal positions with zero resultant force and may exhibit oscillations around obstacles [20].

The vector field histogram is an advanced real-time obstacle avoidance algorithm used in mobile robotics, designed to navigate around obstacles while moving toward a target. It works by creating a polar histogram that represents the robot’s immediate surroundings, where each bin in the histogram corresponds to a specific direction and contains the density of obstacles in that direction. The algorithm involves three main steps: first, it constructs a histogram grid from sensor readings to represent the environment’s occupancy; second, it reduces this grid to a one-dimensional polar histogram centered on the robot, reflecting the density of obstacles at various angles; third, it identifies candidate directions with low obstacle densities and selects the most suitable direction based on the goal direction and the robot’s dynamic constraints. The vector field histogram algorithm is robust and allows the robot to make quick, reactive decisions to avoid obstacles, balancing the need to reach the goal efficiently with the need to navigate safely. Its ability to dynamically adjust the robot’s path in real-time makes it particularly suitable for complex and cluttered environments. However, it requires careful tuning of parameters and may struggle with very tight spaces or highly dynamic environments [21].

The genetic algorithm is an optimization technique inspired by natural selection, used for solving complex problems like obstacle avoidance in robotic motion planning. Over successive generations, the algorithm converges towards an optimal or near-optimal path that effectively avoid obstacles while efficiently guiding the robot to its destination. Genetic algorithms are advantageous for their ability to search large and complex solution spaces without requiring gradient information. However, they can be computationally intensive and may require the careful tuning of parameters such as population size, mutation rate, and crossover rate to balance exploration and exploitation. The genetic algorithm is slow in terms of speed [22].

A fuzzy algorithm for obstacle avoidance in robotics leverages fuzzy logic to handle uncertainties and imprecise information about the environment, providing a flexible and robust approach to navigation. In this method, the robot’s sensors collect data about its surroundings, such as the distance to obstacles and the direction of the goal. This sensory information is then fuzzified into linguistic variables like “close”, “medium”, and “far” for distances, or “left”, “straight”, and “right” for directions. These variables are processed using a set of fuzzy rules designed to mimic human reasoning, such as “if an obstacle is close and to the right, then turn left”. The advantage of a fuzzy algorithm is its ability to smoothly handle the inherent uncertainties and ambiguities in sensor data, resulting in more adaptive and resilient obstacle avoidance behavior compared to rigid, rule-based systems. However, the fuzzy logic algorithm involves a fuzzy controller and requires a large amount of calculation as the number of obstacles increases [23].

A neural network algorithm for obstacle avoidance leverages the learning capabilities of neural networks to enable robots to navigate complex environments. This approach involves training a neural network to recognize and react to obstacles using data collected from sensors such as cameras, lidars, or ultrasonic sensors. During the training phase, the neural network learns to map sensor inputs to appropriate movement commands by being exposed to numerous scenarios involving various obstacle configurations. The network’s architecture typically includes multiple layers of neurons that process the sensor data, extract relevant features, and make decisions about the robot’s actions. Once trained, the neural network can generalize from the examples it has seen to handle new, unseen obsta-
icles effectively. This method is particularly advantageous in dynamic and unstructured environments where traditional algorithms might struggle. The neural network can adapt to different types of obstacles and complex terrains, providing robust and flexible obstacle avoidance. However, this approach requires a substantial amount of training data and computational resources. Additionally, the performance of the neural network heavily depends on the quality and diversity of the training data, and it may not guarantee safety in all scenarios, particularly if it encounters situations significantly different from its training set [24].

Considering these limitations, carefully selecting a better obstacle-avoidance algorithm is essential. The increasing use of multi-agent systems for surveillance and security purposes has raised concerns about safety and efficiency. Traditional approaches often focus on individual agents, neglecting interactions that can lead to collisions or ineffective coverage. The controversy lies in balancing agents to ensure safe and optimal coverage. This study addresses the concern of proposing a collision avoidance algorithm that guarantees safety while in a complex static environment. The CBF-based controller offers guaranteed safety, scalability, and adaptability to complex real-world environments. Implementing a CBF-based controller for obstacle avoidance has been identified as a feasible solution to address the limitations of traditional algorithms in challenging environments. By leveraging the principles of CBF, the controller has demonstrated the potential to improve the reliability and performance of autonomous systems [25]. Its ability to generate robust and safe trajectories while guaranteeing collision avoidance has made it a promising option for developing advanced navigation systems.

The primary objective of this paper is to explore the combination of CVT and CBFs with obstacle navigation, evaluate the controller through simulations, and validate the outcomes with mobile agents. Integrating CBF-based obstacle avoidance would enable agents to navigate while avoiding collisions with obstacles. Meanwhile, implementing CVT for coverage control would allow agents to efficiently cover the area by dividing it into regions for optimal coverage. This integration of CVT and CBF techniques would improve the agents’ ability to navigate challenging terrain while effectively covering the area. The combination of CBFs with CVT presents a robust approach to ensuring safety and coordination in multi-agent systems. However, integrating these complex methodologies poses challenges, such as algorithm and computational complexity, non-convexity, real-time implementation, and parameter tuning. Yet, this integration offers numerous benefits, including safety assurance, collision avoidance, formation control, uncertainty robustness, global optimality, real-time adaptation, flexible applications, scalability, and compliance with safety standards.

This paper’s first contribution involves developing a safe coverage controller using CBFs with CVT to simultaneously address safety and spatial optimization in multi-agent systems. The combined approach aims to address the challenges of coordinating multiple agents and facilitating formation control that upholds safety constraints. Another contribution is developing and testing the controller in ROS/Gazebo simulators for mobile robots with obstacles. The ROS/Gazebo simulator provides a realistic and complex simulation environment, supporting sensor integration, ROS integration, dynamic environments, and multi-robot simulation, making it an industry-standard tool. Additionally, this paper involves setting up and testing the CVT-CBF-based controller through experiments using RT mobile robots to examine its effectiveness in various scenarios involving obstacles. In summary, this paper presents a promising solution for ensuring safe and efficient mobile robot navigation.

The rest of the paper is organized as follows. In Section 2, preliminaries about CBF are introduced. In Section 3, the coverage control problem is stated for multi-agent systems and a corresponding control algorithm is given based on the CBF technique. The simulation tools and experimental setup are explained in Section 4. The structure of the proposed framework with the flowchart is explained in Section 5. A comparison case study is given.
in Section 6. The proposed algorithm is verified under simulation in Section 7 and under experiments with RT robots in Section 8. Finally, conclusions are drawn in Section 9.

2. Preliminaries

In this section, the concept of the CBF, which is the main tool for our controller design, is reviewed.

The CBF is a level-wise function used to generate formal security guarantees for a nonlinear control affine system. In the artificial optimization of linear control affine systems [24], the barrier function is usually a continuous function. This study focuses on barrier certificates. The barrier certificates play an important role in security and use both Lyapunov functions and barrier functions for safety and stability [26] constraints. Combining CBFs and CVT allows agents to overcome obstacles. Consider the following control affine system:

\[ \dot{x} = f(x) + g(x)u, \]  

where \( x \in \mathbb{R}^n \) is the state, \( u \in U \subset \mathbb{R}^m \) and \( x \in D \subset \mathbb{R}^n \) is the set of admissible inputs, and \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are local Lipschitz continuous functions. A set \( S \) is called a forward controlled invariant with respect to system (1) if, for every \( x_0 \in S \), there exists a control signal \( u(t) \) such that \( x(t; t_0, x_0) \in S \) for all \( t \geq t_0 \), where \( x(t; t_0, x_0) \) denotes the solution of (1) at time \( t \) with initial condition \( x_0 \in \mathbb{R}^n \) at time \( t_0 \).

Consider the control system (1) and a safe set

\[ C = \{ x \in \mathbb{R}^n : h(x) \geq 0 \} \]

with a local Lipschitz continuous function \( h : \mathbb{R}^n \to \mathbb{R} \) referred to as a nonsmooth control barrier function. The function \( h(x) \) is called a (zeroing) CBF if there exists a constant \( \gamma > 0 \) such that

\[ \sup_{u \in U} \left[ L_f h(x) + L_g h(x)u + \gamma h(x) \right] \geq 0, \]

where \( L_f h(x) = \frac{\partial h}{\partial x} f(x) \) and \( L_g h(x) = \frac{\partial h}{\partial x} g(x) \) are the Lie derivatives of \( h(x) \) along the vector fields \( f(x) \) and \( g(x) \), respectively. Given a CBF \( h(x) \), the set of all control values that satisfy (3) for all \( x \in \mathbb{R}^n \) is defined as

\[ K_{bf}(x) = \{ u \in U : L_f h(x) + L_g h(x)u + \gamma h(x) \geq 0 \}. \]

It was proven in [16] that any Lipschitz continuous controller \( u(x) \in K_{bf}(x) \) for every \( x \in \mathbb{R}^n \) will guarantee the forward invariance of \( C \). The provably safe control law is obtained by solving an online quadratic program (QP) problem that includes the control barrier condition as its constraint.

3. Controller Design

This section describes the multi-agent security problem and the coverage control based on CBF technology. The aforementioned controller utilizes the CBF algorithm to optimally distribute the agents, effectively solving the coverage control problem. Additionally, it integrates the CVT with the CBF to ensure that the system is able to avoid obstacles with ease.

By the definition of Voronoi tessellations, assuming it is in a two-dimensional case, a Voronoi diagram is a partition of the plane. Every partition carries one generator or more than one generator. Thus, we have the relation \( \| q - p_i \| \leq \| q - p_j \| \), where \( i \neq j, j \in N \). A Voronoi tessellation is formed as

\[ V_i(p) = \| q - p_i \| \leq \| q - p_j \|, \quad i \neq j, \]

where \( V_i \) indicates the Voronoi region corresponding to the \( i \)-th agent, while \( D \) is the partition of the Voronoi tessellation. In addition to Voronoi tessellation, the CVT will generate the center of mass for each Voronoi region.
The Voronoi tessellation also includes density function \( \phi : \mathcal{D} \to (0, \infty) \), which expresses the relative significance of points in the region and, to calculate how well a given point \( q \in \mathcal{D} \) is covered by the agent at position \( p_i \in \mathcal{D} \), one defines the locational cost

\[
\mathcal{H}(p, t) = \sum_{i=1}^{n} \int_{V_i} \|q - p_i\|^2 \phi(q) dq,
\]

where \( \phi(q) \) denotes the associated density function, which is assumed to be positive and bounded. This captures the relative importance of a point \( q \in \mathcal{D} \) [27].

From (6), the time derivative of \( \mathcal{H} \) can be expressed by

\[
\dot{\mathcal{H}} = \sum_{i=1}^{n} \frac{\partial \mathcal{H}}{\partial p_i} \dot{p_i} + \frac{\partial \mathcal{H}}{\partial t}.
\]

Assume that, as the density \( \phi \) changes slowly with respect to time, one has \( \frac{\partial \mathcal{H}}{\partial t} = 0 \) [8]. In [27], it was shown that

\[
\frac{\partial \mathcal{H}}{\partial p_i} = 2m_i(p_i - c_i)^\top,
\]

where the mass \( m_i \) and the center of mass \( c_i \) of the \( i \)-th Voronoi cell \( V_i \) are defined as

\[
m_i = \int_{V_i} \phi(q) dq, \quad c_i = \frac{\int_{V_i} q \phi(q) dq}{m_i}.
\]

Note that \( m_i > 0 \) because the density function \( \phi(q) \) is strictly positive [28].

At a given time \( t \), an optimal coverage for the domain \( \mathcal{D} \) requires a configuration of agents \( p_i \) to minimize \( \mathcal{H} \). From (8), one can see that a critical point is

\[
p_i(t) = c_i(p, t), \quad i = \{1, 2, ..., n\}.
\]

When (10) is satisfied, an agent’s network is said to be in a locally optimal coverage configuration [28]. The corresponding \( p \) defines the CVT.

The concept of the controller for CBF is illustrated in Figure 1. The safety range depicts the safety distance between the agents. The CBF controller is designed to function within the sensing range, which is its designated operating range. The sensing range of agent \( i \) and the safety range of agent \( i \) refers to the distances at which an agent can detect other agents or obstacles in its surroundings.

![Figure 1. The schematic diagram of CBF controller application to the multi-agent system.](image_url)

For the safety controller in this study, we model the agent by the first-order integrator,

\[
\dot{p}_i = u_i, \quad i = \{1, 2, ..., n\},
\]
where \( n \) is the number of agents, \( p_i \in \mathbb{R}^2 \) is the planar position of robot \( i \), and \( u_i \in \mathbb{R}^2 \) is its input velocity. A construction of safe set \( C_i \)

\[
C_i = \left\{ p_i \in \mathbb{R}^2 \mid h_i(p_i, r_i) \geq 0 \right\}
\]

(12)

where

\[
h_i(p_i, r_i) = \|p_i - r_i\|^2 - d_i^2,
\]

(13)
is defined as a set of a continuous function \( h_i \in \mathbb{R} \) where \( p_i \) is the position of the agent \( i \) and \( r_i \) is the position of the obstacle or agent that is closest to agent \( i \); \( d_i \) is the minimum safety distance of the agents between each other.

We want to enforce conditions on \( u_i \) to guarantee the system’s safety. However, simply enforcing the condition that \( h_i(p_i, r_i) > 0 \) at a particular time is not useful since \( h_i(p_i, r_i) \) does not explicitly depend on the control input. The control input influences the state evolution, so we can enforce a safety condition on the time derivative \( h_i \). To achieve this, we first adapt the definition of barrier functions from **Definition 1** of [29].

**Definition 1** (Nonsmooth Control Barrier Function). A local Lipschitz continuous function \( h : \chi \to \mathbb{R} \) is a nonsmooth control barrier function (NCSV) if there exists a measurable control law \( u : \chi \to U \) such that the set \( C = \{ x \in \chi : h(x) \geq 0 \} \) is forward invariant for the closed-loop system.

If \( h \) is a local Lipschitz continuous function, it is also absolutely continuous and differentiable almost everywhere; then, the following lemma [29] can be used to guarantee safety:

**Lemma 1.** Let \( \alpha > 0 \) be a constant and \( h_i : [0, T] \to \mathbb{R} \) be an absolutely continuous function. If

\[
\dot{h}_i(t) \leq -\alpha \cdot h_i(t)
\]

(14)

for almost all \( t \in [0, T] \) and \( h_i(0) > 0 \), \( h_i(t) \geq h_i(0)e^{-\alpha t} > 0 \forall t \in [0, T] \).

To represent the admissible control space for the given barrier function \( h_i(p_i, r_i) \), we need to consider the time derivative of barrier function \( h_i(t) \). The time derivative can be calculated as

\[
\dot{h}_i(t) = 2(p_i - r_i)^T \dot{p}_i
\]

(15)

where \( \dot{p}_i = u_i \) is the input velocity.

The admissible control space ensures that the safety function \( h_i(p_i, u_i) \) remains nonnegative for all time. Therefore, the admissible control \( \mathcal{K}_i(u_i) \) is defined as

\[
\mathcal{K}_i(u_i) = \left\{ u_i \in \mathbb{R}^2 \mid \frac{\partial h_i(p_i, r_i)}{\partial p_i} \geq -\alpha h_i(p_i, r_i) \right\}.
\]

(16)

Combining (5) and (16), the velocity input \( u \) needs to satisfy

\[
-2(p_i - r_i)^T \leq \alpha h_i(p_i - r_i), \quad \forall i = \{1, 2, ..., n\}.
\]

This inequality can be treated as a linear constraint on \( u \) when the state \( p \) is given, i.e., by selecting

\[
A_i = -2(p_i - r_i)^T, \quad b_i = \alpha h_i(p_i - r_i),
\]

(17)

which becomes

\[
A_i u_i \leq b_i.
\]

(18)

The CBF-based obstacle avoidance minimizes the difference between the user’s desired control signal and the actual control signal using a quadratic program (QP) controller

\[
u^* = \arg \min_{u \in \mathbb{R}^n} J(u),
\]

(19)
where
\[ J(u) = \frac{1}{2} \sum_{i=1}^{n} \| u_i - \hat{u}_i \|^2, \] (20)
such that
\[ A_i u_i \leq b_i, \quad \forall i = 1, 2, \ldots, n, \] (21)
where \( \hat{u}_i \) is a nominal input and \( u_i^* \) is the actual control command or actual input. The nominal input \( \hat{u}_i \) can be interpreted as the desired or reference value for the control input in each dimension. It serves as a target or baseline for the actual control input \( u_i^* \) and is compared against the cost function. The goal of minimizing this cost function is often to bring the actual control input as close as possible to the desired or nominal input. The linear constraints \( A_i u_i \leq b_i \) ensure safety and are derived from the safety conditions and admissible control space considerations. This QP formulation aims to find the control inputs \( u_i^* \) for all agents that minimize the deviation from the user-specified signals while satisfying safety constraints. The solution to this QP provides the optimal control inputs that balance user preferences with safety requirements.

4. Simulation Tools and Experimental Setup

This section explains the structure of the experimental system, which comprises the hardware and software components that are utilized as well as their interaction with one another, the agents, and the user. The verification is carried out by using simulators and experiments with RT robots.

4.1. Hardware

The hardware used in the experiment, including the robot and the camera for the position-tracking system, is described in detail in this document.

The robot used in this experiment is a two-wheeled Raspberry Pi Mouse V3. A robot equipped with a Raspberry Pi microcomputer manufactured by RT Corporation in Japan. Each device measures 13 cm in width, 10 cm in length, 8.3 cm in height, and weighs 740 g. It runs on a Raspberry Pi running the Ubuntu 20.04 operating system with ROS Noetic. Figure 2 shows a labeled image of the Raspberry Pi Mouse V3.

Mobile robots must be capable of autonomous localization and navigation. GPS is the tool that is most commonly used for outside localization; however, it cannot be utilized indoors. Among the various tools available for indoor localization, such as Lidar, Ultra Wide Band (UWB), and WiFi, the use of cameras for localization is the method that provides maximal flexibility at the lowest possible cost [30]. ARTag is an augmented reality fiducial marker system.

This technology has the potential to make games, animations, and other forms of virtual content appear more natural in the real world. ARTag can use physical markers to calculate the position and orientation of the camera in real-time, a feature called video tracking. Once the camera position is determined, a virtual camera can be placed in the same location to view virtual objects in the location where the ARTag is placed.

Figure 2. A Raspberry Pi Mouse V3 (RT robot).
Markers are attached to the top of each robot’s body, allowing the camera to track the movements of each robot in turn. Figure 3 shows examples of markers. AR Track Alvar is the name of the package used for ARTag. AR Track Alvar is a free and open-source ARTag tracking library available via the ROS wrapper package for Alvar [31]. The Alvar tool has been used as the basis for many other ROS ARTag packages. Alvar features adaptive thresholding that works under a variety of lighting conditions, optical flow-based tracking for more reliable body pose estimation, and an improved tag recognition engine that does not slow down as the number of tags increases.

![ARTag marker with various IDs. Left ID = 0, Middle ID = 1, and Right ID = 2.](image)

The connection to each Raspberry Pi Mouse V3 is made by connecting both the robot and the PC to the same network where the former has its IP address. Upon calling the IP address on the PC side, one will be able to designate a robot ID and have complete control of the robot’s parameters, such as the motors.

The camera used as a tracking system in this experiment is the Intel RealSense Depth Camera D435, a stereo depth camera that is attached to the ceiling and used as an overhead camera. This camera is ideal for use with ROS (Robot Operating System) since the software package required for ARTag (Augmented Reality Tag) tracking is already included in the ROS system. According to our experimental setup, the optimal distance range for this camera is 0.3 m to 3 m, which works perfectly. Nevertheless, its wide field of view makes it suitable for use in applications related to robotics or augmented reality. The physical port of this camera is the latest version, USB-C TO USB 3.1 Gen 1.

In the actual experiment, the robots work in a flat area measuring $2 \times 2$ m within the experimental area. The cameras are mounted on the ceiling as a global overhead camera tracking system to determine the positions of all robots and generate feedback loops to control the positions of the robots. The experiments require a personal computer with Ubuntu and ROS pre-installed.

In our case, we are using Ubuntu 20.04 with ROS Noetic, as several libraries we use for Python programming require Python3, and ROS Noetic supports it. For the robot, we have the Ubuntu 18.04 server and ROS Melodic installed. The important thing is that all robots and the local PC must be connected to the same network. In short, they must all be connected to the same Wi-Fi. Figure 4 shows an image of the experimental setup. The USB camera is attached to the lab ceiling using a universal camera ceiling mount. The camera is raised approximately 2.3 m above the ground and has a downward field of view at approximately a 90-degree angle to the ground. To track AR markers, you must first install both the ROS package for your camera and the AR Track Alvar package. The structure of this system is shown in Figure 5. In our experiments, the control inputs of the robot are continuously updated according to the position of the robot. The proposed control algorithm calculates the control inputs and sends them to each robot. As a result, the robot must be in the camera’s field of view at all stages.
Figure 4. The experimental setup.

Figure 5. System architecture.
4.2. Software

In this section, the software utilized in our system, including the middleware that controls the robots, the simulator for simulation, and the global coordination system, is described.

In general, robots are equipped with a variety of sensors and actuators. Instead of having a large, difficult-to-maintain, monolithic code base, middleware is required to construct a distributed system for each component, particularly in situations in which the robot needs to communicate with either another robot or more external hardware. ROS is open-source robotics middleware designed for low-level operation and management of robotic assets. ROS is built around the concepts of messages, nodes, services, and communication topics. Nodes act as processes that perform computations and communicate with other nodes via messages. When information of interest is requested, a topic or subscription is published and then a message is sent. ROS provides complete support for two client libraries and programming languages: Python (rospy) and C++ (roscpp). The client libraries are structured into pre-configured software modules that are referred to as packages. Because of its platform portability, modularity, and capacity to handle concurrent resource management, ROS is the software of choice.

The simulation test is a necessary step in the experimentation process. Simulators make it possible to build and test the algorithms on the machines themselves before putting them through their paces on the actual robot. The Gazebo simulator is popular simulation software that works with ROS to simulate the dynamics and physics of real robots [31]. The robot’s 3D URDF (Unified Robotics Description Format) model is required for simulation in Gazebo. The Raspberry Pi mouse URDF model is a replica of the real robot, which can be seen in Figure 6.

![Image of Raspberry Pi Mouse V3 model and multiple Raspberry Pi robots in Gazebo](image_url)

Figure 6. Raspberry Pi Mouse V3 model (left), Multiple Raspberry Pi robots in Gazebo (right).

5. Structure of the Proposed Framework

This section presents a proposed framework designed to enhance the performance and reliability of mobile robots. The proposed framework integrates several key phases to achieve effective coverage control and obstacle avoidance, ensuring that agents operate safely and efficiently in real time. Figure 7 shows the system flowchart of the proposed framework.

The first step of the framework is to gather the current coordinates and goal points for each agent in the system. This starts with collecting accurate positional data from each robot, which serves as the basis for subsequent operations. Goal points are then established to guide the agents to their desired destinations. Proper setup of these coordinates and goals is essential to ensure that the agents can navigate effectively and accomplish their tasks.

After the agents’ positions and goals are established, the framework deals with static obstacles within the environment. This phase includes detecting and representing obstacles to ensure that they are considered in the navigation process. By integrating these obstacles
into the system, the framework can modify agent movements to avoid collisions and maintain safety. Effective obstacle processing ensures that the agents can navigate around fixed barriers without compromising their coverage objectives.

Figure 7. System flowchart of proposed framework.

To ensure the best possible coverage and coordination, the framework creates a Voronoi diagram based on the positions of the agents. This diagram divides the environment into regions of influence for each agent, which helps to optimize coverage. The center of each Voronoi cell is calculated to determine the central point for each agent’s area of responsibility. This information is essential for guiding agents to the best positions and ensuring efficient coverage of the environment. This coverage is provided by CVT.

A critical component of the framework is the CBF, which enforces safety constraints and prevents collisions during coverage operations. The CBF imposes movement constraints to ensure agents avoid obstacles and maintain safe distances from each other. By using CBFs, the framework addresses the complex challenge of collision avoidance, ensuring that agents adhere to safety requirements in complex environments.

In the final phase, the framework calculates and applies the necessary linear and angular velocities to control the agents’ movements. These velocities are derived from the previous phases and are essential for executing the planned trajectories. This step translates the theoretical commands into actionable movements, enabling real-time navigation and effective coverage.
6. Case Study

For the verification of the proposed CBF-based controller, a safety critical control scenario is considered in the coverage problem. Specifically, each agent has a safety range that should not overlap with that of other agents.

To demonstrate the effectiveness and efficiency of obstacle avoidance for multi-agent coverage, a comparison between the results under the Artificial Potential Field (APF) method and the proposed CBF-based controller is conducted in a Gazebo simulator. Figure 8 shows the simulation results under the CVT-APF controller and Figure 9 shows the simulation results under the CVT-CBF controller. In the CVT-APF controller, collision-free motion cannot be guaranteed which is illustrated by Figure 8c,d, whereas, in the CVT-CBF controller, collision-free motion is always guaranteed as shown in Figure 9.

The trajectories of all robots controlled by the CVT-APF controller and the minimum safe distance graphs between all robot pairs are shown in Figures 10a and 11a. The moving trajectories of all robots controlled by the CVT-CBF controller and the minimum safe distance graphs between all robot pairs are shown in Figures 10b and 11b. This comparison between the CVT-APF controller and the CVT-CBF controller highlights the effectiveness and advantages of our proposed approach.

Figure 8. Simulation results under CVT-APF controller.
Figure 9. Simulation results under CVT-CBF controller.

Figure 10. Trajectory path of all the robots

Figure 11. Minimum distance between all pairs of the robots.
7. Simulation Results

In this section, the proposed controller is verified under the ROS/Gazebo simulator. The purpose of the simulation is to show multiple robots distributed in a designated area of interest while demonstrating obstacle avoidance between robots.

The Gazebo simulator which is a good demonstration displays how real robots function in a simulated environment. The Gazebo simulator enables developers to model complex environments and integrate with the widely used ROS framework. Simulating in Gazebo is a cost-effective way to iterate and refine robotic systems, reducing the need for expensive physical prototypes and environments. Overall, Gazebo's capabilities make it a preferred choice for robotics simulation and development.

The robot's setup in the Gazebo simulator is shown in Figure 12. The initial position and the goal position of the robots are given in the Gazebo simulator. The simulator has four robots and nine obstacles for verification. The simulation was successful with all four robots moving from their initial positions without colliding with any obstacles or with each other. The snapshots of the simulation result with RT robots taken at \( t = 0 \) s, \( t = 20 \) s, \( t = 40 \) s, and \( t = 60 \) s for four robots and nine obstacles are depicted in Figure 13. The initial position could be randomly positioned but, for this experiment, it is set up as shown in Figure 13a. The simulation was successfully achieved with all four of the robots going from initial positions without colliding with the obstacles which is shown in Figure 13d.

The trajectory path of all the robots and the minimum safety distance graph between all the pairs of the robots in the Gazebo simulator is depicted in Figure 14. The black dots in the trajectory path represent obstacles. The red dots represent the initial positions of the robots. The safety distance of each robot in the Gazebo simulator is 0.4 m.

![Figure 12. Experimental setup in Gazebo simulator for four robots and nine obstacles.](image-url)
8. Experimental Results

To test the proposed controller, an experiment is designed with four robots and nine obstacles. The robot setup in the experimental scenario is shown in Figure 15. The experiment is conducted with four RT robots and nine orange cones which represent the obstacles.

Snapshots of the experiment result with RT robots taken at $t = 0\ s$, $t = 20\ s$, $t = 40\ s$, and $t = 60\ s$ for four robots and nine obstacles are depicted in Figure 16. The initial position could be randomly positioned but, for this experiment, it is set up as shown in Figure 16a. The experiment was successfully achieved with all four robots going from initial positions without colliding with the obstacles which is shown in Figure 16d. The trajectory plot for all four RT robots and the minimum safety distance between all pairs of the RT robots are
shown in Figure 17. The black dots in the trajectory path represent obstacles. The red dots represent the initial positions of the robots. The safety distance of each robot in the Gazebo simulator is 0.10 m.

Figure 15. Experimental setup with RT robots.

Figure 16. Experimental results with RT robots.

The simulations and real experiments may differ in terms of system dynamics. Simulations typically rely on mathematical models that represent the behavior of the system. However, real-world systems can exhibit unanticipated complexities, nonlinear behaviors, or dynamic interactions that are not fully captured by the simulation models. These differences can affect the determination of safety distances. The simulations often involve simplifications and assumptions to make the calculations more tractable. Real experiments involve physical measurements, which can have inherent uncertainties and errors. These can affect the determination of safety distances.

As the RT mobile robots are differential-drive robots, they can be modeled as unicycles

\[ \dot{x}_i = v_i \cos \theta_i, \quad \dot{y}_i = v_i \sin \theta_i, \quad \dot{\theta}_i = \omega_i, \]  

(22)
where \((x_i, y_i)\) is the position of robot \(i\), \(\theta_i\) its heading, and \(v_i, \omega_i\) are the translation and angular velocities. In comparison, the coverage algorithm provides desired motions in terms of \(\dot{p}_i\) and we map these onto \(v_i, \omega_i\) through

\[
v_i = \|\dot{p}_i\|,
\]

\[
\omega_i = [-\sin \theta_i, \cos \theta_i] \frac{\dot{p}_i}{\|\dot{p}_i\|},
\]

so that the amount of lateral motion in the given vector \(\dot{p}_i\) is proportional to the angular velocity of the \(i\)-th robot.

**Figure 17.** Trajectory plot for all five RT robots (left), minimum distance between all pairs of the RT robots (right).

### 9. Conclusions

This paper introduces safe coverage control algorithms for multi-agent systems that utilize CVT and CBFs. The main goal of this paper has been achieved by integrating the concept of CVT and CBFs with obstacles, testing the controller under simulation, and verifying the results with RT mobile robots.

The proposed approach in this paper has presented the integration of guaranteeing safety provided by CBF with the spatial optimization capabilities of CVT. This integration achieves a synergy that addresses safety and spatial optimization simultaneously in multi-agent systems, where both are crucial. Simulator setups have been built to test the validity of the proposed controller. The proposed controller has been verified through experiments in the ROS Gazebo simulator and with mobile RT robots. The use of CVT- and CBF-based controllers ensures the optimal distribution of robots and obstacle avoidance.

In developing and verifying the proposed algorithm for safe coverage control in multi-agent systems, it is crucial to consider the following constraints and assumptions. Firstly, the communication constraint is addressed by taking into account latency in a setup that involves less than 10 robots. However, it is noted that, as the number of robots increases, latency may become more noticeable. Secondly, the sensing constraint revolves around the accurate positioning data required by the algorithm. While the algorithm assumes ideal coverage, variations in accuracy and a limited field of view could impact the algorithm’s performance in practical scenarios. These considerations are essential for understanding the potential limitations and practical implications of the algorithm in real-world applications.

These findings provide a better understanding of the integration of CVT and CBF in the scope of coverage control with obstacle avoidance for multi-agent systems. Throughout the simulations carried out in ROS/Gazebo and experiments with RT robots, CVT and CBF have displayed their role in determining safe coverage while taking into account the desired trajectory. In particular, the ROS/Gazebo simulator gave us a clear picture of how CVT and CBF could be implemented. The experiment with RT robots has shown how a collision-free coverage system is achieved in practice despite the size limitations.
As we scale up the system, it is important to consider some potential challenges and limitations. Firstly, our current approach relies on a centralized framework, which may pose scalability challenges as the number of agents increases. The current centralized approach can strain computational resources and cause delays, making real-time decision making challenging. To tackle this issue, a shift from a centralized to a decentralized or distributed control architecture can be implemented. A decentralized approach can distribute the computational load among agents, reducing the dependence on a single central unit and improving scalability. Secondly, our current system uses a centralized camera setup for position tracking with ARTags, but it has limitations when managing a large number of robots due to the limited field of view. To address this, we are considering decentralized solutions commonly used in field robotics. These systems use onboard sensors like LiDAR, GPS, IMUs, and local cameras for tracking and navigation without relying on a central camera system, which can improve coverage and reliability.

In our future work, we plan to explore additional aspects to develop a more comprehensive approach to multi-agent systems. This will include scenarios where the obstacles are equidistant from agents, which may require the design of an extra layer in the control scheme. Furthermore, we will conduct research on the non-convex shape of obstacles in the combined CVT and CBF framework, and transition from a centralized framework to a decentralized framework to enhance the overall efficiency and versatility of the systems which can lead to interesting findings and challenges.
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