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Development of the ATLAS Liquid Argon Calorimeter Readout
Electronics and Machine Learning for the HL-LHC
Julia Gonski and on behalf of the ATLAS Liquid Argon Calorimeter Group

Nevis Laboratories, Columbia University, Irvington, NY 10533, USA; julia.gonski@cern.ch

Abstract: The High Luminosity era of the Large Hadron Collider (LHC) starting in 2029 promises
exciting discovery potential, giving unprecedented sensitivity to key new physics models and precise
characterization of the Higgs boson. In order to maintain current performance in this challenging
environment, the ATLAS liquid argon electromagnetic calorimeter will get entirely new electronics
that reads out the entire detector with full precision at the LHC frequency of 40 MHz, and provides
high granularity trigger information, while withstanding high operational radiation doses. New
results will be presented from both front-end and off-detector component development, along with
highlights from machine learning applications. The future steps and outlook of the project will be
discussed, with an eye towards installation in the ATLAS cavern beginning in 2026.
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1. Introduction

The ATLAS liquid argon (LAr) calorimeter [1,2] measures the energy and timing of
photons, electrons, and hadrons that are produced by proton-proton collisions in the Large
Hadron Collider (LHC). It is a sampling calorimeter with 182,468 cells in an accordion
geometry of active (LAr) and absorber (lead) material, segmented into three longitudinal
layers in the barrel with dedicated endcap detectors to cover the high |η| range. Figure 1
shows a schematic view of the LAr calorimeter in the ATLAS detector, along with a diagram
of the geometry and dimensions of a calorimeter slice.

The LAr calorimeter readout electronics system samples the cells at the LHC bunch
crossing (BC) frequency of 40 MHz, and sends a digitized pulse off the detector for signal
analysis and triggering. This readout system is separated into on- and off-detector compo-
nents. The front-end board (FEB) is located directly on the cryostat that provides cooling for
the LAr cells, in order to optimize the analog performance of the electronics. It is therefore
subject to an environment with high radiation doses, a high magnetic field, and limited
access during run periods, presenting a variety of challenges in the electronics design.
Signals from the FEB are sent out of the ATLAS cavern to the off-detector electronics, which
apply digital filtering to extract energy and time for each cell and pass salient information
to the trigger and data acquisition systems.

The LHC is scheduled to undergo an upgrade beginning in 2029 to deliver a higher
instantaneous luminosity up to 7.5 × 1034 cm−2 s−1, with approximately 200 simultaneous
collisions expected in each BC. This leads to an increase in pileup, which refers to energy
deposits from other simultaneous collisions or collisions in the adjacent bunch crossings.
Two kinds of pileup can affect the measurement of LAr signals. In-time pileup comes from
overlaid proton collisions within the same BC. Out-of-time pileup consists of energy that is
leftover in the calorimeter from previous BCs, which accumulates because the LAr pulse
signal takes approximately 25 BCs to read out.
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Figure 1. Schematic drawing of the ATLAS LArg calorimeter system. In the middle the barrel
cryostat hosts two electromagnetic wheels, at each end the end cap cryostats host two concentric
electromagnetic wheels, two hadronic wheels and thee forward calorimeter wheels.

which allow for correction for the upstream material using a layer weighting technique. The
requirement for good particle identification, of electrons versus jets, and photons versus π0, is
achieved through a fine granularity of the detector, especially in the first sampling, allowing a
fine position and angular resolution (50mrad/

√
E).

The potentiality that super-symmetric particles may be produced in LHC collisions invites
for excellent missing energy determination. Therefore the ATLAS LArg calorimeters have an
almost 4π acceptance, and sets the energy resolution criteria for the LArg hadronic and forward
regions to 50 %/

√
E for the pseudo rapidity range |η| < 3 and 100 %/

√
E in the pseudo rapidity

range 3 < |η| < 4.9.
The very fine granularity and longitudinal segmentation of the calorimeter allow through layer

weighting technique, when estimating the energy offline, to correct for the non compensating
nature of the calorimeter. Finally the LHC 40MHz bunch frequency makes pile-up an important
background. To minimize its contribution, and making use of the fast rise time of the ionisation
signal, bipolar shaping is applied in the front end electronics.

3. The Atlas Liquid Argon Calorimeters
Three large aluminum cryostats host the LArg calorimeters as displayed in Figure 1. The
three cryostats are surrounded by a barrel hadronic calorimeter build out of iron absorbers
and scintillating tiles as active material, This calorimeter, TileCal, is described in a separate
contribution at this conference [1]. The design and construction of the barrel and endcap EM
calorimeter is precisely documented in the paper [3], and [4] respectively.

XIII International Conference on Calorimetry in High Energy Physics (CALOR 2008) IOP Publishing
Journal of Physics: Conference Series 160 (2009) 012043 doi:10.1088/1742-6596/160/1/012043
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Figure 1. Schematic view of the different components of the ATLAS LAr calorimeter system (left),
and a cut-out view of the calorimeter in the barrel including dimensions and coordinates (right) [1,2].

The density of detector signals in this High Luminosity LHC (HL-LHC) will present
new challenges for the subsystems, which will need to accommodate higher trigger rates
and radiation doses. While the LAr cells will continue to perform within required specifi-
cations throughout the nearly ten year lifetime of the HL-LHC, the readout must be fully
re-designed and replaced (the only exception is the cold pre-amplification and summing
circuit system of the hadronic endcap, which will remain unchanged from its current state.)
to continue delivering high-quality LAr data. This amounts to 1524 FEBs, 122 calibration
boards, and all off-detector electronics. The new LAr readout will provide information
from the entire calorimeter at full precision for more powerful trigger decisions. It has been
organized into two stages: Phase-I, which has already been installed in the ATLAS cavern
and is being commissioned for Run 3 of the LHC, and Phase-II, which is scheduled for
installation in 2026 [3].

Design choices for the new LAr readout are motivated by key physics drivers of
the HL-LHC physics program. Probing the TeV mass scale for new particles means that
the calorimeter must be capable of providing precise measurements for very high energy
electromagnetic decay byproducts. Further, the goal of better characterizing the Higgs
boson requires excellent reconstructed mass resolution of the H → γγ process. Specifically,
the new readout must ensure that photons from H → γγ are mostly digitized on HIGH

gain. This modifies the existing readout scheme where photons coming from a Higgs have
a typical energy range at the value where the gain scale switches from MEDIUM to HIGH,
thereby minimizing the gain inter-calibration systematic on the Higgs mass measurement.
This leads to a readout design with only two gain scales (rather than the current three gain
scales implemented in Run 2) [3].

The upgraded ATLAS trigger scheme must also be taken into consideration for the LAr
readout design, as the off-detector electronics are responsible for providing LAr information
to the trigger. The increase in trigger rate and latency for the HL-LHC motivates the
adoption of a free-running all digital design for the LAr readout with no on-detector
pipeline. The full data rate for the LAr calorimeter corresponds to approximately 350 Tbps.
This new scheme allows for a sharper trigger turn-on to the efficiency plateau, while
maintaining the ability to trigger on low momentum objects.

2. HL-LHC Readout Components

Figure 2 shows a block diagram of the full LAr calorimeter readout scheme for ATLAS
in the HL-LHC. The physics goals of the experiment dictate specifications for the system.
The readout must be able to handle a wide range of energies that may be deposited in a
single cell during collisions, bounded by approximately 50 MeV at the lower end from
electronic noise and reaching a maximum of approximately 3 TeV from electrons or photons
produced in the decay of a new particle with mass O(10) TeV. Therefore, the readout must
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have a high dynamic range, in this case 16-bits with 11-bit precision. This is implemented in
two overlapping 14-bit gain scales. The electronic noise must be less than the typical energy
deposited by a minimum ionizing particle passing through the LAr calorimeter. Stringent
nonlinearity requirements are imposed to ensure accurate measurements, specifically <0.1%
for cell energies up to approximately 300 GeV. Finally, as the electronics will not be replaced
throughout the HL-LHC operating period, they must remain performant over the full
expected radiation dose, corresponding to a total ionizing dose of 1400 Gy (safety factor
1.5), and a non-ionizing energy loss of <4.1 × 1013 neutron equivalent per cm2 (safety
factor 2).

J. Gonski19 May 2022 2

Figure 2. Block diagram of the LAr readout in the HL-LHC, including all on- and off-detector electronics.

2.1. Front End

The front end on-detector LAr electronics comprises the 2nd generation FEBs (FEB2)
and the calibration boards. Each FEB2 and calibration board will have 128 data channels,
and utilize the I2C configuration protocol. The unique requirements for the readout lead
to the development of four full-custom application specific integrated circuits (ASICs)
to be used on these boards. These are the preamplifier/shaper (PA/S), analog–digital
converter (ADC), and calibration chips CLAROC and LADOC, each of which is described
in detail below.

2.1.1. Preamplifier/Shaper

The PA/S chip is the first step in the readout chain after data leaves the LAr calorimeter
cell. It performs analog processing on signals, namely amplification, splitting into two gain
scales, and the application of a bipolar CR-(RC)2 shaping function to create the desired LAr
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pulse shape. This generates differential outputs that are passed to both the next element in
the front-end readout chain, as well as to the L0 trigger.

The candidate chosen for the PA/S on the FEB2 is the ALFE, which is the prototype
custom ASIC built in 130 nm CMOS TSMC technology with 4 channels per ASIC. It
has a tuneable input impedance to match the varying cell size across the calorimeter, as
well as tuneable time constants for the shaping function, and can perform four channel
summing for the hardware trigger. Figure 3 shows an image of the ALFE2 chip die, with
specific circuit components highlighted, along with a picture of the testboard uses to make
performance measurements. ALFE testing has resulted in an integral non-linearity <0.1%,
as well as very low equivalent noise input of <150 nA and low crosstalk (<20 mV for
the 50 Ω input impedance configuration). Radiation testing also revealed that the ALFE
maintains good performance after a 12 kGy dose, when only a 1.4 kGy dose is anticipated.
As this prototype version of the PA/S chip is well within the necessary specifications, it
will be re-packaged in a ball gate array (BGA) for the FEB2 prototype. Pre-production of
ASICs can also begin, in preparation for an ultimate yield of approximately 80 thousand
chips total (including spares).

J. Gonski19 May 2022 14

• Analog processing on signals (amplification, splitting into 2 gain scales, 
bipolar CR-(RC)2  shaping function) for differential outputs to ADC + L0 trigger 

• ALFE2:  prototype custom ASIC in 130nm CMOS TSMC technology with 4 
channels per ASIC (~80k total) 

- Tuneable input impedance and time constants 
- 4 channel summing for hardware trigger  

• Key results:
- Performance: integral nonlinearity < 0.1%, very low noise (ENI < 150nA) 

and crosstalk (< 20 mV for 50Ω input impedance) 
- Radiation tolerance: performant after 12 kGy dose (c.f. spec. 1.4 kGy)  

➡ Next steps: testing in BGA packaging & pre-production 

FEB2 ASICs: Preamp/Shaper

"QE]Y<h�!]g<[OI  �g�+P<hI�Ã�+Ã1����!<s�ÂÈ�ÃÁÃÃ

� ��Ã��!I<hkgIZI[jh

£ �Qghj�� ��Ã�d<EX<OIG�Q[� -�+�ÂÃÉ
£ � ��Â�<[<Y]OkI�dIgN]gZ<[EI�dgIhIgpIG

�  Q[I<gQjs�<j�dIg�ZQYYI�YIpIY
� 6Igs�Y]q�[]QhI�

£ �YY�IrdIEjIG�QZdg]pIZI[jh�<EPQIpIG
� ��� ��g<jQ]�[]q�<h�IrdIEjIG
� 0k[<DQYQjs�]N�<YY�d<g<ZIjIgh�hIIZh�]X
� !kEP�Y]qIg�Eg]hh�j<YX�qgj�� ��Â

£ 0gQOOIg�hkZ�]kjdkj�q]gXQ[O�NQ[I
� "]QhI�<[G�Eg]hh�j<YX�I<hQYs�qQjPQ[�hdIEh

Ê

Linearity 

Tim Andeen CALOR2018, University of Oregon, May 2018  8

Energy Reconstruction at Cell-Level
Use full history to determine energy:

• Currently calculate energy deposited from weighted sum using 
Optimal Filter Coefficients (OFC) of 4 samples from signal waveform.  

• Upgrade will provide continuous pulse train → allows for more 
advanced filtering.  

• Ongoing studies indicate better rejection of out-of-time pileup 
can be achieved. 

calibration signal is injected and the electronics
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Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics
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Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized
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• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 
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Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

Figure 3. Die image of the PA/S ALFE2 pre-prototype ASIC with key circuit elements outlined (left),
and the corresponding ALFE2 testboard with soldered chip (right).

2.1.2. Analog-Digital Converter

The PA/S passes differential signals to the ADC chip, which digitizes the incoming
data at the LHC clock frequency of 40 MHz. The ASIC used for the HL-LHC is the eight
channel COLUTA chip in 65 nm CMOS. The required 14-bit dynamic range is achieved by a
3-bit multiplying digital-analog converter (DAC) followed by 12-bit Successive Approx-
imation Register (SAR), along with a Digital Data Processing Unit (DDPU) that applies
calibration bit weights and serially transmits the digitized data. Figure 4 shows an image
of the die for the prototype version, CV4, and the corresponding testboard for performance
measurements.

CV4 delivers 1.2 ADC counts of noise on the pedestal, and an effective number of
bits (ENOB) of 11.8 (11.5) for sine waves of 5 (8) MHz carrier frequencies. This exceeds
the requirement of 11 ENOBs across the full dynamic range, and the CV4 also meets other
specifications on nonlinearity and radiation tolerance. As with the ALFE, the CV4 will also
be packaged in BGA for placement on the FEB2 prototype, and pre-production is scheduled
to begin shortly.
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FEB2 ASICs: ADC

Tim Andeen HL-LHC LAr Electronics UpgradeYour name HL-LHC LAr Electronics Upgrade

COLUTAv4 ADC Testing

9

• Board fabricated and assembled mid-Jan through early-Feb.
• Testing started Feb. 22nd.
• Socketed board for initial testing w/option to solder down. 
• Improved handling of input signals over CV3 boards.

• Includes ALFE2 chip for integrated testing. Not included in 
testing for this talk, but a high priority for testing.

• Added instrumentation:
▪ Arbitrary waveform generator (AWG) that can generate sine 

wave and/or LAr pulses
▪ 640 MHz clock 
▪ Power supply  
▪ Filters for sine input
▪ Attenuators for LAr pulse input: cover full dynamic range 

with minimal AWG noise (17, 20, 40, 60 dB)
▪ Transformer: convert single ended AWG output to 

differential for ADC (AC coupling = no baseline shifting 
possible)

• Calibration for MDAC & SAR performed both on-chip circuits 
and checked off-chip. 
▪ Constants stored on chip with triple redundancy

CV4 
(socket) 

ALFE2

Tim Andeen HL-LHC LAr Electronics Upgrade

ENOB vs Signal Freq. 

• With sine wave at close to full-scale, vary signal frequency from 1 to 18 MHz 
(~Nyquest). 
• Performance

specified at 8 MHz.
• ENOB > 11b up 

to 18 MHz.

11

• Digitize PA/S outputs at 40 MHz with 14-bit dynamic range and > 11-bit precision 
• COLUTAv4: custom ASIC in 65nm CMOS technology (~80k total) 

- 8-channels of Multiplying DAC (3 bits) followed by 12-bit Successive Approximation 
Register [SAR]) 

- Digital Data Processing Unit (DDPU) applies calibration bit weights and serially 
transmits data 

• Key Results: 
- 1.2 ADC counts of noise on pedestal  
- 11.8 (11.5) bit ENOB for sine wave of 5 (8) MHz carrier freq. (cf. spec. 11) 

➡ Next Steps: radiation testing, BGA packaging, preparing for production and 
testing of 80k prototype chips with automated test benches

Sine ENOB vs. Carrier Freq.

~Nyquist

1

COLUTA: Custom 8-Channel 15-bit 40-MSPS ADC
for the ATLAS Liquid Argon Calorimeter Readout
Rui Xu, Jaroslav Ban, Sarthak Kalani, Chen-kai Hsu, Subhajit Ray, Brian Kirby, Gabriel Matos, Julia Gonski,

Andrew Smith, Devanshu Panchal, Michael Unanian, Xiangxing Yang, Nan Sun, John Parsons, Timothy Andeen,
Peter Kinget

Abstract—The stringent radiation-tolerance and quantization1

requirements and need for seamless integration of the on-detector2

readout electronics chain for the 182,468 channels in the ATLAS3

Liquid Argon (LAr) calorimeter at the Large Hadron Collider4

(LHC) at CERN, require the design of a full-custom analog-to-5

digital converter (ADC), as part of the High-Luminosity LHC6

(HL-LHC) upgrade. Each of the 8 channels in the 65 nm7

CMOS ‘COLUTA’ ADC ASIC, with 15-bit resolution and >68 dB8

SNDR (>11 ENOB), consists of a Multiplying-DAC (MDAC)9

and a successive-approximation (SAR) ADC. A digital data10

processing unit (DDPU) serves to calibrate and serially transmit11

the quantized data. Initial lab characterization of 18 chips shows12

an SNDR �69.5 dB at full-scale at ⇠5 MHz and a maximum13

power consumption of 1.17 W; DNL measurements show no14

missing codes. Additional validation of the ADC is ongoing before15

⇠70k chips will be mass-produced for the upgrade.16

I. INTRODUCTION17

THE development of new readout electronics for the AT-18

LAS LAr calorimeter is necessary to meet the physics19

goals in the demanding HL-LHC conditions, with up to20

200 proton-proton (pp) collisions per bunch crossing at the21

bunch crossing rate of 40 MHz. The HL-LHC LAr calorimeter22

electronics upgrade [1] includes development of a full-custom23

analog-to-digital converter (ADC), dubbed ‘COLUTA’, to dig-24

itize each calorimeter channel after pre-amplification and pulse25

shaping. The ADC, designed in 65 nm CMOS, must quantize26

at a rate of 40 MSPS, achieve a minimum of 68 dB signal-to-27

noise-and-distortion ratio (SNDR) or 11 effective number of28

bits (ENOB), and have at minimum a 14-bit resolution.29

A key challenge in developing the LAr on-detector elec-30

tronics is that they must be radiation-tolerant up to a total31

ionizing dose (TID) of 1.3 kGy, a total non-ionizing energy32

loss (NIEL) equivalent to 4.3 ⇥ 1013 neutrons/cm2, and a33

total number of hadrons capable of producing single-event-34

effects (SEE) of 1.1⇥1013 h/cm2. These requirements limit the35

potential use of commercial-off-the-shelf (COTS) components36

and therefore custom ASICs that can directly interface with37

each other must be used. Custom ASICs have been used in38

past upgrades, such as an ADC with similar specifications39

but with a lower resolution requirement [2]. For the HL-40

LHC ATLAS LAr readout, the required custom ASICs include41

a preamplifier/shaper ASIC (ALFE) developed in 130 nm42

CMOS, the 65 nm ADC discussed in this paper, and a 10 Gbps43

R. Xu, J. Ban, S. Kalani, S. Ray, B. Kirby, G. Matos, J. Gonski, A. Smith,
M. Unanian, J. Parsons, P. Kinget are with Columbia University.

C. Hsu, D. Panchal, X. Yang, N. Sun, T. Andeen are with the University
of Texas at Austin.

We thank the technical staff at Nevis Laboratory and the CERN microelec-
tronics group for the circuit building blocks they provided. This research is
supported by the US National Science Foundation under Grant No. PHY
1948993, PHY 2013070, and US Department of Energy Grant No. DE-
SC0007890.

Fig. 1: CV4 in the context of the LAr readout system. Photograph
of the 5.5mm x 5.8mm 8-channel 65 nm CMOS ADC die wirebonded
to a 100-pin QFN package. Connections to only two ADC channels
are depicted.

serializer/transceiver (lpGBT) ASIC [3] used to multiplex and 44

optically transmit ADC data off-detector for digital processing, 45

as well as to provide clock and control functions. 46

The COLUTA ADC is currently in its fourth iteration 47

(CV4), serving as the full-functionality final prototype. This 48

paper first presents how the analog performance, radiation 49

hardness, and seamless integration requirements are met by de- 50

sign. Next, preliminary measurements are shown that demon- 51

strate the CV4 satisfies the performance requirements. CV4 52

radiation and integration tests are currently planned, though 53

previous measurements with the preceding CV3 demonstrate 54

satisfactory results. Once the full validation of CV4 is com- 55

pleted, the mass production of about 70k chips will be 56

launched for use in the LAr HL-LHC upgrade. 57

II. DESIGN OVERVIEW 58

Fig. 1 shows the CV4 in the context of the LAr on-detector 59

readout system. The analog signal from each calorimeter 60

channel go into the ALFE, the shaped outputs of which 61

are then differentially sampled and digitized by the CV4. 62

The ALFE maps one LAr detector channel to two CV4 63

channels, one with “low-gain” and the other “high-gain”. The 64

digitized data is then multiplexed and transmitted at 10 Gbps 65

from the lpGBT. There are eight identical-by-design digitizer 66

channels within the CV4, in addition to shared blocks such 67

as reference/bias generation (BGP), I2C digital slow-control, 68

and timing distribution (CLK/BCD). Each channel contains 69

an MDAC, SAR, and a DDPU for applying calibrated bit- 70

weights, serializes, and synchronizes the data in a way that 71

is compatible with the lpGBT. All digital logic are triply- 72

redundant using the TMRG tool [4] to decrease the probability 73

of radiation-induced bit-flips. Interfacing the three ASICs 74

(ALFE, CV4, lpGBT) does not require additional components 75

in the signal path that could otherwise present a vulnerability 76

to radiation induced effects. 77

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

Sine FFT

Figure 4. Die image of the ADC CV4 pre-prototype ASIC with key circuit elements outlined (left),
and the corresponding CV4 testboard with socketed chip (right).

2.1.3. FEB2 Pre-Prototype

The integration of the FEB2 custom electronics into the full readout chain is tested with
the pre-prototype of the FEB2. This so-called “slice" testboard has only 32 of 128 channels
instrumented, enabling performance measurements of LAr pulses propagated through
the full readout chain, as well as coherent noise and clock/configuration testing. Figure 5
shows a diagram of the data flow on the slice testboard, and an image of the board in its test
setup. The slice testboard allowed for full validation of the slow control, monitoring, and
redundancy of the bidirectional clock and control links, ensuring a robust configuration
protocol and clock distribution.

E. Busch 3

Review: FEB2 
Data/Signal 
Flow

• V1.1 board assembled with full set of 8 
PA/S, 8 ADCs, 8 lpGBTs
• up from only 2 PA/S & 3 ADC on 

v1.0
• 32 channels of readout

• Each channel represents a HI/LO 
gain pair

• Results will be shown only for the 16 
MDAC channels

10 March 2021
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E. Busch 3

Review: FEB2 
Data/Signal 
Flow

• V1.1 board assembled with full set of 8 
PA/S, 8 ADCs, 8 lpGBTs
• up from only 2 PA/S & 3 ADC on 

v1.0
• 32 channels of readout

• Each channel represents a HI/LO 
gain pair

• Results will be shown only for the 16 
MDAC channels

10 March 2021

2020-21: Slice Testboard 
- 32 channels 
- Characterize performance of full 

readout chain (PA/S →ADC→lpGBT)

2022-23: FEB2 prototype
- Full 128 channels 
- Production = 1524 boards 

(1627 w/ spares) 

FEB2 Pre-Prototype: Slice Testboard

Features of v1.1
• New optical connections, designed by SMU

• Front panel mounted connectors
• Fix for the lpGBT 12 & lpGBT13 master 

problem
• The first time the board is brought up, we need to 

communicate with lpGBT12&13 to burn e-fuses
• On v1.0, we had to cut the M2 lines to allow this 

communication
• On v1.1, we can now isolate undefined 

lpGBT12&13 masters by changing the headers on 
the board 
• As soon as I2C buses are free we burn e-fuses on 

lpGBT12&13, and lpGBT11&14
• This is a one time operation – once done the 

board can be fully operated via FELIX

E. Busch 410 March 2021

Figure 5. Data flow diagram of LAr signals on the FEB2, with the 32 channel pre-prototype slice
testboard highlighted in magenta (left), and an image of the slice testboard (right).

To assess the reconstruction capability of the slice testboard, energy and timing mea-
surements of each LAr pulse are computed using optimal filtering coefficients (OFCs) [4].
These are computed using precision knowledge of the LAr pulse shape, allowing for robust-
ness against distortion due to pileup. The OFCs are applied to samples from four points on
the signal waveform, separated by 25 ns as dictated by the ADC frequency, and the energy
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and timing of the pulse can be calculated from linear combinations of the OFCs and sample
values. Figure 6 shows pulses read out by the slice testboard at a variety of amplitudes,
along with the obtained resolution on the energy measurement over the full dynamic range
of the system. For the highest energy pulses, where the energy resolution is expected to
be the best, the resolution defined as σE/E reaches approximately 0.02%, well below the
specification of 0.25%. The timing resolution for these large pulses is approximately 50 ps,
which is dominated by the clock jitter on the board. Multi-channel performance can also be
studied, and the measured coherent noise was found to be less than a few percent of the
total pulse size, with a low cross talk well below the percent level.

Figure 6. Plot of reconstructed LAr pulses from the slice testboard across the full dynamic range
(left), and the corresponding energy resolution σE/E as a function of input current (right).

The next steps in FEB2 development include the design of the 128-channel prototype
board, at which point tests can be performed with the proposed power distribution and
on-detector crate. Production will consist of 1627 boards including spares.

2.1.4. Calibration System

For maximal performance, the readout system must be calibrated with the injec-
tion of a precise calibration pulse. Key specifications for this system include an inte-
gral non-linearity <0.1% in the FEB2 high gain, <0.2% in the intermediate range (end of
high gain up to 250 mA), and <1% in the high current range (250–300 mA), along with a
uniformity <0.25%. The circuit that generates the calibration pulse contains two custom
ASICs. The CLAROC creates the pulse by opening a high-frequency switch; as the require-
ments on pulse size mean that this chip needs a 7.5 V power source, this chip is designed in
180 nm XFAB technology. The LADOC is a custom 16-bit DAC that is used to command the
switch with built-in 130 nm TSMC technology. The test setup with these ASICs indicates
that they meet nearly all required specifications, with the exception of linearity and radia-
tion hardness, which are anticipated to be resolved in prototype versions. A 32 channel
pre-prototype board CABANON, analogous to the slice testboard, measured cross-talk
<0.1% of the signal, in line with specifications, and allowed for a power distribution test
comparing two different DC/DC convertor candidates. An image of this pre-prototype
is given in Figure 7. Next generation versions of the CLAROC and LADOC have been
designed to overcome non-linearity and radiation hardness issues, and are currently being
fabricated. These chips will be packaged in BGA as with the FEB2 ASICs, and a 128-channel
prototype design will be forthcoming, harmonizing the development of both front-end
system boards.



Instruments 2022, 6, 28 7 of 10

J. Gonski19 May 2022 18

Calibration System
• Inject accurate calorimeter pulse to calibrate 
the readout electronics (gain scales) 
•Need to calibrate 180k calorimeter cells = 
122 boards with 128 channels each (~5k 
ASICs of each type with spares) 
• 7.5 V output requires HV-CMOS  
•Custom ASICs:  

- CLAROC = creates pulse by opening high 
frequency switch (180 nm XFAB technology) 
- LADOC = custom 16-bit DAC used to 

command the HF switch (130nm TSMC 
technology)  

•Key results: 
- ASICs meet all required specs 
- 32-channel pre-prototype board (CABANON) 

passed specification review   

➡Next steps: prototype development and 
testing (CLAROCv4 & LADOCv2 packaged in 
BGA, 128 channel board) 

Narei Lorenzo Martinez HL-LHC LAr Electronics Upgrade 5

LADOC

CLAROC

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

Calibration board
✤ Characteristics defined by values of discrete components R0 and L installed in the board. 

✤ Calibration current injected on each cell is: 
✤ with                         and R0 = 50 Ohm and L=12uH

✤ Calibration board has 128 channels /calibration lines. Each line injects charge 87  simultaneously to 
1-32 cells 
✤ described in TDR: http://cds.cern.ch/record/2285582 

✤ In addition to LADOC and CLAROC, will use lpGBT custom TSMC 65nm chip: 
✤ https://espace.cern.ch/GBT-Project/LpGBT/default.aspx  
✤ for transfer of clock, control   signals and data 

✤ Serial lpGBT outputs converted from electrical to optical signals using VTRx+ optical modules: 
✤ http://padley.rice.edu/cms/OH_GE21_ LpGBT/VTRxPlus_spec_v1.6.pdf  
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Experience with 32-channels board
✤ CABANON designed in 2020, fabricated in 2021, first test in June 2021 at LAPP 

✤ note summarizing the results: https://cds.cern.ch/record/2806396 

✤ Cross-talk ~ 0.1% 

✤ Uniformity measurements ~ factor 10 worst than 
what specification -> due to use of older ASIC version

✤ S1812R-123G and ISC1210ER120J inductances 
perform very similarly (though magnetic field tests 
have not been conducted yet)

✤ LTM4619 performing better than bPOL12V. Reason 
found to be due to low noise design rules not 
followed properly in design of the board. 

19

Figure 7. Image of the CABANON pre-prototype test calibration board, with ASIC locations highlighted.

2.2. Off Detector

The back-end electronics are located off the detector in the USA15 counting room,
with no radiation from collisions. They consist of two systems: the LAr Timing System
(LATS), and the LAr Signal Processor (LASP). The FEB2 boards connect to the off-detector
electronics via optical links driven by lpGBT serializers.

2.2.1. Timing System

The LATS is responsible for the trigger, timing, and control (TTC) distribution to
the front-end, configuration based on the lpGBT protocol, and monitoring of all 1524
FEB2 and 122 calibration boards, requiring a total of 3192 links. This is performed by the
LATOURNETT board, which consists of 13 field programmable gate arrays (FPGAs). 12 of
these are matrix FPGAs with both transmitters and receivers, each of which receives data
from 1 FEB2, and the last FPGA has a centralized control role. The firmware for both of
the FPGAs has been validated in simulation, and the power-up sequence has been verified
with a dedicated testboard. Further testing will continue in parallel to the submission of a
prototype board design, followed by integration tests with the on-detector electronics.

2.2.2. Signal Processor

The LASP applies digital filtering to digitized waveforms received from FEB2, in order
to calculate the energy and time of the pulse. It then transmits this high-level information
to both the trigger and DAQ at 25 Gbps. This operation must be done online in two FPGAs
on the LASP Main Blade combined with a Smart Rear Transition Module (SRTM). Between
200 and 300 of each board will be produced, with 6-8 FEB2 boards per blade.

A testboard has been produced with full capability, allowing for the validation of
power sequencing, I2C configuration sensors, clock distribution, and FPGA configuration.
A photograph of the test setup, with the LASP Main Blade and SRTM, is given in Figure 8.
A complex firmware design has been produced that is highly modular, allowing for flexible
integration of the number of FEB2 boards read by each FPGA. Measurements with these
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first testboards will inform the prototype design, particularly on the choice of FPGA, due
to limitations on resource usage and a tight power budget.

J. Gonski19 May 2022

LAr Signal Processor (LASP)

22

• Apply digital filtering to digitized waveforms from FEB2, calculate energy & time, and transmit to 
trigger and DAQ (in FPGA online) 

• LASP Main Blade + Smart Rear Transition Module (SRTM): 200-278 of each board, 6-8 FEB2 per 
blade (2 FPGAs), outputs to L1 and TDAQ at 25 Gbps 

• Key Results:
- v1 testboard with full capability: validation of power sequencing, i2c sensors, clock, FPGA configuration  
- Advanced firmware design: modular design that can vary number of FEBs per FPGA, optical “deep tests” 

➡ Next Steps: measurements with first testboards and full prototype design
- FPGA resource usage & power very tight: considering INTEL Agilex as alternative to Stratix-10

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

Firmware (1 FEB) 

John Hobbs HL-LHC LAr Electronics Upgrade

R&D Progress: SRTM Hardware
• Test version

• Zynq+  (w/16 GB DDR4 module)
• 4 x 12 Channel Firefly Tx (@ 25 Gbps)*
• 2 x 4 Channel Firefly Tx/Rx (@ 25 Gbps)
• 2 x 10 GbE + 2 x XAUI monitoring
• 2 x 1 GbE

• Tests largely completed with no 
significant issues found

• Completely functioning (see Firefly comment 
on next slide)

• 4 additional boards in hand. Testing…

13

SRTMTester

*Final versions will move these to LASP which can be done 
because no longer expected to duplicate digital trigger outputs. 
(Spec change)

John Hobbs HL-LHC LAr Electronics Upgrade

R&D Progress: SRTM Firmware

• Now testing on SRTM
• with a simple ATCA blade providing connectivity

• 2 parts to the code:
• Arm processor (PS) software: basic Linux system and control 

interfaces
• FPGA logic (PL) firmware: data processing and handling

15

Orange (PS, SOC)
Yellow (PL, TTC)
Purple (PL, MGT/Felix)
Magenta (PL 10, GbE)

note: This is the test board interface

LASP 
Test 
Board 
v1 
+ SRTM

Figure 8. Image of the LASP Main Blade and the STRM, with the SRTM outlined in yellow.

3. Machine Learning Highlights on FPGAs

Signal processing on the LASP can benefit from machine learning (ML) techniques
applied online at the FPGA level. Such advances are motivated by the increased pileup,
which can degrade the energy and timing resolution as well as the performance of the
trigger. Studies into the application of ML to mitigate pileup degradation utilize simulated
digital pulses in a bunch train, which are used as input to three different architectures. The
implementation described here achieves 37 neural nets (NNs) on one FPGA for a LASP
running at 400 MHz, processing 10 channels each, with further optimizations ongoing [5].

The first architecture investigated is a convolution neural net (CNN), which has two
separate phases for the tasks of pulse tagging and energy reconstruction. The first tagging
layer is trained to detect energy deposits 3σ above the electronic noise (240 MeV) using pulse
samples for eight bunch crossings. The output of this tagging layer is a detection probability,
which is passed along with the original sample sequence to the energy reconstruction
layer, trained to reconstruct the amount of energy deposited in each cell. Parameters and
architecture of the CNN are optimized based on high efficiency for detecting large energy
deposits, high rejection of background signals, and good energy resolution.

Two sequence modeling architectures are also considered, a vanilla recurrent neural
net (RNN) and long short-term memory (LSTM). These allow the modeling of data as a
sequence of BCs, providing a better characterization particularly of out-of-time pileup.
The LSTM demonstrates superior management of information through long sequences
but its complexity means that strict limits on network size must be imposed for an FPGA
implementation. The LSTM is used with both single BC inputs and a sliding window
technique which incorporates up to four inputs from the current pulse and one from the
previous pulse. The vanilla RNN can only be used with sliding window inputs as it does
not have enough complexity to converge in a single cell.

Figure 9 shows a comparison of the performance of the various ML architectures,
where the difference between the true and reconstructed transverse cell energy is compared
for all methods. For reference, the analytical OFC method is included. All ML-based recon-
structions outperform the legacy method in both accuracy and precision. Shown also is the
performance comparison between NNs implemented via software-based calculations and
via FPGA firmware, given as the relative difference in energy reconstruction between VHDL
and Keras simulations. Very good agreement is observed between FPGA and software
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algorithms is observed, indicating that an NN-based reconstruction is capable of processing
LAr signals in the HL-LHC readout and clearing the way for further development of these
techniques in the LASP.
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the measurement in consecutive but isolated pulses, it bet-
ter alleviates remnants of past events. Out-of-time pileup 
and recurrent LHC bunch patterns are typically expected to 
impact measurements in tens of subsequent BCs. High per-
formance in these cases requires a correction of long-lived 
patterns that can only be achieved with efficient management 
of the information through time. The single-cell design is 
particularly robust in situations where subsequent pulses 
overlap as described in Sect. 2.4. The vanilla RNN network 
demonstrates performance competitive with LSTM net-
works. This, added to its compact design, makes the vanilla 
RNN network the most suited among the RNN based algo-
rithms for treating individual channels of the ATLAS LAr 
calorimeter system.

Results

Performance of the aforementioned ANN methods and 
the OF with maximum finder are estimated in an AREUS 
simulation of energy deposits in one selected calorimeter 
cell at ( ! = 0.5125 , ! = 0.0125 ) in the middle layer of the 
barrel (labelled EMB middle) and for long BC sequences. 
An average pileup ⟨!⟩ = 140 is assumed. Furthermore, only 
energy deposits 3! above the noise threshold (corresponding 
to Etrue

T
> 240MeV ) are retained in what follows. Figure 6 

shows a comparison of the energy resolution between the 
legacy OF and five ANN algorithms. The CNN and RNN 
networks outperform the OF both in terms of bias in the 
mean and of resolution. The smallest range that contains 
98% of the entries is also shown to exhibit non-Gaussian 
behaviour present in the far tails of the resolution, and par-
ticularly at low energies. The OF tends to underestimate low 
deposited energies while the ANNs largely recover these 

energies. The single-cell implementation of the LSTM net-
work has the best performance although it has the same 
number of parameters as the sliding-window implementa-
tion. Even though the vanilla RNN has fewer parameters 
than the LSTM, its performance is similar in the sliding-
window implementation. The CNN networks both have a 
comparable number of parameters. Nevertheless, the 3-Conv 
architecture outperforms the 4-Conv architecture. Overall, 
the LSTM networks achieve a better performance than the 
CNNs and the vanilla RNN. However, the LSTM implemen-
tations require 5 times more parameters than the compact 
CNNs and the vanilla RNN.

One of the challenges of the energy reconstruction algo-
rithms is to correctly predict two subsequent deposited ener-
gies with overlapping pulses. Figures 7, 8, 9 and 10 show the 
energy resolution as a function of the time-gap between two 
deposited energies. Only deposited energies above 240 MeV 
are considered. This ensures that the pulse amplitude is large 
enough to distort the pulse shape of the subsequent event. 
With a time-gap smaller than 20 BCs the computed energy 
is underestimated by the OF algorithm and the resolution is 
significantly degraded. The ANN algorithms are robust against 
pulse shape distortion by overlapping events and allow for an 
improved energy reconstruction also at small time gaps. LSTM 
based algorithms in the single-cell application are particularly 
stable along the time gap as they can access as many BC in 
the past as found necessary in the training phase. With 28 

Table 2  Configurable key parameters of the single-cell and sliding-
window algorithms

Single-cell Sliding-window
LSTM LSTM Vanilla RNN

Time inference Receptive ∞ 5 5
Field
Samples 5 4 4
after deposit

RNN layer Dimension 10 10 8
Activation tanh tanh ReLU
Recurrent Sigmoid Sigmoid N/A
Activation

Dense layer Dimension 1 1 1
Activation ReLU ReLU ReLU

Number of 
parameters

491 491 89

MAC units 480 2360 368
Fig. 6  Transverse energy reconstruction performance for the opti-
mal filtering and the various ANN algorithms. The performance is 
assessed by comparing the true transverse energy deposited in an 
EMB middle LAr cell ( ! = 0.5125 and ! = 0.0125 ) to the ANN pre-
diction after simulating the sampled pulse with AREUS assuming 
⟨!⟩ = 140 . Only energies 3! above the noise threshold are consid-
ered. The mean, the median, the standard deviation, and the smallest 
range that contains 98% of the events are shown
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A Python script generates the configuration file from the 
Keras model files. The script also performs the transla-
tion from floating point to fixed point representation with 
a configurable total and fractional bit width. A bit width 
of 18 is chosen because it matches the DSP precision of 
the Stratix-10 FPGA. Of those 18 bits, 10 bits are used for 
the decimal part of the fixed-point representation. For the 
sigmoid activation function two implementations are avail-
able. A piece-wise linear approximation saves resources, 
while a look-up table (LUT) with discrete integer values 
allows a higher precision.

The VHDL implementation is designed in a modular way. 
A dedicated component realises the connections between 
one feature map and all feature maps of the previous layer. 
In this way a multi-layer CNN can be constructed, and each 
layer is configured independently. To make use of the high 
processing frequency of the FPGA, time division multiplex-
ing is used to allow one CNN instance to process the data of 
multiple channels. Intermediate pipelining stages are added 
to meet the timing constraints at high maximum frequencies 
at which the CNN core can be executed. Moreover, process-
ing of the input sequence is started when the first sample of 
each sequence arrives. This is cascaded through all layers of 
the network in a continuous way and minimizes the latency 
until the final result is available. The initiation interval, i.e. 
the time between the reception of two consecutive input val-
ues, is one clock cycle. Since the frequency of the output 
data is matched to the one of the input data the throughput 
is thus maximized.

For all layers, the input values need to be multiplied by 
their respective weights. These multiplications are best per-
formed by DSPs on the FPGA, which are dedicated for high 
speed arithmetic operations. In the case of the Stratix-10 
FPGA, they have a special structure with two multiplication-
accumulation units in one DSP. To make optimal use of the 
available DSPs, the serialised streams of data that are input 
to the FPGA, are rearranged into pairs of two to exploit both 
streams per processor. The DSPs are chained up accord-
ing to the kernel size to process and accumulate the input 
from different time steps. The results are synchronised and 
summed with the first calculation path afterwards. With this 
approach, the DSPs can be utilized most efficiently.

Figure 11 compares the output of the VHDL implemen-
tation, simulated with Quartus 20.4 [13] and Questa Sim 
10.7c [14], with the Keras CNN output. The small differ-
ences observed are caused by discretization and the chosen 
bit precision, and by the LUT-based realisation of the activa-
tion function.

Conversion of RNN to HLS

The RNN algorithms are implemented in Intel high-level 
synthesis (HLS)  [13]. The HLS approach allows for an 

automated generation of hardware description language 
from an algorithmic description of the network, similar to 
C++, with user optimisations of the hardware implementa-
tion enforced by inline compiler commands. Thus, the HLS 
permits a flexible design automatically optimised to a given 
hardware target. The networks are based on two different 
functions, the first being the implementation of a single 
RNN cell, the second one handling the recursive aspect of 
the network architecture.

The LSTM or vanilla RNN cells are coded as template 
functions. The template is used to pass on the weights and 
the internal architecture of the cell. The weights and archi-
tecture parameters are automatically generated by Python 
scripts from the Keras model. The precision of the fixed-
point value is a configurable parameter. The activation func-
tions and the recurrent activation functions other than the 
ReLU are implemented as LUT. The LUTs are generated 
with Python scripts. A configurable parameter allows using 
full precision mathematical functions instead of LUTs.

Two variants of the recurrent functions are implemented 
to support the single-cell and the sliding-window archi-
tectures. The single-cell function uses one instance of the 
LSTM cell implementation and allows linking the output 
of this cell at a given BC to its input at the subsequent BC. 
A continuous output flow is achieved with data entering 
through recursive calls of the logic, however requiring an 
input frequency no larger than the cell computation time. In 

Fig. 11  Relative deviation of the firmware implementations from 
the software results for the different transverse energy reconstruction 
ANNs. Only bunch crossings with predictions different from zero and 
true transverse energies larger than 240 MeV are considered. Inputs 
to the ANNs are sampled pulses obtained from the simulation of an 
EMB middle LAr cell ( ! = 0.5125 and ! = 0.0125 ) with AREUS 
assuming ⟨!⟩ = 140

Figure 9. Performance of ML signal processing methods implemented in FPGAs on the LASP,
specifically the true vs. reconstruction transverse energy for all ML and the legacy methods (left), and
the relative energy deviation of firmware ML implementations from the software results (right) [5].

4. Conclusions

A status report is presented on the upgrade of the ATLAS LAr calorimeter for the HL-
LHC era. The specifications of the upgrade are motivated by physics drivers for future LHC
runs, leading to a free-running architecture that reads out the entire LAr calorimeter with
full precision at the LHC clock of 40 MHz. Updates are given for all on- and off-detector
components, namely the PA/S and ADC front-end ASICs, the pre-prototype FEB2 and
calibration boards, the LATS, and the LASP. Comprehensive and performant results are
presented utilizing pre-prototypes of key custom chips and boards. In the coming years,
the final prototype design of all components must be designed, produced, and shown to
continue meeting specifications in performance testing. Production and integration tests
will also ramp up in preparation for the installation of all upgraded electronics into the
ATLAS cavern starting in 2026.
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