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Abstract: The accurate measurement of the beam range in the frame of quality assurance (QA) is a requirement for clinical use of a proton therapy machine. Conventionally used detectors mostly estimate the range by measuring the depth dose distribution of the protons. In this paper, we use pixel detectors designed for individual particle tracking in the high-radiation environment of the ATLAS experiment at LHC. The detector measures the deposited energy in the sensor for individual protons. Due to the limited dynamic energy range of the readout chip, several ways to measure the proton energy or range are examined. A staircase phantom is placed on the detector to perform an energy calibration relative to the NIST PSTAR stopping power database. In addition, track length measurements are performed using the detector aligned parallel with the beam axis to investigate the Linear Energy Transfer (LET) per pixel along the trajectory of individual protons. In this proof-of-principle study, we show that this radiation hardness detector can successfully be used to determine the initial proton energy for protons impinging on the sensor with an energy below 44 MeV after the range shifters. It becomes clear that an improvement of the energy resolution of the readout chip is required for clinical use.
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1. Introduction

Comprehensive guidelines for the quality assurance (QA) of proton therapy delivery have been defined by the AAPM task group 224 [1]. According to these guidelines, the deviation of the proton range as an indicator for the proton energy has to be less than 1 mm.

Particle-counting hybrid silicon detectors such as the MiniPix-Timepix have been used to successfully estimate the incident proton range or energy using the LET spectra of protons in thin silicon sensors at clinically relevant energy ranges in previous studies [2–4]. Furthermore, other studies show promising results for measuring the beam energy of clinical proton beams with a time-of-flight system constructed from silicon sensors developed for High-Energy Physics (HEP) applications [5].

In this study, we use ATLAS IBL tracking detectors [6] designed for HEP experiments at CERN. The detectors are specifically designed to be very radiation tolerant, with an expected total ionizing dose over the lifetime of the ATLAS experiment of 2.5 MGy. Being designed as tracking detectors, they feature high spatial resolution and single particle...
counting, as well as providing information on the deposited energy in the sensor. The usage and applicability of this detector system for the tracking of charged particles is well understood and constantly improved by the HEP community. Therefore, the aim of this study is to test if the IBL readout chip designed for efficient single-particle tracking and high radiation hardness can be used for proton kinetic energy measurements with an energy resolution sufficient for the QA of proton therapy facilities.

As a combined measurement of the spot size, dose linearity, and range of the protons would simplify the clinical QA workflow [7], the first part of this study focuses on proof-of-principle measurements demonstrating the capability of the ATLAS IBL tracking detector to determine the proton range and energy by measuring the LET spectra of protons at normal incidence to the sensor, referred to as LET spectra measurements.

Conventionally used detectors such as the Multi-Layer Ionization Chamber (MLIC) Giraffe detector (IBA Dosimetry, Schwarzenbruck, Germany) estimate the range by measuring the depth dose distribution of the protons [8], whereas hybrid pixelated semiconductor detectors such as the Timepix or the Medipix detector measure the energy loss of particles along the way through the detector [9–11]. In order to take advantage of the small pixel size, the particle-counting ATLAS pixelated semiconductor detector is aligned parallel with the beam axis, tracking the deposited energy in the sensor for individual protons, thereby allowing the determination of the LET along the track in 50 µm silicon pixels. Therefore, the second part of this paper presents proof-of-principle measurements to evaluate the applicability of the device under study for measurements of the proton energy/range by means of the LET curve in silicon, termed track LET measurements.

The ability of energy determination as an additional usage besides the shape and position measurements can highlight a further application of hybrid semiconductor detectors as QA devices in proton therapy.

2. Materials and Methods

2.1. ATLAS IBL Pixel Detector

The ATLAS IBL pixel detector is designed to track high-energy particles in the ATLAS experiment at CERN [6]. It is a hybrid pixelated detector consisting of a 200 µm-thick n-in-p silicon sensor segmented into 80 × 336 pixels with a size of (250 × 50) µm² and an FE-I4B readout chip bump bonded pixelwise [12]. The hit efficiency of the detector for individual protons reaches up to 99.9% [13].

In silicon, an average energy deposit of 3.6 eV is needed to create an electron–hole pair [14]. The readout chip provides information on the generated charge using the Time over Threshold (ToT) method with a resolution of 4 bits. The gain of the amplifier can be adjusted for every single pixel in a process referred to as tuning. Therefore, the calibration of the ToT values has to be performed individually for each pixel for any given tuning.

Each pixel contains a discriminator for zero suppression. The discriminator threshold is also tuned individually for each pixel and, together with the amplifier gain, determines the dynamic range of the available ToT values. For the following measurements, the gain and threshold tuning yielded a dynamic range for the deposited energy of (139–678) keV, which is close to the maximum charge the readout chip can process. The tuning was chosen to accommodate the energy deposition of proton energies impinging on the sensor described in Section 2.3. Due to the smaller path length of 50 µm of the protons through the pixel when measuring parallel with the beam direction, an adapted tuning resulting in a dynamic deposited energy range of the detector of (67–372) keV is used during the second measurement campaign.

Since the readout chip was developed for operation in the ATLAS experiment, in which the particles pass through the detector at a frequency of 40 MHz due to the spill structure of the Large Hadron Collider beam, the chip is operated at the same frequency.

For data acquisition, an external trigger signal is generated. The internal storage of the readout chip allows it to be triggered up to 16 times in a row, providing a maximum sensitive window of 400 ns, allowing small deposited charges, which are delayed due to
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the fixed peaking time of the amplifier circuit (time walk), to be detected. As a compromise between the maximum sampling rate of the proton beam (high particle fluxes up to $10^{10} \text{cm}^{-2} \text{s}^{-1}$ in proton therapy [15]) and memory consumption of the readout system for the detector in the following measurements, trigger signals of varying duration were issued at a fixed frequency of 1 kHz.

2.2. Beam Characteristics

Measurements of the LET spectra were performed at a clinical Pencil Beam Scanning (PBS) line equipped with a dedicated PBS nozzle (ProteusPlus system, IBA PT, Louvain-la-Neuve, Belgium), based on an IBA Proteus 235 isochronous cyclotron that delivers protons with energies in the range of $(100–228) \text{MeV}$ at a rate of $10^6 \text{MHz}$ [16]. Scanned homogeneous fields larger than the detector area at the lowest possible proton energy were used during the measurements.

Based on the range measurements for a nominal beam energy of $100 \text{MeV}$, the delivered proton energy is between $99.7 \text{MeV}$ and $100.5 \text{MeV}$ depending on the tables used to convert the measured range into proton energy [17]. Using the center of this interval, we assumed the delivered proton energy to be $(99.91 \pm 0.40) \text{MeV}$. The variation of the proton energy is stated in the same paper to be $0.65 \text{MeV}$.

As the orientation of the detector with respect to the beam is crucial for the various measurements, we define the incidence angle $\beta$ with respect to the normal of the detector surface as shown in Figure 1.

![Figure 1](http://example.com/figure1.png)

**Figure 1.** Sketch to define the incident angle $\beta$ with respect to the normal of the detector surface. The thickness $t$ of the sensor and the pixelation are indicated.

According to the clinical beam model used at the treatment center, the beam divergence for the proton energies used for these measurements is approximately $0.3^\circ$ and can be neglected.

To vary the energy of the protons incident on the detector during both measurement campaigns, different range shifters and a variable number of RW3 slabs (type SP34 IBA Dosimetry, composition: 98% polystyrene + 2% TiO$_2$, water-equivalent ratio WER = 1.025) were placed in front of the nozzles.

2.3. Experimental Setup

Throughout the publication, we will refer to proton energies at various stages. To avoid confusion, Figure 2 illustrates the definitions:

- $E_{\text{init}}$: initial proton energy delivered by the accelerator;
- $E_{\text{phantom}}$: proton energy downstream of the variable thickness of RW3 slabs;
- $E_{\text{sensor}}$: proton energy incident on the silicon sensor.
During the LET spectra measurement, the pixel detector was mounted on the treatment table in the isocenter of the beam perpendicular to the beam direction ($\beta = 0^\circ$). To measure the energy deposition in the sensor for different proton energies in a single measurement, three types of custom-made Poly(Methyl Methacrylate) (PMMA) staircase phantoms were placed upstream of the detector. One of the phantoms is shown in Figure 3.

The phantoms differ in the number of blocks, between two and nine, with physical thicknesses between 10.0 mm and 26.0 mm. The energy of the protons impinging on the sensor is therefore between 12.1 MeV and 52.7 MeV. The WER of the PMMA was measured using a MLIC Giraffe detector (IBA Dosimetry, Schwarzenbruck, Germany) to be $WER_{\text{PMMA}} = 1.16 \pm 0.02$. The uncertainty analysis of $WER_{\text{PMMA}}$ is based on the work of Behrends et al. [18]. Two measurements each, using RW3 slabs with physical thicknesses of 4.0 cm and 4.4 cm, respectively, were performed.

As a first result, the two-dimensional map of the mean deposited energy in the silicon sensor is shown in Figure 4, measured with 4.0 cm RW3 slabs upstream of the staircase phantom and an energy of $E_{\text{phantom}} \approx 65.4$ MeV, respectively. The dotted block in the picture highlights a thicker phantom step than the straight lines' block, resulting in higher deposited energy in this area of the sensor. Differences in the deposited energy downstream of the blocks for the 9-step phantom can be seen.
Figure 4. Map of mean deposited energy for every pixel measured with a beam energy of $E_{\text{phantom}} \approx 65.4$ MeV. The colored frames indicate two example regions of interest, highlighting the variation of the deposited energy across the regions of the staircase phantom.

In order to determine the energy of the protons by means of the LET along their trajectory in the silicon sensor, the detector was mounted on a goniometer standing on the treatment table. Using the laser positioning system integrated into the treatment room, the detector is manually aligned parallel with the beam axis ($\beta = (90^\circ \pm 0.5^\circ)$), with the smaller pixel side (rows) oriented in the beam direction, as shown in Figure 5. The protons traverse the detector parallel with its surface. These measurements are referred to as track LET measurements. A photo of the setup is shown in Figure 6.

Figure 5. Sketch illustrating the direction of the proton pathway through the sensor aligned parallel with the beam axis.

By using different thicknesses of the range shifters and RW3 slabs, measurements with five different proton energies varying between $E_{\text{sensor}} \approx 54.6$ MeV and $E_{\text{sensor}} \approx 16.6$ MeV were performed. These values of the proton energy were selected to evaluate the path of the protons through the sensor for particles with a Continuous Slowing Down Approximation.
in silicon smaller than the length of the detector (1.68 cm) so that they are stopped completely in the detector.

![Image of experimental setup showing the detector mounted on the goniometer and aligned parallel with the beam axis.](image)

**Figure 6.** Experimental setup showing the detector mounted on the goniometer and aligned parallel with the beam axis.

### 2.3.1. Clustering and Cluster Charge

Due to the lateral diffusion of the charge cloud in the sensor, a single proton can deposit energy in more than one pixel (charge sharing) [19]. In order to assign the correct energy deposition for each passing proton, simultaneous hits in neighboring pixels are combined into a cluster in software. To account for slight differences in the ToT calibration between pixels in a cluster, the ToT information in all pixels is converted into deposited energy and then summed up.

These measurements were performed with the smallest possible sensitive time per trigger event of 25 ns to avoid exceeding the storage capability of the readout system. Thus, no temporal coincidence criterion is needed for clustering. The mean cluster size for single protons depends on their energy since the LET increases for lower-energy protons, resulting in an increased mean cluster size [19]. Due to the small incidence angle of $\beta \approx 0^\circ$ and the large pixel size, by far, most of the protons deposit their energy in one or two pixels. The mean percentage of clusters consisting of more than 2 pixels over all measured energies is only 1%. Therefore, the size or shape of clusters cannot be used to estimate the real incidence angle for each proton, as has been done in other studies [20].

### 2.3.2. Regions of Interest

For the analysis of the LET spectra measurements, the Regions Of Interest (ROIs) are defined, which represent the positions of the phantom blocks on the sensor. Protons hitting pixels within an ROI are assumed to have traversed the same amount of material in the staircase phantom and, therefore, to have the same energy remaining $E_{\text{sensor}}$. The ROIs are selected to exclude the edges of the blocks of the phantom to avoid the influence of scattered protons with different energies coming from other phantom blocks.
2.4. Let Spectra Measurement

When analyzing the measured energy deposition $dE$ per track length $dl$ in thin detectors, it is common to use an approximation in which the measured energy deposition is taken as the theoretically calculated LET [21]:

$$\text{LET} = \frac{dE}{dl}. \quad (1)$$

This approximation is based on the definition of the LET as the mean of the unrestricted $dE/dx$ distribution defined by the Particle Data Group [22], which assumes the LET to be constant over the thickness of thin detectors.

The incidence angle of the protons for this study is $\beta \approx 0^\circ$, with an uncertainty due to manual alignment of 0.5° and a negligible beam divergence. Geant4 simulations were performed to determine the width of the angle distribution due to scattering in the RW3 plates. The maximum spread, defined as twice the standard deviation of the scattering angle distribution, containing nearly 86.5% of all protons, for the largest thickness of the RW3 plates, was found to be 6°. The maximum track length in the detector, $dl = t \cos \beta$, deviates from the detector thickness by only 0.5%. Therefore, we approximated the track length to be equal to the detector thickness of $t = 200 \mu m$.

The output of each measurement is a histogram of the deposited energy per cluster. Figure 7 shows the histograms for the ROIs highlighted in Figure 4, where the phantom thicknesses are 2.0 cm ($E_{\text{sensor}} \approx 36.8 \text{ MeV}$) and 1.2 cm ($E_{\text{sensor}} \approx 49.8 \text{ MeV}$), respectively. The centers and widths of the bins were chosen to accommodate the non-linearity of the calibration of the ToT values.

![Figure 7](image)

**Figure 7.** Deposited energy spectra for (a) phantom thickness of 2.0 cm, corresponding to $E_{\text{sensor}} \approx 36.8 \text{ MeV}$ and for (b) phantom thickness of 1.2 cm, corresponding to $E_{\text{sensor}} \approx 49.8 \text{ MeV}$. The frames identify the ROIs according to Figure 4.

Due to a number of detector effects arising from the tuning of the threshold and gain of the individual readout channels, the deposited energy is systematically underestimated by a constant amount, as shown in Figure 7. Therefore, we decided to use the arithmetic mean of the histogram as an estimator for the LET in 200 µm silicon. We will refer to this quantity as $dE_{\text{Si,200}}$.

To use the mean energy deposition per proton to determine the proton energy $dE_{\text{Si,200}}$, it has to be calibrated to the energy of the incident proton $E_{\text{sensor}}$. Therefore, we used the initial proton energy from the accelerator $E_{\text{init}}$ and subtracted the energy deposited in the RW3 plates and the respective region of the staircase phantom to determine $E_{\text{sensor}}$. Using the stopping power for protons in silicon according to the PSTAR database [23], we estimated the expected deposited energy in 200 µm silicon $dE_{\text{expected,SI}}$. This process is shown in Figure 8. The energy-dependent conversion between stopping power in water and in silicon using the PSTAR dataset was implemented successfully in another work before [24].
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Figure 8. Calculation of the expected deposited energy in the sensor using the NIST database, the WET of the RW3 plates, and the WET of the corresponding ROI for the staircase phantom.

We considered two main sources of uncertainties for the calibration: that on the estimator $dE_{\text{SI,200}}$ and the systematic uncertainty of the expected value of the energy deposition $dE_{\text{expected,SI}}$.

The uncertainty of the estimator $dE_{\text{SI,200}}$ comprises the spread of the deposited energy, quantified by the standard error of the mean value $\sigma_{\text{stat}}$, as well as the influence of slight differences of the tuning of the individual pixels. To estimate the inhomogeneity of the pixel response, which we will refer to as $\sigma_{\text{tune}}$, the detector was irradiated with a homogeneous field with a constant energy. The mean relative standard deviation $\bar{\sigma}_{\text{tune}, dE_{\text{SI,200}}} = 1.12\%$ for the different regions was used to estimate the corresponding type B uncertainty of $dE_{\text{SI,200}}$.

This results in a total uncertainty of the estimator of $\sigma_{dE,\text{SI}} = \sqrt{\sigma_{\text{stat}}^2 + \sigma_{\text{tune}}^2}$.

The uncertainty of the expected energy deposition $dE_{\text{expected,SI}}$ is dominated by that on the energy of the protons hitting the sensor $\sigma(E_{\text{sensor}})$, which comprises the uncertainties on the initial proton energy and the straggling in the RW3 slabs and staircase phantom. Monte Carlo simulations showed that the impact of straggling is negligible compared to the impact of the uncertainty of the initial proton energy of $\sigma(E_{\text{init}}) = 0.4$ MeV [17]. The spread of the initial proton energy influences the deposited energy and is therefore already taken into account in the statistical uncertainty of $dE_{\text{expected,SI}}$.

Furthermore, the uncertainty of the physical thickness of the RW3 slabs ($\sigma(t_{\text{RW3}}) = 0.1$ mm [25]) and the staircase phantom need to be taken into account. The latter is calculated from the uncertainty of the physical thickness of the phantom ($\sigma_t = 0.1$ mm) and that of the WER of the PMMA ($\sigma_{\text{WER}} = 0.02$).

As the largest possible WET$_{\text{stair}}$ subtracted from the smallest possible initial energy $E_{\text{init}}$ yields the lower limit of the expected energy of the proton hitting the sensor, $E_{\text{sensor}}$, and vice versa, this calculation is used for a conservative estimation of the uncertainty of the expected value of the energy deposition.

We used the NIST stopping power database to calculate the expected energy deposition [23]. The square purple data points in Figure 9 show a clear correlation between the measured mean deposited energy $dE_{\text{SI,200}}$ using the staircase phantom and the expected energy deposition $dE_{\text{expected,SI}}$, even if the measurement systematically underestimates the true deposited energy. A parameter $a$ is used to linearly scale the measured data to agree with the expected energy deposition. The uncertainty of the scaled measurement data, which we will refer to as $dE_{\text{SI,200,cal}}$, is determined using Gaussian error propagation.

$$
\sigma^2_{dE,\text{SI,200,cal}} = \left(\frac{\sigma_{dE_{\text{sensor}}}}{a}\right)^2 + \left(\frac{dE_{\text{SI,200}}}{a^2} \cdot \sigma_a\right)^2 .
$$

(2)

The starred green data points in Figure 9 show the scaled data.

The measured energy of the proton $E_{\text{proton}}$, as well as its uncertainty were extracted from the NIST stopping power database according to the scaled energy deposition. The CSDA range, including uncertainty, for this proton energy is determined using the NIST range data.
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2.5. Track LET Measurement

For the track LET measurement, the detector is oriented such that the beam hits the sensor edge-on ($\beta = 90^\circ$; see Figure 5), traversing the sensor parallel with its surface. This results in a traversed distance of 50µm per pixel, which has to be taken into account for the tuning of the detector. The aim of this study is a precise measurement of the tracks of individual protons.

Several effects influence the measurement:

- As the sensor is only 200 µm wide perpendicular to the direction of the proton track, a considerable number of protons is scattered out of the sensor before being stopped. Figure 10 shows the distributions of cluster lengths for measurements at different proton energies. Both distributions show a decline in the number of clusters towards large cluster lengths due to multiple Coulomb scattering. This increases the statistical uncertainty of the track length for high-energy protons, as very few protons reach the end of their range inside the sensor.

- The probability for an elastic interaction to result in a large scattering angle depends on the thickness of the material traversed and the inverse of the proton energy [26]. This leads to an underestimation of the track length, which increases for longer tracks, i.e., higher proton energy. This effect can also be seen in Figure 10, where the measured track length is significantly smaller than the expected proton range for high-energy protons, while for lower proton energy track lengths are close to the expected range. Track lengths exceeding the CSDA range or falling below can appear due to range straggling.

- Protons scattered out of the sensor can travel for a distance before being scattered back into the sensor. These create a track in the silicon that has a gap where several pixels do not register hits. As these protons lose less energy while traveling through the air outside the silicon sensor, these tracks are longer than the proton range in silicon, leading to an overestimation of the proton range. Tracks that display this kind of gap are referred to as split tracks and are excluded from the analysis.

These effects lead to a systematic deviation of the measured track length of individual protons inside the silicon sensor from the CSDA range. Therefore, we use the length of the longest track in a measurement as a first estimator for the true proton range in silicon $CSDA_{sensor, est}$. True proton range is defined as the CSDA range in this work. The uncertainty of this estimator is dominated by the variation of track lengths due to the spread of initial proton energies, as well as the probability to measure tracks near the CSDA range, driven by the scattering of protons out of the sensor. Thus, the uncertainty is expected to decrease with decreasing initial beam energy.
Figure 10. Track length distributions along the beam axis for all tracks measured for two different energies: (a) $E_{\text{sensor}} = (54.56 \pm 0.77)$ MeV and for (b) $E_{\text{sensor}} = (23.19 \pm 1.57)$ MeV. The dotted red line indicates the expected CSDA range of the protons in the silicon sensor.

To estimate the uncertainty, we divided the set of all tracks per measurement randomly into two subsamples and calculated the mean of the longest track lengths of the subsamples. The impact of the underestimation of the range due to proton scattering is determined by repeating this procedure 100 times, finally averaging the mean longest track lengths weighted by their standard deviations. The standard error of the mean longest track length is then used to estimate the uncertainty of the track length measurement.

The deposited energy per pixel $dE_{\text{SI,50}}$ along a proton track is a good estimator for the LET in 50 µm silicon. In order to improve the uncertainty of the track length, we use the energy information provided by the readout chip. If the deposited energy exceeds the dynamic range of a given pixel, the ToT calibration does not work. These hits are therefore excluded from the analysis.

Figure 11 shows the deposited energy per pixel $dE_{\text{SI,50}}$ for all pixels in a track, averaged over all tracks recorded in a measurement. As the number of protons decreases towards the end of the track, the statistical uncertainty increases. To guide the eye, the orange curve shows the expected energy deposition per pixel according to the NIST database for the incident proton energy.

To determine the energy of protons based on the energy deposition along the track, we use the NIST data in a template method. First, the proton energy $E_{\text{sensor, est}}$ is estimated using the longest track in the measurement, as described above. For an energy interval of $\pm 5$ MeV around the estimate, the energy deposition curves are extracted from NIST in
steps of 0.1 MeV. Then, the template that agrees best with the measured data is determined using the minimum reduced \( \chi^2 \).

The green curve in Figure 11 shows the energy deposition curve according to the template method, indicating a systematic overestimation of the range.

3. Results
3.1. Let Spectra Measurement

A linear fit to the data shown in Figure 9 yields a value for the scaling parameter in Equation (2) of \( a = (0.824 \pm 0.002) \frac{1}{1 \text{ keV}} \). Figure 12 shows the good agreement of the deposited energy after scaling \( dE_{\text{SI,200}} \) with the expected energy deposition as a function of the incident proton energy \( E_{\text{sensor}} \). The relative deviation from the NIST expectation is plotted in the lower part of the figure, showing an average deviation of 0.82%.

For low-energy protons, the energy deposited in the sensor exceeds the dynamic range of the detector, resulting in \( dE_{\text{SI,200}} \) not being a good estimator anymore. Since, in the worst case, the full energy is deposited in a single pixel, rather than a larger cluster, the data points are excluded from analysis if the expected deposited energy exceeds the measurement range of a single pixel. This defines the lower limit of proton energies that the direct LET measurement is suitable for, indicated by the red dashed line in Figure 12. Following the calibration, the energy of the proton \( E_{\text{proton}} \), as well as its measured range in water and the respective uncertainties are then extracted from the NIST database.

![Figure 12](image-url)

**Figure 12.** Calibrated results of the mean deposited energy \( dE_{\text{SI,200,cal}} \) and their relative deviation from the NIST expectation. The minimum energy \( E_{\text{sensor, min}} = 30.4 \text{ MeV} \) measurable with this configuration of the detector and the resulting data, which had to be excluded from the analysis, are highlighted.

To verify the calibration procedure and the applied uncertainties on the mean deposited energy, the calibration is performed excluding one test data point and used to calculate \( dE_{\text{SI,200,cal}} \) and the corresponding uncertainty for this test data point (leave-one-out cross-validation). This is repeated for every data point, allowing to histogram the pull of this unbiased calibration:

\[
pull = \frac{dE_{\text{SI,200,cal}} - dE_{\text{expected,SI,200}}}{\sigma_{dE_{\text{sensor, cal}}}}. \tag{3}
\]

The result is shown in Figure 13. The width of the distribution was found to be \( \sigma_{\text{pull}} = 0.88 \), which indicates a slight overestimation of the systematic uncertainties due to the conservative evaluation.
In order to estimate the range resolution, we repeat the process of determining the unbiased calibration for each data point and calculate the range for the respective point. We define the difference of the range values to be statistically significant, if it is larger than twice their uncertainty $\sigma_{\text{range}}$, depicted in Figure 14.

For daily QA, a deviation of the proton range of 1 mm needs to be measurable. Using a linear fit, an upper energy limit to fulfill the QA requirement of $E_{\text{max.}} = (43.8 \pm 3.2)\text{ MeV}$ can be determined for the selected tuning.

3.2. Track LET Measurement

The average maximum track length CSDA_{sensor, est} for the two measurements performed per energy are shown in Figure 15 as a function of the expected track length in silicon, CSDA_{expected, SI}. A second x-axis shows the CSDA range in water CSDA_{expected, water} and the light red band indicates a ±1 mm margin of the range in water.

As described above, protons with the highest energy are the most likely to undergo scattering out of the sensor due to their long tracks. This results in low statistics for the longest track lengths, as well as a systematic underestimation of the track length. For a low proton energy, CSDA_{sensor, est} shows a slight overestimation of the proton range due
to range straggling. The range of the protons in water is estimated with a mean absolute deviation $\sigma_{\text{length}} = 0.97$ mm for ranges in silicon up to 14.29 mm.

![Figure 15](image_url)

**Figure 15.** Comparison of $CSDA_{\text{expected, SI}}$ for different initial beam energies and the corresponding measured CSDA range $CSDA_{\text{sensor, est}}$ estimated by using the longest measured cluster length. The red dotted line indicates the expectation and the light red colored interval the deviation ±1 mm of $CSDA_{\text{expected, water}}$. The accuracy of the estimator is illustrated using the parameter $\sigma_{\text{length}}$.

The uncertainty of the estimated CSDA range is dominated by the statistical uncertainty of the energy deposition, which is determined by the probability to measure long clusters. To estimate the range uncertainty, subsamples of 70% of all tracks were selected randomly and the proton range measured using the template method. Repeating this 100 times, the lowest and highest measured ranges are used to define an uncertainty interval for each measured proton range.

The measured $CSDA_{\text{sensor}}$ with the associated uncertainty intervals are compared to the expected $CSDA_{\text{expected}}$ in Figure 16. For the longest expected range, the mean uncertainty interval is 5.81 mm in silicon. The template method overestimated the CSDA range slightly for this proton energy due to an underestimation of the deposited energy in the sensor that we discussed already during the previous sections. With decreasing $CSDA_{\text{expected}}$, and thus decreasing probability for the protons to be scattered out of the sensor, the uncertainty interval becomes smaller. For example, for an expected range in silicon of $CSDA_{\text{expected}} = 8.80$ mm, the mean uncertainty of the measured range is ±0.99 mm.

Measurements of lower $CSDA_{\text{expected}}$ are more affected by the limited dynamic energy range of the detector as the fraction of hits exceeding the dynamic range of the respective pixel increases, as is visible in Figure 11b.

The mean uncertainty of the range of the protons in water in the accessible energy range was estimated to be $\sigma_{CSDA} = 1.24$ mm. Thus, contrary to the expectation, using the LET along a proton track does not improve the range uncertainty.
Figure 16. Comparison of \( CSDA_{\text{expected, SI}} \) for different initial beam energies and the corresponding measured \( CSDA \) range \( CSDA_{\text{sensor, est}} \) estimated by using the template. The red dotted line indicates the expectation and the light red colored interval the deviation \( \pm 1 \text{ mm} \) of \( CSDA_{\text{expected, water}} \). The accuracy of the estimator is illustrated using the parameter \( \sigma_{CSDA} \).

4. Discussion

The results on the resolution of the energy and range measurements presented in this publication depend strongly on the dynamic energy range of the detector, which in turn is determined by the tuning of the discriminator thresholds and the amplifier gain of the individual pixels. As the deposited energy of a proton close to the end of its range is considerably higher than what this readout chip was designed for, measurements had to be performed close to the maximum charge the chip can process. This introduces a lower limit for the proton energy that can be measured using the \( LET \) spectra measurement method, as indicated in Figure 12, and severely limits the energy resolution of the measurement. The accuracy of the energy and range measurements would benefit greatly from a readout chip specifically designed for large energy deposition.

While the energy-dependent calibration described in Section 3.1 addresses several uncertainties inherently, such as the variations of sensor thickness, scattering of protons inside the sensor, etc., it reduces the statistics of the measurement. It is therefore recommended to repeat the calibration measurement regularly. For daily QA measurements, the staircase phantom should, however, not be used to be able to exploit the available statistics fully. The presented analysis was based on a comparison with the stopping power or \( CSDA \) range in water or silicon published by NIST. Uncertainties of the database values, such as the different values of the ionization energies used between NIST [27] and the Geant4 simulations [28], do not affect the calibration of the \( LET \) spectra measurement method, because we used the same NIST reference for the calibration and the measurement.

In the second part of the paper, the range of a 99.91 MeV proton beam was determined by investigating the mean \( LET \) along the tracks of the protons in silicon. Measurements were performed with range shifters from 5.1 cm to 7.4 cm in thickness to evaluate the applicability of this method for different expected track lengths over the whole silicon sensor.

Despite the fact that the \( CSDA \) range is defined as the mean track length of a proton, the length of the longest track in the measurements was shown to be a good estimator for the \( CSDA \) range of the protons, yielding a range uncertainty of \( \sigma_{\text{length}} = 0.93 \text{ mm} \). For larger statistics, the maximum track length will cease to be a good estimator, as the probability for longer tracks due to straggling increases, leading to an overestimation of the \( CSDA \) range.

Measurements of the mean \( LET \) per pixel along the proton tracks have not shown improvements in the range uncertainty. This could be due to a systematic overestimation
of the deposited energy per pixel $dE_{SI, S0}$ for protons that do not traverse the pixels in a straight line.

The lateral dimension of the detector of 1.68 cm, as well as the increasing probability for protons to be scattered out of the sensor before the end of their range impose an upper limit on the proton energy that can be measured. Using well-known range shifters, this range can be extended to higher energies at the cost of increasing range straggling of the protons in the range shifters, which impacts the resolution of the range measurement.

As the uncertainty is dominated by the probability of actually measuring the longest cluster, it can be improved by increasing the number of tracks, i.e., the duration of the measurement.

Typical measurements using the IBA MLIC devices (Zebra or Giraffe) use Bortfeld fits to reach an accuracy of up to $\pm 0.4$ mm [8,29]. Another detector system designed for proton therapy QA is the dose magnifying glass, which is also based on a pixelated semiconductor detector. It can distinguish range deviations of $\pm 0.2$ mm for the same energy range used in this study [30,31].

The usage of a radiation hardness hybrid pixelated semiconductor detector like the ATLAS IBL pixel detector is advantageous for daily QA because a simultaneous examination of the spot shape, position, and beam energy is difficult to achieve with common devices. While a Sphinx wedge phantom combined with the Lynx CCD camera (IBA Dosimetry) [32,33] or the Daily-QA3 detector (Sun Nuclear) is sufficient for commonly used spot sizes, the large spatial resolution will allow performing QA measurements for even smaller spots and higher dose gradients in the future [34].

5. Conclusions

In conclusion, track measurements show promising results for the determination of the initial beam energy/range by tracking single protons. Compared to the direct LET spectra measurement, no calibration is required, and protons at clinically relevant energies can be measured through the use of suitable WET plates to shift the total energy deposition of the protons in the sensor. Nevertheless, the direct LET spectra method enables the measurement of the field shape, position, and range at the same time as the measurement of the proton energy. Using the presented tuning, range differences of 1 mm, as required for daily QA, can be distinguished for protons hitting the sensor with energies between 30 MeV and 44 MeV. Using range shifters upstream of the detector thus allows range measurements in the clinically relevant energy range.

This study identified additional requirements for a semiconductor detector for clinical use, such as an improvement of the energy resolution and investigations on the radiation hardness. In addition to the potential applicability during daily QA, the provision of per-proton and per-pixel LET information can improve proton radiography images, which will be considered in subsequent studies.
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Abbreviations

The following abbreviations are used in this manuscript:

- LET: Linear Energy Transfer
- QA: Quality Assurance
- HEP: High-Energy Physics
- IBL: Insertable B-Layer
- ToT: Time over Threshold
- ROI: Region Of Interest
- WER: Water-Equivalent Ratio
- CSDA: Continuous Slowing Down Approximation
- WET: Water-Equivalent Thickness
- NIST: National Institute of Standards and Technology
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