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Abstract: According to UNESCO, cultural heritage does not only include monuments and collections
of objects, but also contains traditions or living expressions inherited from our ancestors and
passed to our descendants. Folk dances represent part of cultural heritage and their preservation
for the next generations appears of major importance. Digitization and visualization of folk
dances form an increasingly active research area in computer science. In parallel to the rapidly
advancing technologies, new ways for learning folk dances are explored, making the digitization
and visualization of assorted folk dances for learning purposes using different equipment possible.
Along with challenges and limitations, solutions that can assist the learning process and provide
the user with meaningful feedback are proposed. In this paper, an overview of the techniques used
for the recording of dance moves is presented. The different ways of visualization and giving the
feedback to the user are reviewed as well as ways of performance evaluation. This paper reviews
advances in digitization and visualization of folk dances from 2000 to 2018.
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1. Introduction

Intangible cultural heritage (ICH) refers to oral tradition, presentations, expressions, knowledge,
and skills to produce traditional crafts and festive events. This kind of heritage passes from generation
to generation and acquires an important role in maintaining quality cultural diversity in growing
globalization [1]. ICH in the form of dance, either as an autonomous form of art and expression,
or as a part of the music and/or sound culture, has been an object of general interest through the
ages. From the wall paintings after the prehistoric age to the contemporary era, humans have been
representing themselves dancing and bonding through this animating procedure. Along with hunting
or eating and drinking together, it cannot be denied that dancing has been a vital part of humans’
life through the ages. Such flows in time can be better pictured by focusing on folk dances, as they
are already considered an important part of ICH, directly connected to local culture and ethnic or
other type of group identity [2]. These reasons suggest that the preservation of folk dances is more
than significant.

The cultural spirit must be passed to the next generation and such a process can be assisted by
assorted practices related to folk dances, which are usually taught in person, imitating the teacher’s
dance moves. Dances can be taught, also, in different ways, such as text documentation, video,
and the graphical notation [3]; nevertheless, all these approaches have some limitations. The use of
text documentation information about dance and its cultural significance can be presented, but in
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such a case, there can be a lack of movements and different dance styles. On the other hand, videos
can easily present movements, finding, though, difficulties in successfully presenting additional
information about each dance [4]. Preservation includes all actions that help not losing the total of
those dance moves that ancestors brought through the time and they are not saved in any savable form.
These actions include recordings, digitization, and reconstruction of folk dances. The current state of
information technologies has enabled new different ways for the preservation of folk dances that can
help overcome the aforementioned issues. It can also help with wider recognition and dissemination
of folk dances, the importance of which should be once more stressed; when performed, folk dances
incorporate community bonding by default. ‘Active’ cultural elements that are present in many levels
during dancing seem to be essential for the integrity of the peoples’ identity, in the vigorous everyday
rhythms of societies’ development. It is therefore crucial to facilitate the aforementioned recognition
and dissemination of the dances, adapting them to the changing dynamics in the evolution of the
people. In such a process, the digitization of dancing would be a very significant step. Improving
the digitization technology regarding the capturing and modeling of performing arts, especially folk
dances, appear to be critical in [5]:

• Promoting cultural diversity,
• making local communities and Indigenous people aware of the richness of their intangible

heritage; and
• strengthening cooperation and intercultural dialogue between people, different cultures,

and countries.

Many scholars have recognized the significance of the above issues, and, consequently, there are
several European projects committed to the preservation of ICH and folk dances.

“Wholodance” (www.wholodance.eu) is a European Union (EU) project focusing on developing
and applying breakthrough technologies to dance learning, to achieve results with impact on
researchers and professionals, but also dance students and the interested public. Among its objectives is
the preservation of cultural heritage by creating a proof-of-concept motion capture repository of dance
motions and documenting diverse and specialized dance movement practices and learning approaches.
A popular learning approach is creating web-based platforms for that purpose. The WebDANCE project
(www.miralab.ch/projects/webdance) was a pilot project that experimented with the development of
a web-based learning environment of traditional dances. The final tool included teaching units and
three-dimensional (3D) animation for two dances and demonstrated the potential for teaching folk
dances to young people. One more project that committed to passing folk dances for a wide range of
users is the Terpsichore project [6]. The focus is to study, analyze, design, research, train, implement,
and validate an innovative framework for affordable digitization, modeling, archiving, e-preservation,
and presentation of ICH content related to folk dances, in a wide range of users [5].

The need for multimodal ICH datasets and digital platforms for various multimedia digital
content has been recognized in different projects [7]. This includes folk dances as well. The European
Union (EU) project, i-Treasures (www.i-treasures.eu) [8], was committed to the preservation of ICH.
The main objective of the project was to develop an open and extendable platform to provide access to
ICH resources. Several folk dances have been recorded and educational game-like applications have
been implemented for them [9]. Another project committed to the preservation of the performing arts
is the AniAge project (http://www.euh2020aniage.org/). This project is committed to the preservation
of the performing art related ICHs of Southeast Asia (e.g., local dances that are visually and culturally
rich, but are disappearing due to the globalized modernization). Novel techniques and tools to
reduce the production costs and improve the level of automation are being developed, without
sacrificing the control from the artists. Two areas of technological innovation are targeted, novel
algorithms for 3D computer animation, and visual asset management with data analytics and machine
learning techniques.

www.wholodance.eu
www.miralab.ch/projects/webdance
www.i-treasures.eu
http://www.euh2020aniage.org/
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Studies how ICH can become an integral part of future museum practice and policies, supporting
practitioners of intangible heritage in safeguarding their cultural heritage, are presented through
the IMP (Intangible Cultural Heritage and Museums, https://www.ichandmuseums.eu/) project,
supported by the European Commission (EC) from the Creative Europe program. Over the course of
the project, in co-creation with the participants in its events, practical guidelines, recommendations,
and brainstorm exercises will be developed as part of a toolbox.

As it can be seen the area of preservation, ICH and folk dances are very popular and very wide.
The need to have a review of the systems used for digitization of dance moves and visualization of folk
dances is apparent. To the best of our knowledge, there are not papers that cover both topics at the
same time. More about motion capture systems can be found in [10] and about the visualization [11].

This paper presents a review of the digitization and visualization of folk dances and feedbacks
for users, as well. The paper is structured as follows: In Section 2, systems and methods used for
digitization of dance moves and archiving are explained. In Section 3, the different ways of visualizing
approaches are presented and discussed, along with different ways of giving feedback to the user.
In Section 4, the evaluation of performance is discussed, and in Section 5, certain conclusions regarding
the on-going research are given.

2. Dance Digitization and Archival

Digital archives that involve activities to preserve, for future generations, historical and cultural
properties through digitization have been undertaken in various places. Such archives do not include
just tangible cultural properties, but also intangible cultural assets, as the dance itself [12]. Considering
that heritage elements may not always be visible, and given that many of them are likely to disappear,
assorted digitization methods offer the possibility to precisely record ICH to preserve it in a visual
and digital format [13]. It is important, before advancing to the implementation of any dance
moves’ digitization, to take the overall dancing environment under consideration, as experienced
by the dancer. Music, sounds, smells, the cultural context, dancers’ relations, weather conditions,
or even the time of the day are factors that are unavoidably part of the experience of folk dancing.
Nonetheless, digital technology focuses only on the analysis and visualization of the basic dance moves
executed by the bodies, while other factors, such as the aforementioned, should also be documented as
additional information.

Folk dance is considered a ritual among people, characteristic of the common residents of a
country or region, that is transmitted from generation to generation [14]. Whichever the cause, people
gather and perform such rituals for many years, developing bonds among themselves, and connecting
with the space they spend, or they used to spend, their everyday life. For such assets to be preserved,
dances need to be taught, and recording them can be a flexible tool for this purpose. As the teaching
of folk dances using available new technologies is based on recording dance moves and presenting
them to the users, the focus should be given to this procedure; the recording of human motion can
be a complex process involving different (often multiple) sensors and algorithms comprising motion
capture systems. Generally, recording involves not only digitization, but also all the aspects of this
digital content management, representation, and reproduction. Digitization represents the first step of
the entire recording process and it consists mainly of three phases [15]:

1. Preparation—decision about technique and methodology to be adopted, as well as the place
of digitization;

2. digital recording—main digitization process; and
3. data processing and archival—post-processing, modeling, and archival of the digitized dances.

2.1. Dance Digitization Systems

Motion capture is applied for digitization to recreate dances in three dimensions and represent
them in a three-dimensional (3D) environment [4]. Motion capture is a process of recording moving
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objects or people, which would be the dancers in this case. This can be a long and difficult process and
it is required that both adequate equipment and software are chosen. There are a lot of systems that
can be used for motion capture. These systems can be divided into two main categories: The optical
and the non-optical ones.

2.1.1. Optical Marker-Based Systems

The use of these systems requires the dancer(s) to wear a specially designed suit, covered with
reflectors that are placed in their main articulations. Special cameras are strategically positioned
to perform the tracking of the reflectors during the dancer’s movement. Each camera generates
two-dimensional (2D) coordinates for each reflector. Using the set of the 2D data captured by all
cameras, 3D coordinates of the reflectors are generated. An important advantage of these systems
is the very high sample rate that enables the capturing of fast movements. Of course, as dances
include sophisticated moves by default, systems with a high degree of precision should be chosen.
Another advantage of the optical systems is the freedom of the dancer’s movement, as there are no
cables that can limit the movements. The disadvantage, though, is the possible occlusion of some
markers in some of the cameras. This problem can compromise the entire recording process if occluded
data is unrecoverable. Another disadvantage is that users typically wear suits, to which markers are
attached. Furthermore, a characteristic of these systems is the lack of interactivity, since the obtained
data must be processed before they become usable [10,16].

Active Markers

Motion capture systems with active markers use LED’s that emit their own light.
Stavrakis et al. [17] used the Phasespace Impulse X2 motion capture system with active LEDs.
This system uses eight cameras that can capture 3D motion using modulated LEDs. The dancer wears a
special suite with 38 markers and active LEDs, as shown in Figure 1. As it has been mentioned, it applies
here that active markers require additional wiring and may limit the freedom of the dancer’s moves.
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Figure 1. Optical motion capture system with active markers [18].

Passive Markers

Optical systems with passive markers are in use for motion capture [4,7]. These systems consist
of cameras that can capture markers placed on various positions on the dancer’s body, as shown in
Figure 2. Markers are coated with a reflective material to reflect light that is produced near the cameras’
lens. Before usage, cameras need to be calibrated. The number of cameras and markers can vary.
Systems with passive markers can have problems with marker identification.
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A passive optical motion capture system is also used by Mustaffa et al. [20] and Hegarini et al. [21].
The camera’s threshold can be adjusted so only the bright reflective markers will be sampled, ignoring
the skin and fabric. Even though the accuracy of optical systems is limited by the number of markers
available, they still provide the highest accuracy and shortest response time.

2.1.2. Marker-Less Motion Capture Systems

Marker-less capture methods based on computer vision technology [22–24] can overcome the
limitations of passive optical motion capture systems and can provide movement freedom for
dancers. However, these systems are susceptible to error approximation, do not fully exploit
global spatiotemporal consistency constraints, and are generally less precise than systems with
markers. These systems do not require any additional equipment for tracking the dancer’s movement.
The movements are recorded in one or multiple video streams and computer vision algorithms analyze
these streams. The motion capture process is completely software-based [10]. Next, the paper will first
describe marker-less motion cameras based on popular depth sensors, then, will examine modern
techniques for 2D/3D pose estimation based on a single RGB (red, green, blue) camera, and, finally,
examine some multiview camera setups.

Depth Sensors

According to the technologies used, the most popular depth (range) sensors can be categorized as
follows: Structured light, time-of-flight (ToF), and embedded stereo. The structured light approach
is an active stereovision technique, where a sequence of known (usually infra-red (IR)) patterns is
sequentially projected onto an object and is deformed by the geometric shape of the object. The object
is then observed from a standard RGB camera (RGB—red, green, and blue light are added together
in various ways to reproduce a broad array of colors), and depth information can be extracted by
analyzing the distortion of the observed pattern, i.e., the disparity from the original projected pattern.
The ToF approach is based on measuring the time that the light emitted by an illumination unit
requires to travel to an object and back to the sensor array. In the continuous wave (CW) intensity
modulation approach, which is commonly used, the scene is actively illuminated using near infrared
(NIR) intensity-modulated, periodic light and shifting of the phase of the returning light is detected.
In the embedded stereo approach, the depth of each pixel is determined from data acquired using a
stereo or multiple-camera setup system, based on triangulation. Using state-of-the-art sensors (e.g.,
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Zed camera, high-resolution and high frame-rate 3D video capture) depth perception for indoors and
outdoors applications at up to 20 m can be achieved.

The concept of depth cameras is not new, but Microsoft Kinect has made such sensors accessible
to all. The first Kinect camera used a structured light technique to generate real-time depth maps
containing discrete range measurements of the physical scene, while the second version achieved
improved performance based on a time-of-flight approach [25]. Microsoft discontinued all Kinect
products starting from October 2017, however, they recently announced a new “Project Kinect for
Azure” product, planned to be released in 2019. In [26], an algorithm is presented that fuses depth data
streamed from a moving Kinect sensor into a single global implicit surface model of the observed scene
in real-time. An extension of this technique is the DynamicFusion approach [27], which reconstructs
scene geometry whilst simultaneously estimating a dense volumetric 6D motion field that warps
the estimated geometry into a live frame. In [28], an algorithm using no temporal information is
presented, which is used by the Kinect sensor to quickly and accurately predict 3D positions of body
joints from a single depth image. Many scholars used the Kinect sensor as a low-cost sensor for
motion capture [2,29,30], as it provides real-time 3D skeleton tracking in dark and bright indoor areas
(since it uses infra-red). However, it is almost useless in sunlight, because the IR structured lighting
pattern gets completely lost in ambient IR. A limitation of the sensor is that it can only record the front
side of the body, and the movement area is limited. Also, the Kinect depth data are inherently noisy.
Depth measurements often fluctuate, and depth maps contain numerous holes, where no readings
have been obtained [26].

2D and 3D Pose Estimation Based on a Single RGB Camera

Pose estimation and action recognition are two crucial tasks for understanding human motion.
Pose estimation refers to the process of estimating the configuration of the underlying kinematic
or skeletal articulation structure of a person [31]. Estimating human pose from video input is an
increasingly active research area in computer vision that could give rise to numerous real-world
applications, including dance analysis. Traditional methods for pose estimation model structures of
body parts are mainly based on handcrafted features. However, such methods may not perform well
in many cases, especially when dealing with occlusions on body parts.

Recently, great technological advances were made in 2D human pose estimation from simple RGB
images, mainly due to the efficiency of deep learning techniques, and particularly the convolutional
neural networks (CNN), a class of deep neural networks mostly applied to analyzing visual imagery.
A new benchmark dataset is introduced by Andriluka et al. [32], followed by a detailed analysis
of leading human pose estimation approaches, providing insights for the success and failures of
each method. Some very effective open source packages have become increasingly popular, such as
OpenPose [33], a real-time method to estimate multiple human poses that was efficiently developed at
Robotics Institute of Carnegie Mellon University. OpenPose represents a real-time system to jointly
detect a human body, hand, and facial keypoints (130 keypoints in total) on single images, based
on convolutional neural networks (CNN). More specifically, OpenPose extends the “convolutional
pose” approach proposed in [34] and estimates 2D joint locations in three steps: (a) By detecting
confidence maps for each human body part, (b) by detecting part affinity fields that encode part-to-part
associations, and (c) by using a greedy parsing algorithm to produce the final body poses. In addition,
the system’s computational performance on body key point estimation is invariant to the number of
people detected in the image [33,35].

In [36], a weakly-supervised transfer learning method is proposed for 3D human pose estimation
in the wild. It uses mixed 2D and 3D labels in a unified deep neural network that has a two-stage
cascaded structure. The module combines (a) a 2D pose estimation module, namely the hourglass
network architecture [37], producing low-resolution heat-maps for each joint, and (b) a depth regression
module, estimating a depth value for each joint. An obvious advantage from combining these modules
in a unified architecture is that training is end-to-end and fully exploits the correlation between the
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2D pose and depth estimation sub-tasks. Furthermore, in [38], a real-time method is presented to
capture the full global 3D skeletal pose of a human using a single RGB camera. The method combines
a CNN-based pose regressor with a real-time kinematic skeleton fitting method, using the CNN output
to yield temporally stable 3D global pose reconstructions based on a coherent kinematic skeleton.
The authors claim that their approach has comparable (and, in some cases, better) performance with
Kinect and is more broadly applicable than RGB-depth (RGB-D) solutions (e.g., in outdoor scenes or
when using low-quality cameras). RGB-D (red, green, blue plus depth) cameras provide per-pixel
depth information aligned with image pixels from a standard camera. In [39], a fully feedforward
CNN-based approach is proposed for monocular 3D human pose estimation from a single image taken
in an uncontrolled environment. The authors use transfer learning to leverage the highly relevant mid-
and high-level features learned on the readily available in-the-wild 2D pose datasets in conjunction
with the existing annotated 3D pose datasets. Furthermore, a new dataset of real humans with ground
truth 3D annotations from a state-of-the-art marker-less motion capture system is produced.

A promising recent advancement is the recovery of parameterized 3D human body surface models,
instead of simple skeleton models. This paves the way for a broad range of new applications, such as
foreground and part segmentation, avatar animation, virtual reality (VR) applications, and many more.
In [40], dense human pose estimation is performed by mapping all human pixels of an RGB image to a
surface-based representation of the human body. The work is inspired by the DenseReg framework [41],
where CNNs were trained to establish dense correspondences between a 3D model and images “in
the wild” (mainly for human faces). The approach is combined with the state-of-the art Mask-RCNN
(Region-CNN) system [42], resulting in a trained model that can efficiently recover highly accurate
correspondence fields for complex scenes involving tens of persons with moderate computational
complexity. In [43], a “Human Mesh Recovery” framework is presented for reconstructing a full 3D
mesh of a human body from a single RGB image. Specifically, a generative human body model, SMPL
(Skinned Multi-Person Linear model) [44], is used, which parameterizes the mesh by 3D joint angles
and a low-dimensional linear shape space. The method is trained using large-scale 2D key point
annotations of in-the-wild images. Convolutional features of each image are sent to an iterative 3D
regression module, whose objective is to infer the 3D human body and the camera in a way that its 3D
joints project onto the annotated 2D joints. To deal with ambiguities, the estimated parameters are
sent to a discriminator network, whose task is to determine if the 3D parameters correspond to bodies
of real humans or not. The method runs in real-time performance, given a bounding box containing
the person. Additional information and reviews of the progress in the field can be found in the recent
literature [45–47].

Multiview RGB-D Systems

A number of scholars have used a multiple Kinect sensor approach for motion capture. A multiple
RGB-depth (RGB-D) capturing system, along with a novel sensor’s calibration method, is presented
in [48]. A robust, fast reconstruction method from multiple RGB-D streams is also proposed, based on
an enhanced variation of the volumetric Fourier transform-based method, and accompanied by an
appropriate texture mapping algorithm. Furthermore, generic, multiple depth stream-based methods
for accurate real-time human skeleton tracking is proposed, extending previous work [49,50]. In [9,51],
a motion capture approach using three Kinect sensors is used for dance motion capture for a game
application for dance learning and performance evaluation. Dance digitization is done in two ways for
different types of performances in [52]. Both ways are marker-less motion capture without disturbing
the dancer’s moves using additional equipment. Solo and trio performances are captured using three
camcorders, all facing the stage, but placed into different positions. Duo performance is captured using
two Kinects and five 2D/HD camcorders. The first Kinect is used for one dancer and the second one for
the other dancer while two 2D camcorders were used for HD close-ups of both. The other camcorders
were used to capture sequences of the whole stage. A model-based method to accurately reconstruct
human performances captured outdoors in a multi-camera setup is presented in [53]. The proposed
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approach deforms a template of the actor model in a way that it accurately reproduces the performance
filmed with a calibrated and synchronized multi-view video. The fit is achieved in two stages: First,
the coarse skeletal pose is estimated, and, subsequently, the non-rigid surface shape and body pose are
jointly refined.

2.1.3. Non-Optical Marker-Based Systems

Non-optical systems’ marker-based systems for motion capture can be categorized as follows,
with respect to the technology used [10]:

• Acoustic systems;
• mechanical systems;
• magnetic systems; and
• inertial systems.

In acoustic systems, a set of sound transmitters are placed on the dancer’s main articulations,
while three receptors are positioned in the capture site. The emitters are sequentially activated,
producing a characteristic set of (typically ultrasonic) frequencies that receptors pick up and use to
calculate the emitter’s position in 3D space. The number of transmitters that can be used is limited [10].
An advantage of these systems is their stability, even if obstructions between the dancer and the receptor
or metallic object interference issues emerge. On the other hand, problems are a restriction of movements,
due to cables and possible external sound sources, which might affect the capture process [16]. One more
downside is the difficulty in obtaining a correct description of the data in a certain instant.

Mechanical systems are made of potentiometers and sliders that are put in the desired articulations
and enable the display of their positions. Motion capture is done using an exoskeleton. Every joint is
connected to an angular encoder. The value of the movement of each encoder is recorded by computers.
Knowing the relative position of every joint, it is possible to reconstruct movements. These systems
have some advantages that make them attractive: They are not affected by magnetic fields or unwanted
reflections and do not need a recalibration process, which makes their use easy [10]. They also offer
high precision, but the accuracy depends on the position of the encoders. The downside of mechanical
systems is that they are generally significantly obstructive. The exoskeleton uses wired connections to
connect encoders and the computer. This makes freedom of movements limited. It is quite complicated to
measure the interaction between several exoskeletons, making the recording of more people at the same
time difficult to implement. Figure 3 illustrates an actor wearing a mechanical motion capture suit.
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Magnetic systems use a set of receptors placed on the dancer’s articulations, which measure
the 3D position and orientation in relation to the emitter antenna. Magnetic systems are used for
real-time application due to its quick setup capabilities. For instance, it is likely that no calibration is
needed [4]. These systems are cheap compared to other motion capture systems. Disadvantages of
these systems include a large number of cables that reduces freedom of the dancer’s movements and
high-power consumption [55]. An alternative system that eliminates this drawback is proposed in [56].
Interference in the magnetic field caused by various metallic objects is possible and it represents one
more disadvantage of these systems.

Inertial systems use inertial sensors distributed on the dancer’s body. An advantage of these
systems is portability; no spatial setting is needed and cost are lower when compared to optical systems.
An inertial motion capture system is used in [11]. Each sensor in this system measures rotational rates.
The system live streams the dancer’s motion to an avatar. Inertial systems have a limitation in the
interpretation of feet in relation to a reference surface in movements, such as jumping and sitting. Also,
these systems during the time can produce large error between the real motion and the captured data,
and due to the inaccuracies of used sensors, error is accumulated [55]. In inertial systems, positional
drift can compound over time. Figure 4 shows the inertial motion capture suit.
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2.1.4. Comparison of Motion Capture Technologies

In Table 1, an overview of the previously described systems is given.
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Table 1. Motion capture systems.

System Advantages Disadvantages Data Captured/Data
Analysis/Real Time (or Not) References

Optical
marker-based

systems

- high sample rate
- no limitation for the

number of reflectors
- light weight

- possible
marker occlusion

- possible difficulty in
marker identification
(for passive markers)

- wiring (for active
markers)
restricts movements

- lack of interactivity as
post-processing
is needed

- expensive
($100,000–$250,000)

- at least two pairs of
tracker-sensor
relationships for
valid triangulation

- 3D marker positions and
orientations
using triangulation

- Often non-real-time as
denoising and
post-processing may be
required (esp. for
passive markers)

[4,7,17,20,21]

Marker-less
systems

- no
additional equipment

- freedom of movements
- low cost (Microsoft

Kinect from $100)
- work in bright and

dark areas
- real-time tracking

- limited movement area
- less precise than

optical systems

- RGB image (for optical
systems) or RGB image +
depth (for
depth sensors)

- joint positions and
orientations (after body
part identification and
human pose recognition)
in hardware (real-time)
or software (near real
time using GPUs)

[2,7,9,29,30,51]

Acoustic systems

- no obstruction issues
- no metallic

interference issues

- obtrusive
- external noise and

sound reflection issues
- reduced accuracy

- 3D joint positions
through either
time-of-flight of the
acoustic waves and
triangulation or
phase coherence

- real-time

[10,16]

Mechanical
systems

- not affected by
magnetic fields

- no
recalibration needed

- no
unwanted reflections

- no occlusion
- low cost

($5000–$10,000)

- obtrusive
- restricted movements
- fixed configuration

of sensors
- no global translation

- the relative position of
each joint based on
angular encoders
attached to
an exoskeleton

- real-time

[10,16]

Magnetic systems

- no calibration needed
- real-time
- cheaper than optical

systems
($5000–$150,000)

- obtrusive
- interference with

magnetic fields
- high

power consumption

- 3D position and
orientation of each joint
in relation to
emitter antenna

- real-time

[10,55,56]

Inertial systems

- portability
- cheaper than optical

systems (price range
$1000–$80,000)

- smaller latency than
optical systems

- much higher sampling
rate compared to
optical systems

- no occlusion

- measurements drift
over time periods

- battery packs and
wires on the
performers’ body

- smaller capture area
compared to optical

- velocity, orientation,
and acceleration of each
sensor, with respect to a
base station

- 3D position and/or
orientation of each joint
by post-processing
(integration)

- some are real-time

[10,11,16,55]
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Based on the above table, we can conclude that different motion capture sensors/techniques should
be used, depending on the unique needs of each application. Parameters that should be considered when
selecting an appropriate motion capture technique for a particular application include:

• Cost;
• required accuracy;
• requirements for interactivity/real-time performance;
• required easy calibration/self-calibration;
• number of joints to be tracked;
• weight/size of markers;
• level of restriction to (dancer) movements; and
• environmental constraints (e.g., existence of metallic objects or other noise sources affecting

specific techniques).

One of the applications of motion capture lies in animation and special effects. Motion capture
is an important source of motion data for computer animation, education, sports, the film industry,
video-based games, medicine, ICH education and dances, and the military. More about specific
applications can be found in [57].

Some advantages of using motion capture for the mentioned purposes are that it can accurately
capture difficult-to-model physical movement, can provide virtual reality (VR) or augmented reality
(AR), and that it takes fewer hours of work to animate the character. The downsides are that the motion
capture requires special programs and data processing, and the price of motion capture equipment
is high.

2.2. Post-Processing

Motion capture is mainly used for reproducing human animation. Motion capture data should be
an accurate reflection of the real performance. Therefore, sensor information is transformed into an
animated human figure [58]. The output of every system is similar—a set of the 3D positions in space
is captured every frame. These data are usually transferred to some software and translated to the
movement of the animation character. Motion capture data require cleaning because of the inaccuracy
and unreliability of the data due to marker occlusion that can make the data noisy and incomplete.
Regarding the data acquisition type, motion capture systems are classified into two categories [10]:

• Direct acquisition; and
• indirect acquisition.

Direct acquisition systems do not require any type of post-processing. Direct acquisition is a
good solution since the recorded signals are coupled with discrete gestures uniquely. Each sensor
captures a specific physical variable of the gesture. This category includes magnetic, mechanical,
and acoustic systems, as they have been analyzed above. These systems are more obtrusive and
offer a lower sampling rate. Indirect acquisition systems include optical systems. These systems
enable more freedom for the user and a higher sampling rate. Data captured using these kinds of
systems are processed by dedicated software. Most optical motion capture systems require human
intervention. Identifying markers can be done through labeling, finding missing markers due to
occlusion, and correcting possible errors detected in a rigidity test [59].

Modification of the pre-captured motions is still an open question. A lot of estimation and
smoothing techniques are used for data post-processing, e.g., linear interpolation, Kalman filtering,
a priori knowledge about rigid bodies [4]. Despite data post-processing being not required for
some systems, all of them require the data to be cleaned, filtered, and mapped to a skeleton. In [4],
post-processing involves two parts: Trajectory reconstruction and labeling of markers/trajectories.
With this double stage completed, it is possible to visualize the technical skeleton. The subject skeleton
and its animation are derived from that.
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2.3. Archiving and Data Retrieval

Designing digital dance archives is an important step in the data storage process. The archives
should be scalable, so new data and metadata can be added. Currently, there is no standardized
method of dance recording and archiving, but several datasets are available. The archive available
in [60] includes a textual description about dance types, video recordings, and motion capture
data of individual performances, metadata of dancers appearing in performances, and the locations
where these dances are performed. The largest publicly available motion capture database is [61],
which contains movements associated with a variety of activities, including dances. Data are available
in different formats, e.g., C3D, ASF/AMC. As few data of a two-subject interaction exist, the HDM12
database [62] provides Argentine Tango dance sequences, recorded of 11 different dance couples.
More information regarding databases that contain locomotion, exercise, and every-day movements
can be found in [63,64].

To fully use and exploit databases, efficient retrieval and browsing methods are needed. This is a
difficult task due to complex spatio-temporal variances in human motions. Reusing existing data is
much more time- and cost- efficient than capturing the whole motion from scratch. Motion retrieval
systems can perform queries based on the different input, e.g., text, motion clips or key frames.
For large datasets, efficient methods exist, such as techniques based on the query-by-example paradigm.
This paradigm is based on the retrieval of all documents from a database containing parts similar
to a given data fragment. For example, in [65], a motion retrieval system is presented that allows
efficient retrieval of logically related motions based on the above-mentioned paradigm. Logically
related motions do not need to be numerically similar. That means that even though motions are
different considering timing, intensity, and execution style, they can describe the same motion. A key
frame-based human motion capture data retrieval system, which uses a wooden doll as the input
device, is described in [66]. After the user finishes inputting the key frames, the motion sequences are
retrieved from the database and ranked based on the similarities to the key frames.

In [67], the human character is divided into three parts to reduce the spatial complexity.
The temporal similarity of each part is measured by a self-organizing map and Smith-Waterman
algorithm. The overall similarity between two motion clips is achieved by integrating the similarities
of the separate parts. Muller et al. [68] proposed a system where a query consists of a short motion
clip and a query-dependent specification of a motion aspect that determines the desired notion of
similarity. More about motion data retrieval can be found in the literature [69–71].

3. Visualization

3.1. Types of Visualization and Feedback

After recording the dance, it is often useful to visualize the collected data. Different ways of
visualizing dances and presenting them to the users for learning purposes can be found in the relevant
literature. The interface of a learning application for visualization should be interesting, simple,
and intuitive for the user. Users should be orientated to the dance learning process and not spend
too much time on learning how to use any application. Another factor of major importance is the
direct feedback to the users, depending on their performance, so that they are aware of their success in
completing their “task”.

Video is an efficient way of preserving dances, but it suffers from a lack of feedback. In [4], a 3D
viewer for dance learning was developed, and several functionalities were integrated. The user can
watch the dance, choose the point of view and zoom level, and control the speed of the 3D animation.
A VR training application combined with motion capture was proposed in [72]. The demonstration
of the dance moves is done by rendering the 3D animation with OpenGL and the user can change
the speed and point of view. The user is recorded during the learning process and several types of
feedback are provided. The first type of feedback is illustrated in Figure 5. The color of a cylinder
indicates whether the position of the body segment is correct.
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The second type of feedback is a scoring mechanism, i.e., the user is shown a report about
performance. The third type is a slow-motion replay, allowing the user to realize his/her mistakes.
For making the learning process intuitive and motivating, a platform for visualizing dance events in
the 3D virtual environment was developed [73]. For the user, it is possible to manipulate the 3D dancer
through functionalities of start, stop, zoom, and focus, and to change the camera position.

In [29], users can learn by observing a teacher’s dance moves. Performance of the teacher is
recorded, and the position of key joints is extracted and stored. They can choose to watch the teacher’s
performance and imitate moves. They are also recorded, and an extraction of features is done. Feedback
is given in two ways. Either by being evaluated by experts, or by the learning system matching the
features of the teacher and the user. Moreover, the concept of the user observing the teacher’s dance
moves and repeating them is presented in [74]. The user can select the dance and the 3D avatar of
the teacher. After watching the teacher’s performance, the user is recorded during the performance
of dance moves. The user’s moves are compared to the motion template and an evaluation of the
performance is given to the user.

The combination of gaming and learning introduced a new area in the educational domain.
The popularity of games, especially among young people, makes them ideal for educational purposes.
Serious games have the potential in teaching because they can promote training, knowledge acquisition,
and skill development through interactive, engaging, or even immersive activities [9]. Game-like
applications can be found in the literature for the preservation of folk dances. The process of adding
games or game-like elements to encourage participation is known as gamification. Nowadays,
gamification has become a popular way to encourage specific behaviors and increase motivation
and engagement [75].

Creating a virtual 3D gaming environment where users can see their dance from any orientation is
proposed in [76]. In this environment, users can also step forward/backward, pause, or continuously
play back at a decreased framerate. Feedback is given by scoring a user’s motion against a teacher’s
motion. More information regarding calculating scores can be found in [76].

Furthermore, in [30], a game interface is implemented, shown in Figure 6. The avatar of the teacher
is shown in the corner, and the user, whose avatar is shown in the middle of the scene, must imitate
dance moves. Real data from the second version of the Microsoft Kinect and a high-precision motion
capture system, Qualisys, are used. The user’s moves are captured using the Microsoft Kinect and
sent to the game framework. The framework for dance learning runs on Unity. Feedback is given in
the form of a score value with a comment. If the score is higher than 50%, then the next exercise is
presented. Otherwise, the user must repeat the same exercise from the beginning.
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A similar game-like application is presented in [9]. The user can watch the tutorial, where it is
explained how to play the game. 3D animations, video recordings, and dance music are presented to
the user. The learning activity consists of several exercises, while each exercise contains several dance
moves, which are presented to the user one by one. To proceed to the next exercise, the user must
perform the current exercise correctly three to five times and feedback is presented with an appropriate
comment. The Kinect depth sensor is used for motion capture. Motion data are transmitted to the 3D
game module for the visualization process.

A game for learning purposes using the Unity 3D game engine and Microsoft Kinect was also
proposed [17]. The virtual dancer performs dance moves and the user is asked to repeat them.
The user’s dance moves are captured using a Microsoft Kinect sensor. Both avatars are displayed at
the same time. Feedback is given through hints and advice on what the user should improve.

In another approach, the cave automatic virtual environment (CAVE) was proposed [77].
The CAVE is an immersive virtual environment where the projector’s screen is placed between
three to six walls of the room-sized cube. The user can watch the virtual teacher and repeat dance
moves. Afterward, the user and the teacher perform the dance movements using the CAVE system.
Three types of feedback and two types of playback are provided. The first type of feedback is side by
side. Virtual models of the user and the teacher are shown on the screen, side by side. The user can
watch performances and compare them. The second type is an overlay. Figures of the teacher and the
student are overlaid, and it is possible to see the difference in moves. The third type is a score graph.
The user’s performance is recorded and presented in the form of a number or a trace.

Different kinds of feedback are proposed in [78]. There are two types of feedback: The vibrotactile
and the acoustic one. Vibrotactile feedback is given with vibrational devices placed on each ankle,
indicating the direction to which the dancer should move. The idea for acoustic feedback is to choose
sounds for correct and incorrect steps. Both feedbacks are given to the dancer during the performance.
A brief overview of the types of visualization is given in Table 2.
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Table 2. Types of visualization.

Type of Visualization Advantages Disadvantages

Video

- addresses
movement/audio aspect

- the most efficient way of
preserving dance

- lack of interaction with the user
- lack of wider context, meaning,

and significance of the dance
- lack of feedback

Virtual reality (VR)
environment

- real-time feedback
- ability to identify which part

of the body
moves incorrectly

- reconstruction of
real environments

- realistic avatars
- increased user engagement

- the distraction of the user
- may require experience to

identify mistakes
- immersion can cause

motion sickness

Game-like application (3D
game environment)

- improved interaction
- more realistic environment

and avatars
- improved visualization

of information
- increased user engagement

- may be hard to identify mistakes

3.2. Movements Recognition

Human activity recognition is an important area of computer vision research. Analysis, processing
of motion capture datasets, and their reuse for the synthesis of novel motions is still a problem that
needs to be solved in a better way. Motion, in general, consists of different actions, like dance
moves, but also stylistic variations of moves. A challenging task for motion analysis and synthesis
algorithms is generating plausible dance motions. The motion analysis framework in [79] is based on
Laban movement analysis (LMA). LMA takes into consideration stylistic variations of the movement,
which is very important for dances. This was implemented in the context of motion graphs, and used
for elimination of potentially problematic transitions and synthetization of style-coherent animations
without prior labeling of the data. Extracting relevant spatio-temporal features from dance movements
of known emotions following the LMA was proposed in the framework in [80]. A set of effective and
consistent features for emotion characterization was identified. These features were used to map a
new input motion to their emotion coordinates on the Russell’s circumplex model (RCM) of affect.
The two-way mapping between the motion features and emotion coordinates through the radial basis
function (RBF) regression and interpolation was implemented and can stylize freestyle highly dynamic
dance movements at interactive rates.

The recognition of salsa dance steps is proposed in [81]. Using principal component analysis
(PCA), motion features are extracted from 3D sub-trajectories of dancers’ body-joints. The classification
of dance gestures is done using a hidden Markov model (HMM).

The automatic extraction of choreographic patterns from the motion capture data is proposed
in [82]. Choreographic patterns can provide an abstract representation of the dance semantics and
encode the overall dance storytelling. The key-frame extraction method implements a hierarchical
scheme that exploits spatio-temporal variations of dance features. An introduced spatio-temporal
summarization algorithm considers 3D motion captured data represented by 3D joints that model
the human skeleton. The global holistic descriptors are extracted to localize the key choreographic
steps derived from the 3D human joints. Each segment is further decomposed into more detailed
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sub-segments. The abstraction scheme uses the concept of a sparse modeling representative selection
(SMRS) modified to enable spatio-temporal modeling of the dance sequences through a hierarchical
decomposition algorithm. This approach was evaluated on thirty folkloric sequences.

The multilinear motion model for analysis and synthesis of personalized stylistic human motion
was presented in [83]. Using this model, it is possible to adjust the parameters that control the “identity”
and “style” variations of the action. Also, it is possible to interactively adjust the attribute parameters to
match the constraints specified by the user. With this approach, the power and flexibility of multilinear
motion models were demonstrated.

A system that recognizes the actions from skeleton data is presented in [84]. For each frame,
features are extracted based on the relative position of joints, temporal differences, and normalized
trajectories of motion. These features are used to train deep neural network-hybrid multi-layer
perceptron, which simultaneously classifies and reconstructs input data.

A comprehensive comparative study of classifiers and data sampling schemes for dance pose
identification based on motion capture data is presented in [85]. In this work, the effectiveness
of several classifiers for dance recognition from skeleton data was tested. Classifiers that are
used for dance pose identifications include k nearest neighbors (kNN), naïve Bayes, discriminant
analysis, classification trees, and support vector machines. These are well-known classifiers used for
recognition. The feature extraction process involved subtraction between successive frames and PCA
for dimensionality reduction.

Motion-capture-based human identification, as a pattern of recognition discipline, can be
optimized using a machine learning approach. The concept of learning motion features directly from
raw joint coordinates by a modification of the Fisher’s linear discriminant analysis with maximum
margin criterion (MMC), which was introduced in [86]. The point of interest is to find an optimal
feature space where a template is close to those from the same person and different from those of
different persons. To evaluate this technique, a large number of samples were extracted from the
Carnegie Mellon University (CMU) database [61], and a number of submotions were extracted and
filtered out. The final database and the evaluation framework are publicly available in [87]. A similar
approach for extracting robust features from raw data using a modification of linear discriminant
analysis with maximum margin criterion is presented in [88,89].

Human movements can be considered as a set of trajectories and can be used for the extraction
of distance-time dependency signals (DTDS). In [90], several functions are proposed that compare
various combinations of extracted signals. Signals were normalized and used as input parameters for
the computation of the similarity of patterns. The Manhattan distance, the Euclidean distance, and the
dynamic time warping (DTW) were used to measure the similarity of two DTDSs. The DTW-like
comparison led to the 96% effectiveness.

4. Performances Evaluation

The next step, after visualization, is to evaluate a dance performance. A typical approach to
evaluating the performance is to use ground truth data [91]. Typically, for learning folk dances, ground
truth data are provided by professionals. The ground truth data and the data obtained from the user
are compared using different metrics and algorithms. The difficulty here is that different dancers
have different dancing styles. It is possible for two dancers to dance the same dance in a different,
but correct, way.

For measuring the motion similarity between the user and the teacher, two metrics were proposed
in [51], using the knee-distance and ankle-distance for each frame. A specific normalization process
was used to ensure the invariance of these metrics. Calculating maximum correlation coefficients
between the user’s normalized distances and the teacher’s normalized distances, two motion accuracy
scores were introduced. Furthermore, a choreography score was derived as the precision of the correct
detection of motion patterns. The coefficients and the choreography score were then fed as input to a
two-level fuzzy inference system (FIS) that outputs the final performance score.
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Gesture recognition algorithms are often used to recognize a specific pose. These algorithms
are very popular for hand gesture recognition, but they are becoming more popular in dance move
recognition. A hidden Markov model-based system for real-time gesture recognition and performance
evaluation was presented in [30]. Performed gestures were decoded using the system to provide, at the
end of the recognized gesture, a likelihood value as a score that was used for the evaluation.

The comparison of three different measures for evaluating dance performance was proposed
in [72]. The system computes the distance between the teacher’s and learner’s sequence using dynamic
time wrapping (DTW) and the Euclidian distance between joint angles, joint positions, or joint velocities.
To check if there is a significant difference between the different values, a T-test is used.

An automatic dance analysis tool for the evaluation of a learner’s performance was proposed
in [92]. The first metric evaluates the quality of movements and the accuracy the learner achieves.
The second metric uses “timing” to assess the dancer’s ability to keep in step with the teacher.
With respect of both scores, the learner’s performance is evaluated.

Wei et al. [93] proposed a three-part scheme for the evaluation of a dance sequence. The first part
is related to motion correctness estimation, the second part is for rhythm management estimation,
and the third part is for a comprehensive evaluation of the performance. By calculating the matching
cost between the testing data and the standard model trained by the teacher, a motion correctness
estimation was determined. Rhythm mistakes were detected using the second part of the scheme and
a comprehensive grading level was provided for the user using the third part of the scheme.

Even though different metrics and algorithms are in use for performance evaluation there are
still many open questions. As was already mentioned, ground truth data are needed. In the case
of folk dances, ground truth data are collected using different motion capture systems. However,
there is no perfect motion capture system, so capturing the “true” dance moves is elusive in a way.
Furthermore, capturing the performance of the learner requires a real- (or near real-) time motion
capture system, as performance evaluation, visualization, and provision of feedback to the user need to
be supported. Hence, most of these systems use low-cost depth and/or optical sensors, such as Kinect.
Studies [94–96] have shown that the performance of human motion estimation is highly dependent
on the quality of the motion capture data and on the algorithms used. In addition, the selection of
appropriate metrics for dance performance evaluation is not an easy task. For instance, there is a need
to compensate for differences between the skeletal models (e.g., lengths of body parts) of the teacher
and learner or differences in their motion styles.

5. Conclusions

In a struggle to preserve ICH through the ages, new technologies are currently used for digitization
of folk dancing. The goal is to enhance and, hence, safeguard this significant element of peoples’
identity. As seen, many tools currently exist to transform ICH, and specifically folk dances, into
digital information, suitable for various purposes and applications. In all processing stages, i.e.,
preparation, recording, data processing, and archival, different systems have been used, with different
advantages and disadvantages. Surprisingly enough, body sensors, cameras, and other high-end
pieces of hardware are used for the precise recording of a procedure, which is normally considered
a technology-free expression of dancing groups. Using these technologies, accurate folk dancing
representations can be produced that will later make the transmission of knowledge easier.

The result of such processes is continuously proven to provide new ways for dance teachers,
choreographers, game developers, and more to communicate detailed dancing elements to learners,
dancers, and gamers, respectively. Interactivity, the flexibility of the system, or feedback for the users,
referring to either a hardware- or software-based platform, are important factors for the successful
digitization of folk dances. As it has been demonstrated through this research paper, the study of these
parameters defines the success of the evolution of the current systems and contributes significantly to
the knowledge for the development of new, advanced systems for recording, digitizing, and visualizing
folk dances, as well as other forms of ICH.
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Even though the existing technology can help with the preservation of folk dances and ICH, there
are still some open questions awaiting further exploration. Motion capture systems that have been
presented are used for recordings, but all of them demonstrate certain disadvantages. Furthermore,
different motion capture sensors, algorithms, and parameterizations are required, depending on the
particular needs of each application. Improving the existing systems, or finding new (e.g., hybrid)
solutions in the future, could lead to improved estimation of human pose and motion, as well as
better ground truth data and performance evaluation. Music acquires a huge role in dances. To learn
a dance correctly, dance moves should be synchronized with music in the right way. This needs to
be considered during the digitization and visualization of folk dances. A lot of effort has been put
into micro-parameters for folk dancing visualization, but still, there is space for further improvements
and explorations. For instance, to make a visual representation of the dancer more realistic, proper
dance clothes can be added. Simulation of moving the clothes during the dance performance can help
with this. Screens are also traditionally used for visualization and presenting the dance and feedback
for the users. The users may not always face the screen during the learning process. It is needed to
provide more screens, so users can track the performance. Visualization using virtual reality has open
questions on how to visualize the body of the user so that the user can track their movements. Also,
moving in VR can cause motion sickness. Video representation has a lot of disadvantages, but it is still
a very good way of teaching dances and appears able to compete with the existing 3D applications.

Different ways of performance evaluation and giving feedback have been described, and specific
benefits for certain groups have been shown. For this model to work as flawlessly as possible, and to
visualize a future system that applies recognition of dance movements at a more sophisticated level,
there is a crucial path to be followed: Applying different algorithms, especially machine learning and
deep learning algorithms, can automate the tasks of feature extraction and pattern recognition, and so
create an advanced system that will easily be used by more groups at a much wider level.
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