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Abstract: This paper aims toward the successful detection of harmful materials in a substance by
integrating machine learning (ML) into laser-induced breakdown spectroscopy (LIBS). LIBS is used
to distinguish five different synthetic polymers where eight different heavy material contents are also
detected by LIBS. Each material intensity-wavelength graph is obtained and the dataset is constructed
for classification by a machine learning (ML) algorithm. Seven popular machine learning algorithms
are applied to the dataset which include eight different substances with their wavelength-intensity
value. Machine learning algorithms are used to train the dataset, results are discussed and which
classification algorithm is appropriate for this dataset is determined.

Keywords: LIBS; rubber-polymers; hardness; machine learning; classification

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) has been applied to the plastic material
to classify them [1], especially since plastic toys are very crucial to identify the harmful
heavy metals [2]. Carbon-fiber-reinforced polymer (CFRP) has attracted extensive attention
in the industrial field due to its advantages of light weight and high hardness [3]. Synthetic
polymer samples (2D-structured and multilayer system) have been analyzed using LIBS
and the spatial distribution of five different synthetic polymers, namely acrylonitrile bu-
tadiene styrene (ABS), polylactic acid (PLA), polyethylene (PE), polyacrylate (PAK) and
polyvinylchloride (PVC) have been successfully classified using multivariate statistical
approaches (principal component analysis (PCA) and k-means clustering) [4]. For the
recycling of polymer e-waste, there is a pressing need for rapid-measurement technologies
for the simple identification and classification of these materials [5] and the classification of
plastic polymers through laser-induced breakdown spectroscopy [6]. Accuracy influence
analysis (AIA), which is classification precision combined with Kernel naïve Bayes, has
been used for selecting informative variables of laser-induced breakdown spectroscopy
(LIBS) spectra [7]. Laser-induced breakdown spectroscopy spectra analyzed using the
k-nearest neighbor and soft independent modeling using class analogy were investigated
as methods that can rapidly identify recyclables [8]; ten different types of post-consumer
plastics, including five extensively used basic plastics, were analyzed using (LIBS) [9]. The
Davies–Bouldin index was employed to determine the initial number of clusters. The
average relative standard deviation values of characteristic spectral lines were used as
the iterative criterion. With the proposed approach, the classification accuracy for twenty
kinds of industrial polymers achieved 99.6% [10]. For the classification of the different
plastic samples, some machine learning algorithms were employed for the analysis of the
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LIBS spectroscopic data, such as the principal component analysis (PCA) and the linear
discriminant analysis (LDA) [11]. A novel chemometric strategy was used and was based
on a systematic optimization of two factors influencing the discrimination ability: the set of
experimental conditions (laser energy, gate delay, and atmosphere) employed for the LIBS
analysis and the set of spectral variables used as a basis for the polymer discrimination [12].
LIBS is a powerful tool for plastic investigations in the laboratory with the capacity of
simultaneous qualitative and quantitative analysis [13].

Classification of harmful substances needs to be contributed to literature and human
health. In the literature, ML applications are newly contribute in LIBS to determine the
hazardous substances and classify the ingredient. However, these studies are not related to
the appropriate ML method to classify LIBS dataset and make a system but mostly about
just training some of ML algorithm and the importance of ML in substances classification.
Classification of hazardous chemical substances studies are developed and contribute to
literature but dataset are not related with LIBS [5,14]. Therefore, This paper aims to satisfy
the requirement for discussion and determination of appropriate ML algorithm for dataset
obtained from LIBS.

Classification of different polymer composite materials has been performed based
on their hardness. Eight different substances’ intensity-wavelength values are obtained
and dataset is occurred. Seven different models is used for train the dataset and results
are compared. Fine Gaussian SVM, Fine tree, linear discriminant, Gaussian Naive Bayes,
Kernel Naïve Bayes, Quadratic SVM, and KNN are the most valid and high accuracy ML
methods in variety of field which are used for training in this paper [15–18]. For training,
MATLAB is used which is preferred programing language for ML applications [19,20].
Models are trained with LIBS dataset, accuracies are compared, discussed and the most
accurate model is determined for LIBS dataset.

2. Experimental Procedure

Interior mechanism view of LIBS whole system (Applied Spectra, J200 LA) we used is
shown in Figure 1. Laser (Quantel) with wavelength of 213 nm, output energy of 20 mJ,
pulse width of 10 ns and repetition rate of 100 Hz has been used. Laser beam focused by
10 cm focal length of plano convex lens. Focused beam spot size was 50 µm. A total of
3 different target regions were determined on the same sample surface and these regions
were used for spectral measurements. Spectral data were collected via 10 shots to 4 different
locations on target-zone surfaces.
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2.1. Sample Preparation

For the manufacturing of recycled rubber-epoxy composite, good quality of bonding
between matrix and reinforcements is required, however, recycled rubbers do not carry
any free chains to form new bonding with epoxy resin because of the former vulcanization
process. In order to improve the interface quality between epoxy and rubber, fresh scrap
rubber should be devulcanized. During the devulcanization process, sulfur links are
attempted to be broken and other new links are generated, then the flowing capacity and
interaction of recycled rubbers with other substances are increased. After determination
of the reinforcements with matrix in wt%, a special process is applied to successfully
complete the manufacturing of the composites. This process involves silanization of the
recycled rubber and devulcanization before blending it with epoxy resin and reinforcement.
Chemical treatment followed by devulcanized recycled rubber is mixed with epoxy resin
for obtaining a strong chemical-bonding diffusion reinforced with different reinforcement.
After blending the mixture, they are milled for 4 h by adding “Zn-Stearate” as a lubricant
for homogenous distribution. For manufacturing of the composites, hot compaction is
carried out at 180 ◦C for 20 min under the pressure of 70 MPa; after that, the specimens
are produced with a diameter of 50 mm—a similar procedure is given in Figure 2. The
equipment used during the process is also presented in Figure 3.
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2.2. ML Methods for LIBS

Machine Learning is an artificial intelligence that facilitates the classification of re-
ceived data. After measured the wavelength values of substances as it is mentioned
above, seven different well-known machine learning methods have been tried in order to
classify them and determine what ingredients they have. In the literature, it is obvious
that the use of artificial intelligence in LIBS is a hot topic for classifying [11,21]. Sub-
stance Identification has been made with mostly machine learning which is K- Nearest
Neighbours(KNN) [22,23], Support Vector Machine(SVM) [24], Naive Bayes Classification,
Principal Component Analysis (PCA), and the Linear Discriminant Analysis (LDA) also
applied on spectroscopic data [25]. There is just Deep Belief Network (DBN) which is a
deep learning method that has been used on data. The important thing has been seen is
that there is no comparison between these methods’ effectiveness on LIBS. In this paper,
some of the effective machine learning methods for data classification are compared with
each other and the decision on the effective data classification method has been discussed.
After classification method is determined, this algorithm will be integrated to the system to
collaborate with LIBS. Therefore, the lack in the literature about classification collaboration
between LIBS and ML can be satisfied.

3. Results and Discussion

Dataset obtained from LIBS includes aluminum, copper, bismuth, iron, magnesium,
nickel, tin, and zinc wavelength-intensity values. Therefore, we have eight classes for
classification. In artificial intelligence (AI) applications, dataset preparation is of crucial
importance. If the dataset is not properly prepared and adjusted, it is not important whether
the AI model works well or not. Eight different substances in polymer were obtained from
the LIBS measurement, which are aluminum (Al), bismuth (Bi), copper (Cu), iron (Fe),
magnesium (Mn), nickel (Ni), tin (Sn), zinc (Zn). Forty data were obtained from each
substance in the three different locations, so each substance has 120 data in total. Also,
wavelengths start from 186.015 to 1048.107 so in the dataset a total of 12286 wavelength
values are used. The dimension of the data is 12286x 960 for eight classes. The substance in
the polymer has been detected by showing the related wavelength for each substance which
is demonstrated below in Figure 4. The original dataset includes negative values which are
assumed as noise and eliminated before plotting. Plottings include non-negative values
in Figure 4. Also, this big data should not be used directly for obtaining good accuracy
because the values of intensity of different classes can be matched or overlapped, therefore
mismatch and misclassification inevitably occur. To see the effect of the unadjusted dataset
result, this 12,285 × 960-dimension dataset was applied directly to the decision fine tree,
which is a supervised machine learning model. The eight classes of substances are orderly
determined as aluminum (Al), bismuth (Bi), copper (Cu), iron (Fe), magnesium (Mn), nickel
(Ni), tin (Sn), and zinc (Zn); in the algorithm response of the substances determined with
numbers, one to eight are orderly. Each substance has 120 data, so 120 responses for each
substance were determined; 960 data and responses were used in total. The reason for
selecting the fine tree model for classification is that there are so many values, and decision
tree accuracy results show whether this dataset is logical or not for training. This fine tree
model is used for the unadjusted dataset and the result is obtained and demonstrated,
as in Figure 5. Detection with unadjusted dataset is insufficient. This can be interpreted
from Figure 5.

Confusion matrices show the accuracy of training, the blue diagonal is interpreted as a
true-positive detection of the related class, and the orange boxes belong to the false-negative
detection according to the giving response. Total of the true positive over eight gives us the
total accuracy of training, so the total accuracy of the unadjusted dataset with the fine tree
model is 84.6%. One by one, the confusion matrices can be interpreted as below.

The class one (Al) is detected with 66.7% accuracy as is shown in Figure 5 for the first
true positive box, however, some of the data in class one (Al) were detected as class five
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(Mn) with 26.7%, and some other is classed as six (Ni) with 6.7%, as can be understood
from the false-negative orange-colored boxes for the same line.

Another instance, 3.3% of Bi is detected as Ni, 6.7% of the Cu is detected as Ni, and Fe
is detected completely true with 100%.
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A total of 40% of the Mn is detected as Al and 3.3% of the Mn is detected as Cu, so the
total true positive value of the Mn is 56.7%. A total of 3.3% of the Ni is detected as Bismuth
and 10% of the Ni is obtained as Sn, so the total accuracy of the Ni is 86.7%. 6.7% of the Sn is
founded as Cu and 16.7% of the Sn is identified as Ni, therefore the total trueness of the Sn
is 76.7% while Zn is detected as completely true-positive with 100%. The overall accuracy
of the model with this non-adjusted dataset is obtained with the mean of true-positive
percentages of the classes which have been founded being 84.6%. Other confusion matrices
are interpreted as mentioned above, and the most accurate ML algorithm for this dataset is
determined for using in automatic classification with LIBS.

As it is mentioned above, 120 responses were determined for each category separately,
so Y is defined as 960 responses for eight classes. This gives us the accuracy and errors for
the total and for each class. During the model-making classification, these defined response
data are taken as a basis for true classification. The classification graph of the response data
is shown in Figure 6.

A data adjustment was made to eliminate false detection caused by using the non-
adjusted dataset. Every substance has its own intensity value in a specific wavelength
interval, as it is shown in Figure 4. For instance, Al has its peak value at 309.291 nm
and 396.29 nm, while Bi has it at 306.82 nm. Cu has been detected at 324.806 nm and
327.445 nm, Fe at 324.806 nm and 327.447 nm, while Mn has three different intensity values
at 257.619 nm, 279.585 nm, and 294.985 nm. Ni has a peak intensity at 300.248 nm. Sn is
detected at 284.08 nm and 326.303 nm, while Zn has a peak value at 213.959 nm. Dataset
adjusted in the direction of these peak values for each class. By focusing on its own peak
values for each substance, the new dataset was created based on the circumference of the
wavelength that belonged to the peak values.

Seven different models have been trained and compared: the fine Gaussian SVM, fine
tree, linear discriminant, Gaussian Naïve Bayes, Kernel Naïve Bayes, Quadratic SVM, and
KNN on the adjusted dataset. MATLAB is used for applying ML algorithms to the dataset
which is also widely used in ML studies. The model which gives the best result is tested
and demonstrated also.

The fine tree model has been trained again for the new adjusted dataset. This model com-
pares the similarities between classes and focuses on reducing the error while comparing [26].
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The fine-tree-model accuracy is obtained as 97.9% with adjusted dataset as it is demon-
strated in Figure 7. It is clearly evident that data adjustment plays a critical role in the
training process. For this dataset, Zn and Ni are completely detected and other classes have
3.1% error in total; Cu mostly gives the false negative by having percentages in two classes.
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The second trained model is the fine Gaussian SVM. It can map data to an infinite
dimensionality, so it is suitable for training high-dimensional datasets [27]. Formula of the
fine Gaussian SVM is shown below.

G
(
XJ , Xk

)
= exp(−

∣∣Xj
∣∣− |Xk|2 ) (1)

it calculates the similarities between Xj and Xk by measuring the Euclidean distance
between Xj and Xk. According to formula one, the model is trained, and the accuracy of
the fine Gaussian SVM model is obtained as 86.5%, the result being quite worse since the
SVM has a linear classifier and such a complex dataset needs to be trained with nonlinear
solvers. Confusion matrices are shown below.

This model truly detected Cu with 100% and other classes have an error, however,
the accuracy is over the 75% and the lowest value also belongs to Al as it is demonstrated
in Figure 8.
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The linear discriminant is another method for classification. It uses dimension reduc-
tion to increase the distance between the mean of classes and it is also appropriate for
classifying multi-classes. The linear discriminant model accuracy is obtained as 97.5% as it
is shown in Figure 9. In addition to being linear, the accuracy rate is higher than the SVM
because it maximizes the distance between the classes and the estimator discriminates the
classes from each other by estimating the distinct presence for each class. This model classi-
fies four classes as completely true. The worse prediction is 90%, which is Fe. Generally, a
false prediction is made for the Al substance.

The Gaussian Naïve Bayes is another machine learning model which uses the Gaussian
probability distribution function. This is a simpler method than other methods because it
uses only the mean and standard deviation of the data to generate the new estimated data.
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The Gaussian Naïve Bayes classifier gives 98.125% accuracy and predicts five classes
as truly, which are Al, Fe, Ni, Sn, Zn. The worse classification is bismuth, and the worse
percentage is 93.3% (Figure 10). However, the classifier gives better results than the
previous models.
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The whole Naïve Bayes classifiers are highly effective and quick to classify. The
basis of this algorithm is probability, so it assumes an independent feature of a class that
differentiates the estimated from other classes. The Kernel function used in the Naïve Bayes
model is named as Kernel Naïve Bayes. It is a successful model for target estimation, since
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it uses the mean of training samples located around the target and reaches the target value
by updating the weight function according to these mean of training samples.

The Kernel Naïve Bayes model accuracy is obtained as 99.0% in Figure 11. The blue
line shows the true predictions percentages. According to these confusion matrices, five
classes were detected as fully true-positive: Al, Cu, Fe, Ni, Sn. Total prediction percentages
over total class gives us the accuracy. The worse percentage is 93.3%. This model gives
better result than the previous models. The best result is obtained from this model due to its
nonlinear solver and estimation method mentioned above. Such multi-classes, a complex
and overlapping dataset, can only be predicted with such a non-linear model.
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One of the nonlinear algorithms of the support vector machine is the quadratic SVM.
This model uses the same technique with the SVM but the QSVM assumes the classification
line with hyper-planes, hyper-spheres, hyper-ellipsoids, hyper-paraboloids, and hyper-
hyperboloids of various types.

The quadratic SVM accuracy is obtained as 97.3% in Figure 12. Four classes, Al, Cu,
Sn, and Zn are classified as true positive with 100%. It gives better results than the SVM, so
the nonlinear model of support vector machine is superior to the standard SVM for this
type of dataset.

The distance of the point to be estimated from other points is calculated. The Minkowski
distance calculation function is used for this calculation [28]. Nonlinear fitting has been
used for this algorithm, but sometimes linear KNN also can be used. In the direction of
regression, accuracy is obtained as 97.9% in Figure 13. Four classes are detected as com-
pletely true, and the lowest value belongs to Fe with 90%. Even though its total accuracy is
high, class accuracy is low as in the QSVM.

In the direction of these comparisons and interpretations, the Kernel Naïve Bayes gives
the best result with an accuracy of 99.0%; the Kernel Naïve Bayes was studied for LIBS
in the literature as it is mentioned in the introduction part, so it is proved that this model
gives high accuracy for the LIBS dataset [7]. Secondly, the Gauss Naïve Bayes gives the best
result with an accuracy of 98.125%. Moreover, other nonlinear models are nearly the same,
as in the linear models SVM and linear-regression models, however, linear regression gives
a better result, which is quite similar to nonlinear models. The classification graph of eight
substances with the Kernel Naïve Bayes model is shown below.
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The prediction of the eight classes is demonstrated in Figure 14; classified data with
the Kernel Naïve Bayes model have been shown. As it can be seen in Figure 14, the orange
points out of line mean the classified data have a deviation from other classes; however, it
is known that the classification accuracy is 99.0% and has 1% deviation for this model, so it
can be easily interpreted that eight substances’ data are highly placed in the predicted class.
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4. Conclusions

This paper represents the classification of different polymer composite materials and
performed based on their hardness. The hardness-determination process of polymers was
made first, then the wavelength-intensity graph of polymers was obtained from LIBS for
eight classes, which are aluminium, copper, bismuth, iron, magnesium, nickel, tin, and zinc.

These substances (reinforcements) were classified with seven different models and
their comparisons have been shown. Firstly, the data adjustment has been made to increase
the accuracy, and no adjusted data effect has been conceived. In light of the training
of seven different model and their data adjusting eight classes were trained with seven
different model with adjusted dataset. Nearly the same prediction of the response (Figure 6)
has been obtained in the classification of graph of Kernel Naïve Bayes model.(Figure 14).
Since the Kernel Naïve Bayes’s weights function uses non-parametric estimation techniques,
it gives the best result with an accuracy percentage of 99.0. As a result, this model is the most
appropriate model for this dataset to use in LIBS to detect substance ingredients automatically.
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