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Abstract: This paper focuses on both voltage transients and short-duration RMS variations, and presents a unique and heterogeneous approach to their assessment by applying AI tools. The database consists of both real (obtained from Lithuanian PQ monitoring campaigns) and synthetic data (obtained from the simulation and literature review). Firstly, this paper investigates the fundamental grid component and its harmonics filtering with an IIR shelving filter. Secondly, in a key part, both SVM and KNN are used to classify PQ events by their primary cause in the voltage–duration plane as well as by the type of short circuit in the three-dimensional voltage space. Thirdly, since it seemed to be difficult to interpret the results in the three-dimensional space, the new method, based on Clarke transformation, is developed to convert it to two-dimensional space. The method shows an outstanding performance by avoiding the loss of important information. In addition, a geometric analysis of the fault voltage in both two-dimensional and three-dimensional spaces revealed certain geometric patterns that are undoubtedly important for PQ classification. Finally, based on the results of a PQ monitoring campaign in the Lithuanian distribution grid, this paper presents a unique discussion regarding PQ assessment gaps that need to be solved in anticipation of a great leap forward and refers them to PQ legislation.
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1. Introduction

Nowadays, greater and greater integration of artificial intelligence (AI) into the modern world is observed. Electric power systems together with power quality (PQ) application are not an exception. A state-of-the-art review [1] (2015) on both signal processing and AI techniques application in the classification of PQ disturbances distinguishes the following stages of the process:

1. Input data stage. It is obvious that the quality of machine learning is directly related to input data which is closely related to algorithms used and tasks undertaken. However, discussion on these aspects is skipped in [1]: in our opinion, one of the reasons (for that skipping) can be the deficiency of PQ monitoring systems at that time [2]. In this paper, initial data gathering is described in Section 2.1.

2. Feature extraction stage. The following taxonomy of the techniques is given in [1]: Fourier transform, Kalman filter, wavelet transform, S-transform, Hilbert–Huang transform, Gabor transform, and miscellaneous or less often used (e.g., time–frequency representation, Teager energy operator, etc.). A result of classification highly depends on both the features selection strategy and their extraction accuracy.

3. Classification stage. The following tools are highlighted in [1]: artificial neural network, support vector machine, fuzzy expert system, and miscellaneous (e.g., k-nearest neighbors).
4. Feature selection and parameter optimization stage. In this stage, the redundant features with low recognition rate are discarded. The following tools for selection of the best suitable feature subset are highlighted in [1]: genetic algorithms, particle swarm optimization, and ant colony optimization.

5. Decision stage. Discussion on this topic is also skipped in [1]: in our opinion, one of the reasons can be that a practical significance of many research studies (algorithms) is insufficient and more comprehensive investigations (technical progress) are required for their commercialization and application in electric power systems.

The authors of [1], as can be noticed from their paper title, treat signal processing and AI algorithms as two separate fields. This is because, especially in the business world, AI is mostly associated with machine learning using the most well-known tools such as neural networks. However, if examined more deeply, the philosophy of AI is not so primitive, and the absence of a unified and simple definition accompanies it throughout the entire timeline of evolution of intelligence and thinking. Its origin dates back to the invention of writing, with the earliest known libraries on clay tablets in Mesopotamia (initially under the control of Sumerians and Akkadians, later ceded to such famous states as the Old Babylonian Empire, Assyrian Empire and New Babylonian Empire, and then followed by the defeat to Achaemenid Persian Empire) as well as in other places in particular cradles of civilization such as ancient Egypt, Indus Valley Civilization, and ancient China, later followed by Greek mythology which includes the idea of artificial beings and intelligent machines such as Talos (a giant bronze automaton made to protect Europe in Crete) [3]. At this point, we mentioned the term of ‘automaton’, a relatively self-operating machine, the first form of robot, which seems to be invented by ancient Egyptians: their statues of gods “spoke, moved, acted—not metaphorically, but actually”, for example, replying to each question by a movement of the head [3–5]. Aristotle speculated in his *Politics* [6] (book 1, part 4) about automata as a mean for abolitionism: “For if every instrument could accomplish its own work, obeying or anticipating will of others, like the statues of Daedalus, […] if, in like manner, the shuttle would weave and the plectrum touch the lyre without hand to guide them, chief workmen would not want servants, nor masters slaves”. His syllogisms for proper reasoning are also worth mentioning, because this highly contributed to the development of logic which is an indispensable part of AI [3,7]. To continue, the prohibition against making graven images (the second commandment), taking place in the desert of Sinai, is also discussed in [3] through a prism of AI. When the discussion comes to medieval and early modern periods, the following achievements should be highlighted: (1) the flourishing of Arab mathematics and science (e.g., zairja—a device for ideas generation by mechanical means) during the Golden Age of Islam, and these ideas transferring to Europe (via Spain, Sicily, and Crusader kingdoms in the Levant); (2) appearance of mechanical clocks, the first modern measuring machine, in European towns (15th–16th centuries); (3) invention of a mechanical calculator, the Pascaline, by Blaise Pascal; (4) philosophy and other scientific contributions of René Descartes (e.g., rationalism, mind–body dualism, Cartesian coordinate system, etc.) [3]. Obviously, it is impossible to encompass (classify) all important milestones in one paragraph; hence, many contributions remain unmentioned, in particular outside Europe and the Middle East. The scientific revolution (Nicolaus Copernicus’ publication on the heliocentric theory (in 1543) is often considered as its beginning, while Isaac Newton’s publication on the laws of motion and universal gravitation (in 1687) is considered as its culmination) and the Age of Enlightenment (17th–18th centuries) followed by the First Industrial Revolution laid the foundation for further acceleration in the development of science in the late modern period. Moreover, science fiction did not disappear with such works as Hoffman’s *The Sandman*, Goethe’s *Faust*, and Mary Shelley’s *Frankenstein* [3].

The history of modern AI began in the mid-20th century with such achievements as cryptanalysis of the Enigma (which enabled Allies to read considerable amounts of Morse-coded messages of Axis power), the Turing test (a method to determine whether a machine can demonstrate human intelligence), checkers (draughts) and chess engines [3,7],
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i.e., before AI commercialization (which, according to [3], begun after 1980) and large-scale application of artificial neural networks. Currently, the following major concepts of AI are often distinguished in the literature: (1) artificial general intelligence (or strong AI), and (2) artificial narrow intelligence (or weak AI) [8]. Also, other categories can be found such as generative AI or symbolic AI; however, detailed analysis of this field is outside the scope of this paper. According to [7], most researchers “take the weak AI hypothesis for granted”, and do not care about the general intelligence; however, “all AI researchers should be concerned with the ethical implications of their work”. The field of electric power systems, including its PQ application and this paper, is not an exception. In the PQ field, a wide-ranging implementation of AI may be expected; however, at the moment, the suitability of many AI algorithms still remains insufficiently explored [2]. In this paper, the small paragraph of scientific achievements of earlier times is given not without reason—all ideas (approaches) are potentially suitable (beneficial) for joint PQ and AI research. For example, the usage of logical reasoning in the field of PQ to discuss the results obtained can be found in [9]. Soft skills and philosophical insights during results interpretation are just as important as software code writing; thus, it is inseparable from the knowledge in philosophy, development of scientific ideas and their spread, etc. Ideally, for use in practice, an AI algorithm may be multicriteria and based on a complex mathematical apparatus, but simultaneously, it should have such features as simplicity, understandability, sufficient accuracy, time efficiency, cost efficiency, etc. In the case of embedded systems, algorithms must also be resource saving to avoid an undesirably fast runoff of the battery. Moreover, it is not a secret that sometimes, the conclusion about the accuracy of the developed algorithm can be limited (incorrect), because either the training data set or validation (test) data set may not represent its population sufficiently enough. In PQ papers, the risk of such or similar limitations is inevitable and cannot be fully eliminated. For example, in the case of the PQ monitoring allocation task, the size of the test schemes used is mostly up to 123 buses (IEEE test scheme); therefore, it remains unclear whether any proposed algorithm will be suitable for a large power system [2]. In addition, in our opinion, each paper should discuss in which structural part of the PQ monitoring process a proposed algorithm can be used (see [2] for the general structure of a remote PQ monitoring process).

Each PQ research should be started from the definition of target PQ events [2]. The target group of this paper consists of both transients and short-duration RMS variations. The next stage should be a selection of both features and algorithms. Let us begin the literature review with the PQ standards, because they include (reflect) universally agreed (applied) approaches. Firstly, in the case of transients, there are almost no requirements for both measurement and assessment in IEC 61000-4-30:2015 [10]. On the other hand, this standard provides ideas about transient voltage detection by the comparative method, envelope method, sliding-window method, etc. When the event is detected by either method, the following list of classification methods and parameters is given: peak value, overshoot voltage, the rate of rise (i.e., the first time derivative of either voltage or current) of the leading edge, frequency parameters (spectrum), duration, damping coefficient, frequency of occurrence, energy and power (available or conveyed), and continuity type (continuous or single-shot transient). EN 50160:2010 [11] does not provide any noteworthy information about transients nor does it establish the norms. IEEE Std 1159-2019 [12] uses the rise time, duration, spectral content and magnitude, and it also gives additional hints for the characterization of transient energy, direction, form (e.g., positive, negative, unipolar, bipolar, oscillatory, multiple-zero crossing). Secondly, in the case of voltage sags, IEEE Std 1564-2014 “Guide for Voltage Sag Indices” [13] proposes a voltage sag energy index and voltage sag severity index (using SEMI F47 curve as a reference), along with the other useful information regarding both site and system indices, which are not relevant to the scope of this paper. Meanwhile, IEC 61000-4-30:2015 states that “depending on the purpose of the measurement, other characteristics in addition to depth and duration should be considered” and presents the following ideas: voltage sag unbalance, phase angle of the beginning, phase shift, missing voltage, voltage sag distortion (e.g., estimated by total harmonic
PQ events classification is not an extremely recent research field. For example, [14] (2001) proposes a voltage sag classification and characterization method based on fuzzy logic: (1) voltage sags are classified into three groups—caused by grid fault, large motor starting, and interaction between motor operation and grid fault; (2) three features are extracted from the simulated voltage waveforms—phase angle shift, duration, and voltage change. As has been mentioned above, earlier achievements are a necessary prerequisite for modern research: for example, it can be highlighted that the k-nearest neighbors algorithm was firstly developed in 1951 [7], but it will still be investigated in this paper. The state-of-the-art of the joint PQ and AI field until 2015 is more or less reviewed by [1] (2015). Then, for example, [15] (2016) investigates the application of optimal multi-resolution fast S-transform along with classification and regression tree. The following PQ disturbances and their combinations have been generated by the simulation: transient, interruption, sag, swell, flicker, harmonics, and six their combinations—transient with sag, transient with swell, transient with flicker, sag with harmonics, swell with harmonics, and flicker with harmonics. The selected features—statistical parameters (maximum, minimum, standard deviation, skewness, kurtosis, etc.) and energy—are extracted from the simulated voltage waveforms. Next, [16] (2020) reviews the state-of-the-art of PQ events detection and classification until 2020. Feature extraction techniques are grouped into Fourier transform—FT (including its well-known variants: discrete-time Fourier transform—DTFT, fast Fourier transform—FFT, and short-time Fourier transform—STFT), S-transform—ST, Hilbert–Huang transform—HHT (including empirical mode decomposition—EMD), wavelet transform—WT (including tunable Q-factor wavelet transform—TQWT), and miscellaneous techniques (e.g., Gabor transform—GT, optimal feature selection based on ant colony optimization—ACO, etc.). Also, the following AI techniques, used in the PQ events detection and classification, are discussed: support vector machine—SVM (including its multiclass extension—MSVM), artificial neural network—ANN (including the following types: feedforward neural network—FNN, probabilistic neural network—PNN, recurrent neural network—RNN), fuzzy logic—FL, neuro-fuzzy system—NFS, genetic algorithm—GA, deep learning-based methods (convolutional neural network—CNN, long short-term memory—LSTM), and miscellaneous (e.g., extreme learning machine—ELM, particle swarm optimization—PSO, etc.). In addition, the paper categorizes the data used by type (synthetic or real), also—whether their data were noisy or noiseless. Many authors prefer to analyze their initial data with additionally injected noise (e.g., white noise), which can be quantified by the signal-to-noise ratio (SNR). To continue, the list of the reviewed newest papers [17–39], which are more or less relevant to the scope of this paper, is given in Table 1. In addition to the already mentioned ones, the following AI tools can also be found in the table: artificial bee colony—ABC, competitive swarm optimization—CSO, Clarke transformation—CT, decision tree—DT, ensemble methods—EM, Hilbert transform—HT, k-nearest neighbors—KNN, logistic regression—LR, multilayer perception—MLP, multiresolution analysis—MRA, ordered fuzzy decision tree—OFDT, principal component analysis—PCA, random forest—RF, variational autoencoder—VAE. Also, many simpler ideas and operations such as normalization or other signal processing techniques are left behind.

PQ classification is the main objective of the most reviewed papers, but some other interesting instances are also given in this paper. These instances are related with the following tasks: cybersecurity, localization of PQ emission source (fault), impact assessment (e.g., damage to end-user equipment), and features extraction (also including characterization and detection). For example, the localization can be determined either qualitatively or quantitatively (Figure 1a): the identification of voltage sag source side (upstream or downstream) is a qualitative approach (see [9] for more information), while the estimation...
of a distance to the fault node in units of length is a quantitative approach (see [2] for more information about the case of PQ monitors displacement algorithms). Please note that the classification itself often includes a wider range of tasks such as an event detection and features extraction. The proposed concept of interconnection between PQ event localization and classification is shown in Figure 1b. For example, the identification of voltage sag side can also be considered as a kind of classification by fault location (e.g., TSO grid, DSO grid, in-plant grid), and such an approach should be important in anticipation of responsibility sharing and penalties. In the most reviewed papers (especially with a wider target group), the classification is performed by a PQ event; however, it must be performed not only by a PQ event which is really more about its detection and recognition, but also by its type or its primary cause. For example, in this work, transients are classified by their primary cause (commutation or atmospheric), and short circuits are classified by their type (three-phase, two-phase-to-ground, two-phase, and single-phase). However, currently, there is a lack of research (data) about primary causes of PQ events [9].

Table 1. Highlights of the newest reviewed and relevant papers.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Algorithm</th>
<th>Task</th>
<th>Target Group</th>
<th>Data</th>
<th>Parameters, Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17] (2023)</td>
<td>ST, RF</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg C S, R</td>
<td>Maximum magnitudes (peaks) of FFT spectrum of the signal 4</td>
</tr>
<tr>
<td>[18] (2023)</td>
<td>CNN-LSTM</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Deep features of 1D time series signal 3</td>
</tr>
<tr>
<td>[19] (2023)</td>
<td>DT, KNN, RE, SVM, VAE</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg 10 C S, R 11</td>
<td>Current, voltage, fault type and location</td>
</tr>
<tr>
<td>[20] (2023)</td>
<td>CNN, ST</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg S</td>
<td>Deep features of 2D time–frequency matrix</td>
</tr>
<tr>
<td>[21] (2023)</td>
<td>OFDT, PCA</td>
<td>Sw</td>
<td>OxT H</td>
<td>Sg 10 C</td>
<td>Power spectrum estimated by Welch’s method</td>
</tr>
<tr>
<td>[22] (2023)</td>
<td>CNN, HT</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg C S, R 14</td>
<td>Deep features of voltage amplitude envelope</td>
</tr>
<tr>
<td>[23] (2022)</td>
<td>Not applicable</td>
<td>Sw</td>
<td>OxT H</td>
<td>Sg S</td>
<td>Voltage, time, index, influence degree (severity)</td>
</tr>
<tr>
<td>[24] (2022)</td>
<td>Fast SVM</td>
<td>Sw</td>
<td>OxT H</td>
<td>Sg C S</td>
<td>The input is the amplitude of one cycle of the distorted wave</td>
</tr>
<tr>
<td>[25] (2022)</td>
<td>2D WT, CNN</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg S</td>
<td>Deep features of the colored image of the time–frequency plane</td>
</tr>
<tr>
<td>[26] (2022)</td>
<td>LSTM</td>
<td>ImT Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>The input is the raw sample with its PQ event type</td>
</tr>
<tr>
<td>[27] (2022)</td>
<td>DT, KNN, LR, RE, SVM</td>
<td>Sw</td>
<td>OxT H N</td>
<td>Sg 10 C S, R 14</td>
<td>28 features extracted from voltage and current waveforms 15</td>
</tr>
<tr>
<td>[28] (2022)</td>
<td>WT</td>
<td>Sw</td>
<td>OxT H</td>
<td>Sg S</td>
<td>Voltage, time, cross-correlation coefficients with mother wavelets</td>
</tr>
<tr>
<td>[29] (2022)</td>
<td>TQWT</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Statistical parameters, sub-band energy ratio, zero crossings, etc. 18</td>
</tr>
<tr>
<td>[30] (2022)</td>
<td>LSTM</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Voltage, fault type 19</td>
</tr>
<tr>
<td>[31] (2021)</td>
<td>CT</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Clarke components ellipse</td>
</tr>
<tr>
<td>[32] (2021)</td>
<td>FNN</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Binary image of PQ signal waveform and its saliency map</td>
</tr>
<tr>
<td>[33] (2021)</td>
<td>ABC-PSO, MRA, PNN, WT</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Energy, entropy, standard deviation, mean and other statistical parameters</td>
</tr>
<tr>
<td>[34] (2020)</td>
<td>EM, GA, SVM</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg 10 C S</td>
<td>34 features extracted from voltage and current waveforms 16</td>
</tr>
<tr>
<td>[35] (2020)</td>
<td>DT, ST</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S, R</td>
<td>Maximum amplitude versus both time and frequency, THD, etc.</td>
</tr>
<tr>
<td>[36] (2020)</td>
<td>MLP, SVM</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg 21 C S</td>
<td>Higher-order statistics (moments and cumulants), cause</td>
</tr>
<tr>
<td>[37] (2020)</td>
<td>CSO, DT, GA, KNN, ST, SVM</td>
<td>Sw</td>
<td>OxT H Int N</td>
<td>Sg C S</td>
<td>Statistical parameters, disturbance energy ratio</td>
</tr>
</tbody>
</table>
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Table 1. Cont.

<table>
<thead>
<tr>
<th>Reference 1</th>
<th>Algorithm 2</th>
<th>Task 3</th>
<th>Target Group 4</th>
<th>Data 5</th>
<th>Parameters, Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>[38] (2019)</td>
<td>ELM, WT</td>
<td>C</td>
<td>Sw</td>
<td>Sp F</td>
<td>Statistical parameters, wavelet coefficients</td>
</tr>
<tr>
<td>[39] (2019)</td>
<td>ST</td>
<td>F</td>
<td></td>
<td>Sg 22</td>
<td>First and second duration times, recovery time and magnitude, THD 23</td>
</tr>
</tbody>
</table>

1 Year of publishing online (acceptance) is given in the brackets, which does not necessarily coincide with a year of scientific journal. 2 In this column, more generic names are given, which not always reflect developed (proposed) modifications by various authors. Moreover, they are not classified by purpose (e.g., for feature extraction, feature optimization, classification, etc.). 3 Type of the task: A—impact assessment, C—classification, F—feature extraction (characterization, also may be detection), L—localization, S—cybersecurity. 4 PQ events: ImT—impulsive transient, Sp—spike, Osh—oscillatory transient, Int—interruption, Sg—sag, Sw—swell, F—flicker, H—harmonics, N—notching, C—combination of multiple events. 5 Data acquisition method: S—synthetic, R—real. 6 Many not widely known challenges (issues) are present during the analysis of frequency domain. Some of them are discussed (mentioned) in both this and Section 4.3.1. 7 The defense of the classifier from an adversarial attack is investigated. 8 Deep features are complex patterns extracted from the intermediate layers of CNN. 9 The distance (location) is expressed in numbers. 10 All four types of short circuit are encompassed. 11 The original data set had been obtained by simulation, and then, it was synthetically enlarged with VAE. 12 Despite the fact that a spike is not included in the PQ legislation, authors sometimes prefer to distinguish it from impulsive transient. 13 Called as fluctuation. 14 Real data were generated by the programmable AC power source. 15 Generalized Morse, analytic Gabor and bump wavelets are investigated. 16 Papers [27,34] are kindred, including the features used by them. These features are obtained from many earlier papers and are based on various manipulations with different electrical parameters such as current, apparent power, reactive power, power factor, etc. 17 TQWT is parameterized by Q, r and f. 18 In this table, statistical parameters stand for well-known characteristics such as the mean, standard deviation, range, skewness, excess kurtosis, etc., including any manipulation (operation) with them. 19 The following parameters are required for voltage sag generation with the synthetic signal generator: signal duration, fault start time, fault duration, nominal RMS, signal frequency, sampling frequency, no-fault amplitude, phase angle offset, number of smoothing timepoints, fault severity, signal rotation, noise percentage, and the label (the type of the fault to be generated). 20 The ensemble utilizes discriminant, KNN and DT weak learners (three learners, nine methods). 21 Three causes are included: fault, motor inrush current, and transformer inrush current. 22 The eight types (causes) are included: line to line fault, self-extinguishing fault, induction motor starting, transformer energizing, multistage fault, line fault before induction motor starting, line fault with harmonics caused by a single-phase nonlinear load, and multistage fault with harmonics caused by a single-phase nonlinear load. 23 Several time parameters are required to characterize a duration of a multistage voltage sag (see Section 4.1).

Figure 1. (a) Proposed classification model of the tasks of PQ pollutant localization; (b) Proposed interconnection model between PQ classification and pollutant localization.

To continue, in most of the papers reviewed, the main data generation method is synthetic, which sometimes is supplemented with real measurements. In these papers, the creation of a synthetic database often is based on the mathematical models of PQ disturbances (parametric equations), which can be found in [40]: impulsive transient, spike,
oscillatory transient, interruption, sag, swell, flicker, harmonics, notching, interruption with harmonics, sag with harmonics, swell with harmonics, flicker with sag, and flicker with swell. This is the reason why a spike appears in the target groups (see Table 1) despite being not included in PQ legislation. It was noticed that many reviewed papers are kindred—the usage of the same PQ events models from [40] leads to a loss of uniqueness. This paper does not use these equations. Also, it remains unclear what influence the relevant aspects of Section 4.1, which is based on the PQ monitoring campaign in the Lithuanian DSO grid, have on AI performance.

It must be highlighted that many authors boast about the very high classification accuracy achieved by their algorithms: for example, under different noisy environments, the declared classification accuracy is 99.4–100% in [17], 93.3–100% in [20], etc. Nevertheless, neither these nor other PQ classifiers are currently used in practice. In our opinion, in anticipation of a great leap forward in the PQ field, authors should be more honest (transparent) and discuss the limitations of their methods and approaches (e.g., as seen in Section 4.1). The authors sometimes also highlight further development avenues: for example, [20] mentions light-weighted optimization required for deploying the algorithm in embedded systems and also online training of its PQ classification model. A great diversity of feature extraction approaches can also be noticed in Table 1, and all currently investigated techniques has a potential for wide usage in the future. Despite the remarkable contribution, this area presently is still open [2], not commercialized and not applied in practice. Various techniques are applied in the feature selection and optimization stage: for example, [19] uses a customized version of forward feature selection (an iterative method starting with no features), and [33] uses adaptive ABC-PSO for optimal feature selection. The frequency domain is often studied as well—authors must pay attention (and sometimes do) to various encountered (and not always widely known) challenges such as Heisenberg uncertainty, window function and size, spectral leakage, spectral aliasing, etc. For example, [21] uses Welch’s method, which is beneficial for the noise reduction injected by the windowing of the overlapping segments of the power density spectrum. Furthermore, PQ signals can be analyzed either with or without the fundamental grid frequency component included [12]; however, despite the fact that some graphs are filtered in IEEE Std 1159-2019, other examples of such filtering were not found in the PQ literature.

The main method of analysis of this paper uses the voltage–duration plane: we will use the conventional approach and demonstrate that there are many unsolved questions. The main aim is to investigate the capabilities of both SVM and KNN to assess both transients and short-duration RMS variations, including both with the fundamental frequency component and filtered. Task No. 1 is to investigate the capabilities of the IIR shelving filter for 50 Hz and its harmonics filtering, task No. 2 is to investigate single-voltage classification in the voltage–duration plane, and task No. 3 is to investigate three-dimensional voltage classification. It goes without saying that the limitations of the research must also be discussed, and proposed ideas will be original and distinctive from the existing PQ literature as well as based on the PQ monitoring campaign in the Lithuanian DSO grid. But for now, let us begin from the first—input data—stage (Section 2.1).

2. Materials and Methods

2.1. Database

As has been mentioned in Section 1, each research on AI algorithms application should be started with a focus on the input data. The PQ data sources of this research are (1) the measurement campaigns in both the Lithuanian DSO grid and internal grids of industrial plants, (2) simulation with both MATLAB/Simulink and Siemens PSS/E software tool, and (3) literature analysis.

2.1.1. Commutation Transients

Voltage transients are classified into two categories—impulsive (non-oscillatory) and oscillatory. IEEE Std 1159-2019 divides each category further into three groups: (1) impul-
sive transients are classified by duration into nanosecond (less than 50 ns), microsecond (50 ns to 1 ms) and millisecond (longer than 1 ms); (2) oscillatory transients are classified by spectral content into low frequency (up to 5 kHz), medium frequency (5–500 kHz) and high frequency (0.5–5 MHz). Both categories of voltage transients are strongly interconnected because the electrical grid response to an impulsive transient can be oscillatory [12]. Meanwhile, EN 50160:2010 provides almost no information about voltage transients, and IEC 61000-4-30:2015 does not establish any measurement requirements. Moreover, measurement capabilities are limited not only due to the lack of the information but also due to technical issues related with measurement transducers (or, generally speaking, with measurement circuits)—for example, unknown magnitude and phase frequency response, or not having one voltage transformer installed in older substations (i.e., only two phase-to-ground voltages out of three are available to be measured). This is because the existing instrument transformers were designed only for fundamental frequency and electricity consumption metering—these issues have already been discussed in [2,9]. To continue, both sampling frequency and dynamic range aspects must also be considered. For example, approximately 200 MHz sampling is required to record 10 samples of 50 ns impulse, and 10 MHz sampling is required for a 5 MHz wave. The minimal requirement for sampling frequency, based on Equation (5), has been established in [2]. Dynamic range is the ratio between the largest and smallest values; thus, it becomes obvious that the equipment dedicated to atmospheric transients may be not suitable for commutation transients and vice versa. Transient occurrence probability at a single grid node is not sufficient for fast and unchallenging data gathering. Also, occurred transients can be mitigated. Considering the above, the most convenient way for data generation is simulation. Transients can be caused by various reasons; for example, instances of capacitor bank energization and ferroresonance are given in IEEE Std 1159-2019 (pp. 17–18). Among the others is transformer energization, power electronics devices, and short circuits (as it has been found in [2,9]), but let us begin with the most well-known—commutation and lightning.

The theory of commutation transients can be found in [41,42]. The connection of an RLC series circuit to a voltage source \( E(t) \) is described by the second-order nonhomogeneous differential equation:

\[
Ri + L \frac{di}{dt} + \frac{1}{C} \int i \, dt = E \iff L \frac{d^2i}{dt^2} + R \frac{di}{dt} + \frac{1}{C} i = \frac{dE}{dt},
\]  

where \( R \)—resistance; \( L \)—inductance; \( C \)—capacitance; \( i(t) \)—current; \( t \)—time.

The solution of this differential equation is the sum of two components—compulsory oscillation \( U_1 \) (the general solution of the homogenous differential equation) and exponentially decaying oscillation \( U_2 \) (the particular solution of the nonhomogeneous differential equation):

\[
U_1 = E_m \frac{\omega_f^2 - \omega^2}{\omega_f^2} \sin(\omega t + \phi),
\]

\[
U_2 = -\left( \sin^2 \phi + \left( \frac{\omega}{\omega_f} \cos \phi \right)^2 \right) \exp(-\delta t) \sin(\omega_f t + \phi_f),
\]

where \( E_m \)—grid voltage magnitude; \( \omega \)—angular frequency of compulsory oscillation; \( \omega_f \)—angular frequency of free oscillation; \( \phi \)—phase angle of the commutation; \( \phi_f \)—phase angle of free oscillation; \( \delta \)—exponential decay constant.

Exponential decay constant is determined by:

\[
\delta = \frac{R}{2L}.
\]
The angular frequency of free oscillation, which determines required sampling frequency, is determined by:

$$\omega_f = \frac{1}{\sqrt{LC}}. \tag{5}$$

### 2.1.2. Atmospheric Transients

The second type to be investigated is atmospheric transients. Various lightning models are proposed in the literature; for example, one of the most popular is the Heidler function:

$$I(t) = I_m \cdot \left( \frac{t}{\tau_1} \right)^n \cdot \exp\left( -\frac{t}{\tau_2} \right), \tag{6}$$

where $I_m$—current peak value; $k$—correction factor of current peak value; $n$—steepness factor (equal to 10 according to IEC 62305-1:2010 [43], but other values can also be found in the scientific literature); $\tau_1$—rise time constant; $\tau_2$—fall time constant [43–45].

Another example can be obtained from [46]:

$$I(t) = I_m (\exp(-C_1 t) - \exp(-C_2 t)), \tag{7}$$

where $I_m$—current peak value; $C_1$ and $C_2$—constants.

According to IEEE Std 998-2012 [47], the average peak current of the first negative return stroke is 15–20 kA. The positive strokes’ current is typically higher, and its preferred limit for lightning protection is 200 kA. In nature, a 200 kA stroke occurs rarely—approximately 1% of all cases [42,47]. The selection of both the model and its parameters depends on the purpose: for example, for lightning protection design, parameters are selected with a margin. The goal of this paper is to model the situation as realistically as possible. The following function for lightning impulse modeling is selected:

$$I(t) = \begin{cases} 0, & t \in (-\infty; T_0] \\ I_m \left( 1 - \exp\left( -\frac{t}{\tau_1} \right) \right), & t \in (T_0; T_1] \\ I_m \left( \exp\left( -\frac{t}{\tau_1} \right) - \exp\left( -\frac{t}{\tau_2} \right) \right), & t \in (T_1; +\infty) \end{cases} \tag{8}$$

where $I_m$—current peak value; $\tau_1$—rise time; $\tau_2$—fall time; $T_0$—moment of the beginning; $T_1$—moment of the peak.

When $I(t)$ is known, the electric charge of the stroke is determined by:

$$Q = \int_0^\infty I \, dt. \tag{9}$$

The following information about the interconnection between the lightning stroke current $I(t)$ and induced voltage is important for modeling adequacy estimation. A direct lightning strike may raise voltage up to 1000 kV, and several hundred kilovolts may be induced when the distance from the power line is greater than 5 km [42]. For better intuition, the following results, found in the literature, are given as an example:

- According to the calculations given in [42] (pp. 268–269), when the striking distance was 30 m, a 30 kA impulse induced an approximately 195 kV voltage peak, when 100 m—approximately 50 kV, and when 300 m—approximately 20 kV. The duration of these impulses is longer than 6 $\mu$s (see Section 4.1 for more details and discussion about the duration of transients). It was assumed that the height of the line (above ground) is 5 m (this assumption is not realistic), the steepness of the impulse is 20 kA/$\mu$s (see Equation (10)), the rise time of the impulse is 1.5 $\mu$s, and the speed of the return stroke is equal to 0.1 of the speed of light.
• In [45], when the striking distance was 1.16 m, 10 kA impulse induced 50 kV voltage, but the predicted result from theoretical simulation was 28 kV. The length of the single-phase overhead power line is 200 m, and the height is 10 m. The durations of induced impulses are up to 10–20 µs.

• In [46], when the striking distance was 50 m, the 12 kA impulse induced 52–80 kV voltages at various points of the single-phase overhead power line whose length is 1 km and height is 10 m. The duration of the induced impulse is up to 10 µs.

It is noteworthy that the induced overvoltage depends on lightning impulse steepness, which is defined as:

\[ \alpha = \frac{dI}{dt}. \]  
(10)

This is due to Faraday’s law of induction:

\[ \nabla \times E = -\frac{\partial B}{\partial t} \iff \int_C E \cdot dl = -\int_S \frac{\partial}{\partial t} B \cdot dS, \]  
(11)

where \( E(r, t) \)—electric field (generally, a function of position \( r \) and time \( t \)); \( B(r, t) \)—magnetic field; \( dl \)—infinitesimal vector element of the contour; \( dS \)—infinitesimal vector element of the surface; \( \nabla \)—del operator.

2.1.3. Short-Duration RMS Variations: PQ Monitoring Campaign

IEEE Std 1159-2019 classifies RMS variations by time into two categories—short duration (shorter than 1 min) and long duration (longer than 1 min). EN 50160:2010 limits the duration up to 1 min in all recommended tables for voltage sags and swells classification. The duration of short-duration RMS events highly depends on the settings of relay protection and automation. In our opinion, RMS variations which last longer than 1 min can be excluded from the target group of this paper. The data were obtained from the measurement campaigns and theoretical simulations. Since the theoretical research of short circuits is described in detail in [9] (with the intention to be used as a database), let us continue with the PQ monitoring campaign in the Lithuanian DSO grid. The main focus of the campaign was on voltage sags; however, we have discovered that accurate calculation of the total number of events is a complicated task. Honestly, since data gathering and processing have been mainly manual to date, a tribute must be paid to those authors who at least roughly succeeded in the implementation of this (e.g., see the practical researches listed in [2]). On the other hand, in our opinion, such statistics are not important for this research, but we will present a few episodes. An absolute majority of the recorded sags were caused by grid faults; however, since the main focus was on the power supply of industrial plants, there is a small probability that at least few of them were caused by electric motor starting. The latest voltage sag in possession was recorded at the 0.4 kV point of common coupling of medical equipment manufacturer (in Kaunas municipality): the three-phase phase-to-ground voltage dropped from 230–240 V to 170–222 V (the sag’s duration was 0.34 s).

In Figure 2, the statistics of the 35/10 kV substation (in Širvintos municipality) are given when a PQ analyzer was installed on the 10 kV side from January to April 2019. In the first three charts, voltage arrays are analyzed separately, i.e., the multiphase aggregation which is required in EN 50160:2010 is not applied. Such an approach will often be preferred in this work (see Section 4.1 for the argumentation). It can be noticed that the data are distributed randomly and do not follow any distribution. A trend appearance may be expected with an increase in observation period (according to the law of large numbers); however, 2–3 years may not be enough for that: the minimum monitoring period for voltage sags, swells and interruptions, recommended by IEC 61000-4-30:2015, is 1 year. Also, it should be noted that 50% and deeper sags have not occurred, which means the absence of critical situations. The shortest recorded sag duration is 0.010 s (Figure 2c), which matches the smallest possible time window defined by IEC 61000-4-30. After the multiphase aggregation, the minimal duration becomes 0.012 s (Figure 2d). The bin width
of the voltage histogram is 300 V (Figure 2b), and the bin width of time histograms is 0.100 s (Figure 2c,d). The sample size of phase-to-phase voltage AB (i.e., voltage between phase A and phase B) is 11, BC—17, CA—11 (i.e., a total of 39); the means of durations—0.33 s, 0.25 s, and 0.17 s; the medians of durations—0.13 s, 0.18 s, and 0.16 s; the means of residual voltages—7383 V, 7571 V, and 7956 V; the medians of residual voltage—7789 V, 8011 V, and 7136 V (respectively).
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**Figure 2.** Voltage sags statistics of the 35/10 kV substation (located in Širvintos municipality): measurements were taken on the 10 kV side from January to April 2019. (a) Phase-to-phase residual voltage—duration plane; (b) Histogram of phase-to-phase residual voltage; (c) Histogram of duration; (d) Histogram of duration after the multiphase aggregation according to EN 50160:2010.

To continue, phase-to-ground voltage measurements in the 35 kV line (located in Rokiškis municipality) taken from 1 February 2020 to 13 February 2020 are given in Figure 3, and those taken from 15 August 2020 to 14 September 2020 are given in Figure 4. As in the previous case, there have been no sags deeper than 50%. In spite of EN 50160:2010 requirement to assess phase-to-phase voltage, phase-to-ground voltage arrays are more informative due to at least a single-phase fault identification possibility. Also, in Figure 4, the scattering of voltage phasors is given: phase unbalance can be caused by an asymmetrical fault (see [9] for examples). It is noteworthy that not every software is able to display the voltage of entire measurement period in one window (as shown in the figures); however, such a functionality is not essential for this research.
Phase-to-ground voltage in the 35 kV line (located in Rokiškis municipality): measurements from 1 February 2020 to 13 February 2020.

Phase-to-ground voltage and its phasors scattering in the 35 kV line (located in Rokiškis municipality): measurements were taken from 15 August 2020 to 14 September 2020.

Phase-to-ground voltage measurements in the 10 kV line (located in Rokiškis municipality) taken from 15 August 2020 to 15 September 2020 are given in Figure 5. Only two (of three) arrays are available due to the absence of one phase-to-ground voltage transformer. In the case of asymmetrical faults, the PQ analyzer assumes that the mode is symmetrical; thus, the estimation of the unknown voltages will be incorrect (inaccurate).
2.1.4. Voltage Sags Caused by Electric Motor Starting

Another cause of voltage sag, which we would like to include, is the electric motor starting. At first glance, it seems that the data can be obtained from both practical experiments and simulations. However, the prerequisites of such an experimental work are not only the special set-up but also many different motors are required to be in possession. The simulation of an electric motor behavior requires impedance data of equivalent circuit as well as some other parameters such as rotational speed and mechanical inertia (e.g., see [48,49] for the case of a squirrel-cage induction motor). In this context, similarly to the opposite case—effect of symmetrical voltage sags on electric motors—is investigated. The following results can be given as an example:

- One figure is given in IEEE Std 1159-2019 (p. 22): the minimal residual voltage is 0.8 p.u., and the voltage sag duration is approximately 2 s. The motor type is not specified, but it is mentioned that a motor is large.
- In [14] that investigates an induction motor fed by a current controlled pulse width modulation inverter, the minimal residual voltage and duration of the simulated voltage sag is 0.88 p.u. and 0.8 s.
- In [49] (investigates an induction squirrel-cage motor), the minimal residual voltage and duration of voltage sags are as follows: (1) 0.35 p.u. and 307 ms (simulated) or 327 ms (measured) with the capacitor bank switching; (2) 0.25 p.u. and 710 ms without the capacitor bank switching. The simulation results coincide with the experimental results. It should be noticed that the applied AC motor starting method (as well as others, for example, reactor starting, autotransformer starting, Y-Δ transform, etc.) limits both inrush current and voltage sag.
- In [50] that investigates water pumps driven by the induction motors, the minimal residual voltage and duration of both simulated voltage sags are 0.85–0.87 p.u. and 0.05 s.

Please note that the given results reflect the influence of only one electric motor. In the case of a three-phase electric motor, the voltage sag is symmetrical.

To continue, in our previous work [9], similarly but not analogously to [48], the opposite case—effect of symmetrical voltage sags on electric motors—is investigated. The
intermediate chain between both cases is the sags caused by a motor self-starting (see Figure 6). The higher generation of an electric motor is during a grid fault, the higher and longer-lasting is the residual voltage, and the higher is the probability of self-starting (which again reduces the voltage, thereby lowering the probability of own success) [51]. In practice, industrial companies can prioritize the self-starting of their motors; however, due to limited time, the prioritization cannot solve all problems and fully prevent the stoppages. Despite electrical machine engineering being a mature scientific field, there is still a lack of information on the topic, in particular through a prism of PQ.

**Figure 6.** Proposed interconnection model of voltage sags causes from the perspective of electric motors.

### 2.2. Shelving Filter

As has been mentioned previously, both impulsive and oscillatory transients can be analyzed (measured) with or without the fundamental frequency component included [12]. Inspired by [52], the application of an infinite impulse response (IIR) shelving filter, obtained from [53], will be investigated for 50 Hz component removal from a PQ signal. The block diagram of the filter is given in Figure 7. It is noteworthy that any application of this filter for a PQ signal has not been found in the literature.

![Block diagram of the shelving filter](image)

**Figure 7.** The block diagram of the shelving filter.

In Figure 7, it can be noticed that the implementation of the filter requires three operations of summation and three operations of multiplication. The filter has three coefficients $k_1$, $k_2$ and $k_3$, and its difference equation is:

$$y[n] = k_1 x[n] - k_2 x[n - N] + k_3 y[n - N],$$

where $x[n]$—input; $y[n]$—output; $n$—sample number; $N$—delay.

The transfer function of the filter is:

$$H(z) = \frac{Y(z)}{X(z)} = \frac{k_1 - k_2 z^{-N}}{1 - k_3 z^{-N}},$$

where $X(z)$—Z-transform of $x[n]$; $Y(z)$—Z-transform of $y[n]$.
It is noteworthy that the Z-transform of a discrete-time signal $x[n]$ is defined as follows:

$$X(z) = Z\{x[n]\} = \sum_{-\infty}^{\infty} x[n]z^{-n},$$  \hspace{1cm} (14)

where $n$ is an integer, and $z$ is, in general, a complex number which may be written in polar form:

$$z = re^{j\phi} = r(\cos \phi + j \sin \phi),$$  \hspace{1cm} (15)

where $r$—magnitude; $\phi$—complex argument; $j$—imaginary unit.

Coefficients $k_1$, $k_2$ and $k_3$ are calculated as follows:

$$k_1 = \frac{K_0 + K\beta}{1 + \beta},$$  \hspace{1cm} (16)

$$k_2 = \frac{K_0 - K\beta}{1 + \beta},$$  \hspace{1cm} (17)

$$k_3 = \frac{1 - \beta}{1 + \beta},$$  \hspace{1cm} (18)

Parameter $\beta$ is calculated by:

$$\beta = \frac{K_r^2 - K_0^2}{K^2 + K_r^2} \tan\left(\frac{\pi \cdot N \cdot \Delta f}{2f_s}\right),$$  \hspace{1cm} (19)

where $K_0$—gain of passband; $K$—attenuation of stopband; $N$—number of cuts; $\Delta f$—stopband width at $K_r$ level, Hz; $f_s$—sampling frequency, Hz.

The number of cuts $N$ is determined as follows:

$$N = \frac{f_s}{f_0},$$  \hspace{1cm} (20)

where $f_0$—frequency to be filtered and its harmonics, Hz.

Parameters $K$ and $K_r$ are calculated by:

$$K = K_0 \cdot 10^{-\frac{A}{20}},$$  \hspace{1cm} (21)

$$K_r = K_0 \cdot 10^{-\frac{L}{20}},$$  \hspace{1cm} (22)

where $A$—attenuation, dB; $L$—level of the cutoff frequency, dB.

2.3. Fundamental Theory of SVM

SVM is a supervised learning algorithm used for classification and regression as well as outlier detection. A large amount of information about it can be found in various literature, for example, in [7,54–56]. SVM by its origin is a binary classification algorithm, but it can be extended to any multiclass case by combining the binary classifiers using either the one-versus-one or one-versus-rest approach.

Consider the training sample:

$$T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\},$$  \hspace{1cm} (23)

where $x_i$—multi-dimensional real vector; $y_i$—class label of $x_i$. The goal of SVM is to construct a decision boundary separating the feature vectors $x_i$ into two groups whose labels are either $y_i = 1$ or $y_i = -1$ in the way that ensures that the total distance between the decision boundary and the nearest points from both groups is maximized. In linear cases, the equation of a decision surface in the form of a hyperplane is as follows:

$$w^Tx + b = 0,$$  \hspace{1cm} (24)
where \( w \)—adjustable (and not necessarily normalized) normal vector to the hyperplane (also called the weight vector); \( x \)—input vector; \( b \)—bias. The parameter \( \frac{b}{||w||} \) determines the offset of the hyperplane from its initial position along the vector \( w \). Therefore, the Euclidian norm \( ||w|| \) needs to be minimized in order to maximize the margin of separation. In the case of a hard margin, the principle of SVM linear separation takes the following form:

\[
\begin{align*}
   w^T x_i + b & \geq 1, \quad \text{if } y_i = 1 \\
   w^T x_i + b & \leq -1, \quad \text{if } y_i = -1
\end{align*}
\]

∀\( i \in \{1, 2, \ldots, n\} \). (25)

In case of overlapping data, when a line cannot separate groups without any mistake, SVM classification is extended by establishing the soft margin concept. It allows misclassification to happen, thereby violating the condition of Equation (25) and raising the need to minimize classification error \( \xi_i \). Thus, Equation (25) becomes:

\[
y_i (w^T x_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad \forall i \in \{1, 2, \ldots, n\},
\]

(26)

where \( \xi_i \)—slack variable, which is a measure of the deviation from the ideal points separation. If \( \xi_i > 1 \), the point falls on the wrong side of the margin. The goal of optimization is based on the hinge loss, which is a loss function used in training classifiers (in particular SVM). Let us skip the intermediate steps with the hinge loss (since they are beyond the scope of this paper) and give the final formulation of the optimization problem:

\[
\min \left( \frac{1}{2} ||w||^2 + C \sum_{i=1}^{N} \xi_i \right),
\]

(27)

where \( C \)—regularization parameter. The parameter \( C \) controls the width of the gap (margin size) in exchange of misclassification, and it has to be set by the user. Larger values of \( C \) correspond to the harder margin.

Nonlinear classification can also be efficiently performed with SVM. Two nonlinear kernels are used in this paper. The radial basis function (RBF) kernel is defined as follows:

\[
k(x_j, x_k) = \exp \left( - \frac{||x_j - x_k||^2}{2\sigma^2} \right),
\]

(28)

where \( ||x_j - x_k||^2 \)—squared Euclidian distance between the two feature vectors; \( \sigma \)—width, which is often expressed as:

\[
\gamma = \frac{1}{2\sigma^2}.
\]

(29)

The polynomial kernel function takes the following form:

\[
k(x_j, x_k) = (x_j^T x_k + c)^p,
\]

(30)

where \( c \)—non-negative free parameter; \( p \)—degree of the polynomial.

It is noteworthy that \( k(x_j, x_k) = k(x_j, x_k) \) (for both kernels explored), and the maximum value is reached when \( x_j = x_k \) (but there is no such need of its existence) [54].

2.4. Fundamental Theory of KNN

KNN is a supervised learning algorithm which is also used for classification and regression. The main principle of label assignment is based on majority rule involving a selected number \( k \) of nearest neighbors. This number is selected freely (but reasonably) by a user. Also, in a binary classification, it would be wise to choose an odd number since it allows avoiding tied votes [7]. Various methods can be used to estimate the distance (e.g., Chebyshev distance), but the already mentioned Euclidian distance, which is a special
In the case of Minkowski distance, will be preferred in this paper. In n-dimensional space, the formula of Euclidian distance is:

$$d(p, q) = \|p - q\| = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \ldots + (p_n - q_n)^2}, \quad (31)$$

where $p_i$ and $q_i$ are Cartesian coordinates of points $p$ and $q$ respectively.

One majority voting disadvantage occurs when the class distribution is skewed. This can be solved by the distance weighting. In this paper, the weights are inversely proportional to the distance, i.e., $1/d$. Therefore, closer points became more important than more distant ones. Also, it is noteworthy that KNN does not work well in high-dimensional spaces; this problem is called the curse of dimensionality, which is a phenomenon where feature space becomes increasingly sparse [7]. Intuitively, it can be understood that even the closest points can indeed be too distant in a high-dimensional space.

2.5. Additional Methods
2.5.1. Geometric Analysis

In Section 3.2.2, data dispersion areas and their boundaries in the feature space are analyzed geometrically. For this purpose, in this section, a relevant theoretical background is given for both spaces $\mathbb{R}^2$ and $\mathbb{R}^3$.

When a line passes different points $(x_1, y_1, z_1)$ and $(x_2, y_2, z_2)$, the canonical equation of this line is as follows:

$$\frac{x - x_1}{x_2 - x_1} = \frac{y - y_1}{y_2 - y_1} = \frac{z - z_1}{z_2 - z_1}. \quad (32)$$

The general equation of a plane is:

$$ax + by + cz + d = 0, \quad (33)$$

where $a$, $b$ and $c$ are the components of the normal vector $n = \{a, b, c\}$ which is perpendicular to the plane.

The coplanarity condition of points $(x_1, y_1)$ and $(x_2, y_2)$ is given by:

$$\begin{vmatrix} x & y & 1 \\ x_1 & y_1 & 1 \\ x_2 & y_2 & 1 \end{vmatrix} = 0. \quad (34)$$

The canonical equation of an ellipsoid is:

$$\frac{(x - x_0)^2}{a^2} + \frac{(y - y_0)^2}{b^2} + \frac{(z - z_0)^2}{c^2} = 1, \quad (35)$$

where $(x_0, y_0, z_0)$—center coordinates; $a$, $b$ and $c$—the lengths of the semi-axes. In a two-dimensional case, when $z = 0$, then Equation (35) represents an ellipse.

An elliptic paraboloid is represented by the following equation:

$$z = \frac{(x - x_0)^2}{a^2} + \frac{(y - y_0)^2}{b^2} + z_0, \quad (36)$$

where $(x_0, y_0, z_0)$—center coordinates; $a$ and $b$—constants.

The equation of a parabola, whose vertex coordinates are $(x_0, c)$, is given by a univariate quadratic function:

$$a(x - x_0)^2 + b(x - x_0) + c = 0. \quad (37)$$

Rotation in two-dimensional Euclidian space is performed with the rotation matrix:

$$R = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}, \quad (38)$$
where $\theta$—rotation angle about the origin of a two-dimensional Cartesian coordinate system. The positive angle corresponds to a counterclockwise rotation, and negative corresponds to a clockwise rotation. In the case of three-dimensional Euclidian space, the rotation matrix takes the following form:

$$
R = \begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \gamma & -\sin \gamma \\
0 & \sin \gamma & \cos \gamma
\end{bmatrix},
$$

(39)

where $\alpha$, $\beta$ and $\gamma$ are Euler angles about the abscissa, ordinate and applicate, respectively.

2.5.2. Clarke Transformation

In Section 3.2.2, the idea to transform three-dimensional space into two-dimensional is raised. For this task, we will attempt to apply the alpha–beta ($\alpha\beta\gamma$) transformation, also known as Clarke transformation, which transforms the time domain components of a three-phase system to two components in an orthogonal stationary frame $[57,58]$. For a three-phase voltage signal, the mathematical expression of power invariant Clarke transformation takes the following form:

$$
\begin{bmatrix}
u_a(t) \\
u_b(t) \\
u_c(t)
\end{bmatrix} = \frac{2}{\sqrt{3}}
\begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2}
0 & \frac{\sqrt{3}}{2} & -\frac{1}{2}
\frac{1}{2} & \frac{\sqrt{3}}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
u_a(t) \\
u_b(t) \\
u_c(t)
\end{bmatrix},
$$

(40)

where $[u_a(t) \ u_b(t) \ u_c(t)]^T$—three-phase voltage $u_{abc}(t)$; $[u_a(t) \ u_b(t) \ u_c(t)]^T$—corresponding voltage in the $\alpha\beta\gamma$ reference plane after the transformation. If the input is symmetrical:

$$
\begin{bmatrix}
u_a(t) \\
u_b(t) \\
u_c(t)
\end{bmatrix} = \begin{bmatrix}
\sqrt{2}U \cos \theta(t) \\
\sqrt{2}U \cos(\theta(t) - \frac{2}{3}\pi) \\
\sqrt{2}U \cos(\theta(t) + \frac{2}{3}\pi)
\end{bmatrix},
$$

(41)

then the output of the transformation is as follows:

$$
\begin{bmatrix}
u_a(t) \\
u_b(t) \\
u_c(t)
\end{bmatrix} = \begin{bmatrix}
\sqrt{3}U \cos \theta(t) \\
\sqrt{3}U \sin \theta(t) \\
0
\end{bmatrix},
$$

(42)

where $U$—rms voltage; and $\theta(t)$—generic time-varying angle (can also be set to $\omega t$). Therefore, in the case of a balanced signal, the third component is equal to zero. This is the main reason of our choice, which makes it potentially promising. However, in the case of asymmetry, the third component is not equal to zero (see Section 3.2.2 and Appendix A for more information about results interpretation and decisions made).

We also noticed that the result of the power invariant Clarke transformation (Equation (40)) is similar to a power invariant direct-quadrature-zero (DQZ) transformation when the $\alpha$-axis is aligned to the $d$-axis and the angle $\theta$ is equal to zero:

$$
\begin{bmatrix}
u_d(t) \\
u_q(t) \\
0
\end{bmatrix} = \sqrt{\frac{2}{3}}
\begin{bmatrix}
\cos \theta & \cos(\theta - \frac{2}{3}\pi) & \cos(\theta + \frac{2}{3}\pi) \\
-\sin \theta & -\sin(\theta - \frac{2}{3}\pi) & -\sin(\theta + \frac{2}{3}\pi) \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{bmatrix}
\begin{bmatrix}
u_a(t) \\
u_b(t) \\
u_c(t)
\end{bmatrix},
$$

(43)

where $\theta$—angle between the $\alpha$-axis and $d$-axis (equal to zero); $[u_a(t) \ u_b(t) \ u_c(t)]^T$—three-phase voltage $u_{abc}(t)$; $[u_d(t) \ u_q(t) \ 0]^T$—corresponding voltage in DQZ reference plane after the transformation. This transformation is the product of Clarke transformation and Park transformation. The latter converts the components of the orthogonal stationary $\alpha\beta\gamma$ frame to an orthogonal rotating DQZ reference frame $[57,58]$. The rotation angular
velocity of both the d-axis and q-axis is equal to $\omega$, and the angle $\theta$ is equal to $\omega t$: in this particular case, when $\theta$ is equal to zero, then $\omega$ is also zero.

3. Results
3.1. Shelving Filter

Let us begin with the examination of a filter transient response to a 50 Hz signal of 10 kV phase-to-ground voltage. When the stopband width $\Delta f$ is set to 1 Hz, the filter’s transient process lasts a relatively long time—longer than 0.5 s (Figure 8a), which may result in a high risk to conceal an overall majority of PQ events. Therefore, in an iterative way, it has been figured out that the shortest process is observed when $\Delta f$ is equal to 25 Hz (Figure 8b). An analogous tendency is also observed in the filter impulse response (Figure 9).

![Figure 8](image-url)  
**Figure 8.** (a) Transient response to 50 Hz signal (phase-to-ground voltage of 10 kV grid) when $\Delta f$ is equal to 1 Hz; (b) Transient response to 50 Hz signal (phase-to-ground voltage of 10 kV grid) when $\Delta f$ is equal to 25 Hz.

![Figure 9](image-url)  
**Figure 9.** (a) Impulse response when $\Delta f$ is equal to 1 Hz; (b) Impulse response when $\Delta f$ is equal to 25 Hz.

In the pole–zero plot (Figure 10), a stopband width $\Delta f$ corresponds with the distance between the pole and zero across the respective radius of the unit circle. The system remains stable in both cases (i.e., impulse response approaches zero), because all poles are inside the unit circle. Since all zeros are on the boundary of the unit circle, maximal attenuation is achieved.
Figure 10. (a) The pole–zero plot when Δf is equal to 1 Hz; (b) The pole–zero plot when Δf is equal to 25 Hz.

In Figure 11, both types of voltage transients, described in Sections 2.1.1 and 2.1.2, and their filtering results are given. The first is a commutation transient caused by a 10 kV line switching on (Figure 11a), which is described by Equations (1)–(5). The second is an atmospheric transient which propagated from a 110 kV grid to a 10 kV grid (Figure 11b). This oscillation is the result of the grid response to the lightning impulse, modeled by Equation (8), when the current peak value \( I_m \) is 205 kA, rise time \( t_1 \) is 21 \( \mu s \), and fall time \( t_2 \) is 300 \( \mu s \). The occurrence frequency of such an impulse is lower than 0.01. Its electric charge is 87 C, which is lower than (but close to) the 100 C used in IEC 62305-1:2010 for the highest lightning protection level from the first positive impulse. The filtering results of the transients in phase A (red curve) are given in Figure 11c–f. When Δf is 1 Hz, in the case of the commutation transient, it is clearly seen (examining both magnitude and time) that the true signal is hidden beyond the heavy transient response (Figure 11c), but in the case of the atmospheric transient—the difference between true and output signals is not visually clear (Figure 11d). On the other hand, when Δf is 25 Hz and the transient response is the lightest (shortest), the signal distortions are clearly seen in Figure 11e,f, which cannot be recognized as a desirable result.

Figure 11. Cont.
A signal’s distortion can be evaluated from the magnitude and phase frequency response of the digital filter (Figure 12): the magnitude and phase of signal frequency components are less distorted when $\Delta f$ is equal to 1 Hz (especially phase); however, as it has been shown in Figure 8, its transient response is heavier than in the case when $\Delta f$ is equal to 25 Hz.

In the case of RMS variations, the filter is not useful because the frequency of voltage sag/swell is 50 Hz. The example of a single-phase fault is given in Figure 13. Considering the above, it is decided to continue the research with the fundamental component included.

3.2. Classification
3.2.1. Single-Voltage Classification

The investigation is started with single-voltage array analysis, which is part of a three-phase system. In this case, the feature vector has the following form:

$$ x_i = \left[ U_i \ T_i \right]^T, \quad (44) $$
where $U$—voltage (either phase-to-phase or phase-to-ground), p.u.; $t$—duration, ms. In Table 2, the features are given exactly in this form. Four PQ event groups are labeled (atmospheric transient, commutation transient, single-phase short circuit, and electric motor starting), and the fifth group is for uncategorized events without any label assigned (gray zone). The results of both SVM and KNN, obtained in Python, are given in Figures 14–20. The characteristic points are marked with the outline.

**Figure 12.** (a) Frequency response when $\Delta f$ is equal to 1 Hz; (b) Frequency response when $\Delta f$ is equal to 25 Hz.

**Figure 13.** (a) Phase-to-ground voltage of a single-phase short circuit in a 10 kV line; (b) Filter output of phase A (red curve) when $\Delta f$ is equal to 25 Hz.
Table 2. Characteristic data points of the training set.

<table>
<thead>
<tr>
<th>Group</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8 p.u.</td>
</tr>
<tr>
<td></td>
<td>5 p.u.</td>
</tr>
<tr>
<td></td>
<td>4 p.u.</td>
</tr>
<tr>
<td></td>
<td>4 p.u.</td>
</tr>
<tr>
<td></td>
<td>5 p.u.</td>
</tr>
<tr>
<td></td>
<td>5 p.u.</td>
</tr>
<tr>
<td></td>
<td>3 p.u.</td>
</tr>
<tr>
<td></td>
<td>3 p.u.</td>
</tr>
<tr>
<td></td>
<td>3 p.u.</td>
</tr>
<tr>
<td>Atmospheric transient</td>
<td>0.02 ms</td>
</tr>
<tr>
<td></td>
<td>0.02 ms</td>
</tr>
<tr>
<td></td>
<td>50 ms</td>
</tr>
<tr>
<td></td>
<td>0.3 ms</td>
</tr>
<tr>
<td></td>
<td>0.005 ms</td>
</tr>
<tr>
<td></td>
<td>55 ms</td>
</tr>
<tr>
<td></td>
<td>55 ms</td>
</tr>
<tr>
<td></td>
<td>0.01 ms</td>
</tr>
<tr>
<td>Commutation transient</td>
<td>2 p.u.</td>
</tr>
<tr>
<td></td>
<td>2 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.88 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.5 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.3 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.29 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.25 p.u.</td>
</tr>
<tr>
<td></td>
<td>1.05 p.u.</td>
</tr>
<tr>
<td></td>
<td>1 p.u.</td>
</tr>
<tr>
<td></td>
<td>31 ms</td>
</tr>
<tr>
<td></td>
<td>20 ms</td>
</tr>
<tr>
<td></td>
<td>30 ms</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>25 ms</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>33 ms</td>
</tr>
<tr>
<td></td>
<td>30 ms</td>
</tr>
<tr>
<td></td>
<td>55 s</td>
</tr>
<tr>
<td></td>
<td>1.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>19 s</td>
</tr>
<tr>
<td></td>
<td>60 s</td>
</tr>
<tr>
<td></td>
<td>56 s</td>
</tr>
<tr>
<td></td>
<td>16 s</td>
</tr>
<tr>
<td></td>
<td>46 s</td>
</tr>
<tr>
<td></td>
<td>1000 ms</td>
</tr>
<tr>
<td></td>
<td>27 s</td>
</tr>
<tr>
<td></td>
<td>60 s</td>
</tr>
<tr>
<td></td>
<td>35 s</td>
</tr>
<tr>
<td>Electric motor starting</td>
<td>0.88 p.u.</td>
</tr>
<tr>
<td></td>
<td>800 ms</td>
</tr>
<tr>
<td></td>
<td>0.87 p.u.</td>
</tr>
<tr>
<td></td>
<td>50 ms</td>
</tr>
<tr>
<td></td>
<td>0.85 p.u.</td>
</tr>
<tr>
<td></td>
<td>50 ms</td>
</tr>
<tr>
<td></td>
<td>0.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>2000 ms</td>
</tr>
<tr>
<td></td>
<td>0.35 p.u.</td>
</tr>
<tr>
<td></td>
<td>327 ms</td>
</tr>
<tr>
<td></td>
<td>307 ms</td>
</tr>
<tr>
<td></td>
<td>0.25 p.u.</td>
</tr>
<tr>
<td></td>
<td>710 ms</td>
</tr>
<tr>
<td>Not categorized</td>
<td>2 p.u.</td>
</tr>
<tr>
<td></td>
<td>1000 ms</td>
</tr>
<tr>
<td></td>
<td>1.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>1600 ms</td>
</tr>
<tr>
<td></td>
<td>1.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>600 ms</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>1.78 p.u.</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>1780 ms</td>
</tr>
<tr>
<td></td>
<td>1.4 p.u.</td>
</tr>
<tr>
<td></td>
<td>3000 ms</td>
</tr>
<tr>
<td></td>
<td>1.4 p.u.</td>
</tr>
<tr>
<td></td>
<td>600 ms</td>
</tr>
<tr>
<td></td>
<td>1.3 p.u.</td>
</tr>
<tr>
<td></td>
<td>60 s</td>
</tr>
<tr>
<td></td>
<td>1.2 p.u.</td>
</tr>
<tr>
<td></td>
<td>1200 ms</td>
</tr>
<tr>
<td></td>
<td>1.2 p.u.</td>
</tr>
<tr>
<td></td>
<td>1200 ms</td>
</tr>
<tr>
<td></td>
<td>1.2 p.u.</td>
</tr>
<tr>
<td></td>
<td>3000 ms</td>
</tr>
<tr>
<td></td>
<td>1.2 p.u.</td>
</tr>
<tr>
<td></td>
<td>2800 ms</td>
</tr>
<tr>
<td></td>
<td>0.88 p.u.</td>
</tr>
<tr>
<td></td>
<td>2000 ms</td>
</tr>
<tr>
<td></td>
<td>1.1 p.u.</td>
</tr>
<tr>
<td></td>
<td>60 s</td>
</tr>
<tr>
<td></td>
<td>3000 ms</td>
</tr>
<tr>
<td></td>
<td>1.1 p.u.</td>
</tr>
<tr>
<td></td>
<td>1800 ms</td>
</tr>
<tr>
<td></td>
<td>1.1 p.u.</td>
</tr>
<tr>
<td></td>
<td>600 ms</td>
</tr>
<tr>
<td></td>
<td>1.1 p.u.</td>
</tr>
<tr>
<td></td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>1000 ms</td>
</tr>
<tr>
<td></td>
<td>1.3 p.u.</td>
</tr>
<tr>
<td></td>
<td>800 ms</td>
</tr>
<tr>
<td></td>
<td>1.2 p.u.</td>
</tr>
<tr>
<td></td>
<td>340 ms</td>
</tr>
<tr>
<td></td>
<td>0.08 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.74 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.74 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.8 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.74 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.68 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.6 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.57 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.55 p.u.</td>
</tr>
<tr>
<td></td>
<td>0.4 p.u.</td>
</tr>
<tr>
<td></td>
<td>25 ms</td>
</tr>
<tr>
<td></td>
<td>20 ms</td>
</tr>
<tr>
<td></td>
<td>750 ms</td>
</tr>
<tr>
<td></td>
<td>290 ms</td>
</tr>
<tr>
<td></td>
<td>80 ms</td>
</tr>
<tr>
<td></td>
<td>60 ms</td>
</tr>
</tbody>
</table>

Figure 14. Single-voltage classification according to the type of event (primary cause) by using SVM with linear kernel.

Figure 15. Single-voltage classification according to the type of event (primary cause) by using SVM with RBF kernel when the width parameter $\gamma$ is equal to 0.35.

Despite the background in Section 2.1, an additional explanation should be given about single-phase short circuits. The Lithuanian MV grid operates in either isolated or compensated neutral mode; thus, two phase-to-ground voltage swells along with one interruption are inherent to the single-phase fault. It can last several hours, because even under these circumstances, the grid is still able to ensure power supply to end-users (see [2,9] for more information). Since the size of our time window is limited to 1 min (according to the definition of short-duration RMS variation given by IEEE Std 1159-2019), during a single-phase fault, each point will be at 1 min, and after that, it will be once at a random time (which depends on the moment of the disconnection). Thus, the magnitude of voltage swell is given according to the simulation results obtained in [9], but its duration is determined with a random number generator. It should be noted that such circumstances tighten the dynamic range requirements.
Figure 15. Single-voltage classification according to the type of event (primary cause) by using SVM with RBF kernel when the width parameter $\gamma$ is equal to 0.35.

Figure 16. Single-voltage classification according to the type of event (primary cause) by using SVM with the second-order polynomial kernel.
Figure 17. Single-voltage classification according to the type of event (primary cause) by using KNN when $k$ is 1.

Figure 18. Single-voltage classification according to the type of event (primary cause) by using KNN when $k$ is 4.
Figure 19. Single-voltage classification according to the type of event (primary cause) by using KNN when $k$ is 7.

Figure 20. Single-voltage classification according to the type of event (primary cause) by using the ensemble of both SVM with RBF kernel when the width parameter $\gamma$ is equal to 0.35 and KNN when $k$ is 3.
Typically, machine learning requires a large database; however, it is not essential to this task because the PQ database can be enlarged with a random number generator (see Section 4.3 for more details). Since one of the goals is to avoid both abnormal range and extreme values during data generation (see Section 4.2 for more information about data quality), competency and experience remain much more important, and these skills can be acquired mostly during only PQ monitoring campaigns. It is noteworthy that the information about the typical range of the characteristics of PQ events can be found only in few sources, and one of them is IEEE Std 1159-2019.

Firstly, it seems that KNN performs better than SVM with a soft margin (in all SVM cases, the regularization parameter $C$ is equal to 1). For example, in Figure 14 (it shows SVM results with linear kernel), both all green and all yellow points are outside their zones, which does not mean that these zones are inappropriate but indicates insufficient coverage (span). On the contrary, this problem is not encountered in the case of KNN, but that does not necessarily mean that the best possible solution was found. Secondly, it is clear that a single either SVM or KNN cannot deal with the overlapping in the voltage–duration plane, for example: (1) an atmospheric transient (especially damped) can have the same characteristics as a commutation transient (but not vice versa); however, the grid operator must be able to identify such a discrepancy by itself; (2) no events are expected (possible) in the upper right corner of Figures 14–20; (3) despite the fact that a voltage swell is inherent not only to a single-phase fault but also to a two-phase-to-ground fault, the overlapping zone is not large because two-phase-to-ground faults are usually disconnected as soon as possible (say up to 2–3 s but typically within a few tens of milliseconds). Also, it is obvious that the approach can be expanded by adding more groups, but at present, this is hardly implemented due to insufficient knowledge and experience in the field. Thirdly, a few words must be written about classification accuracy. As mentioned in Section 1, most authors affirm that their classification accuracy is close to perfect. However, in the field of PQ, it actually depends on either the validation or test set: since each zone (category) covers at least some part of the correct (expected) range, it is not problematic to either adjust or select a test set similar to the training set with maintained realism and solid argumentation and thereby achieve desired (high) accuracy. Fourthly, in spite of the fact that each zone covers its correct range, it also can fall in the regions where it is unexpected; however, this issue does not necessarily have a significant effect on the performance (accuracy): for example, currently, it is not possible to confirm nor deny that the amplitude of any commutation transient can be higher than 4 p.u. (contrary to Figures 17–19), and it can be confirmed that the amplitude of any voltage swell during a single-phase fault is not expected to be higher than 3 p.u. and lower than 1 p.u. (contrary to Figures 14–20). Lastly, in order to implement the task, the EN 50160:2010 requirement for the multiphase aggregation had to be rejected (see Section 4.1 for more details). Also, currently, the data of the entire power system (consisting of HV, MV and LV grids) is plotted on one plane: on the one hand, such an approach does not have serious drawbacks and, on the other hand, the data segregation by, for example, either voltage level or neutral mode could (slightly) improve the performance.

### 3.2.2. Three-Dimensional Voltage Classification

An asymmetrical short circuit cannot be described with any single voltage value; therefore, the approach must be based on three-dimensional voltage classification. In this case, the feature vector has the following form:

$$\mathbf{x}_i = [U_{1i} \ U_{2i} \ U_{3i}]^T,$$

where $U_1$, $U_2$ and $U_3$ are either phase-to-phase or phase-to-ground voltages at a fault node arranged in ascending order, p.u. On the one hand, the order of numbers in the feature array is not important; on the other hand, in this paper, the arrangement in ascending order
is preferred for research purposes. Analogously to Section 3.2.1, for this case, data quality is more important than quantity.

It is noteworthy that no three-dimensional voltage classification was found in the existing PQ literature, and most likely the reason for this is the absence of comprehensive investigations of asymmetrical faults (and, respectively, database), as has been argued by [9]. Both training sets (Tables 3 and 4) are based on the results of this paper with all its limitations that are inherent to the inductive reasoning method, including the fact that the results were obtained in the BRELL-based test scheme (different network properties in other countries may have different impacts on the patterns of PQ events). Also, it is clear that phase-to-phase and phase-to-ground cases must be investigated separately except for the case of a symmetrical fault due to the following axiom established by [9]:

**Axiom 1. In the case of a three-phase fault, both phase-to-phase and phase-to-ground voltage sag depths are equal and independent of neutral node.**

The training set in the form of Equation (45) is given in Tables 3 and 4. All four types of short circuits are included. Please note that the group label is assigned only to the voltage of the fault node (regardless of the scenario), while the voltages of the rest nodes fall in the gray zone. In Table 4, the same phase-to-ground voltage swells of a single-phase short circuit can be noticed as in Table 2. In addition, each feature vector after Clarke transformation is given in parentheses. Please note that the transformation output depends on the order of elements in the input vector, and this is important for this research because the third element of the output is discarded.

### Table 3. Phase-to-phase voltage characteristic data points of the training set.

<table>
<thead>
<tr>
<th>Group</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-phase short circuit</td>
<td>0.8 (0.98)</td>
</tr>
<tr>
<td>0.5 (0.61)</td>
<td>0.4 (0.49)</td>
</tr>
<tr>
<td>0.3 (0.37)</td>
<td>0.15 (0.19)</td>
</tr>
<tr>
<td>0.1 (0.12)</td>
<td>0.05 (0.06)</td>
</tr>
<tr>
<td>0.0 (0.08)</td>
<td>0.0 (0.08)</td>
</tr>
<tr>
<td>Two-phase-to-ground short circuit</td>
<td>0.9 (0.97)</td>
</tr>
<tr>
<td>0.7 (0.77)</td>
<td>0.5 (0.51)</td>
</tr>
<tr>
<td>0.3 (0.49)</td>
<td>0.15 (0.19)</td>
</tr>
<tr>
<td>0.1 (0.12)</td>
<td>0.05 (0.06)</td>
</tr>
<tr>
<td>0.0 (0.08)</td>
<td>0.0 (0.08)</td>
</tr>
<tr>
<td>Single-phase short circuit</td>
<td>1.0 (1.23)</td>
</tr>
<tr>
<td>0.9 (1.12)</td>
<td>0.8 (0.80)</td>
</tr>
<tr>
<td>0.7 (0.66)</td>
<td>0.6 (0.50)</td>
</tr>
<tr>
<td>0.5 (0.44)</td>
<td>0.4 (0.37)</td>
</tr>
<tr>
<td>0.3 (0.31)</td>
<td>0.2 (0.24)</td>
</tr>
<tr>
<td>0.1 (0.12)</td>
<td>0.0 (0.06)</td>
</tr>
<tr>
<td>0.0 (0.00)</td>
<td>0.0 (0.00)</td>
</tr>
<tr>
<td>Not categorized</td>
<td>0.3 (0.76)</td>
</tr>
<tr>
<td>0.3 (0.62)</td>
<td>0.2 (0.49)</td>
</tr>
<tr>
<td>0.1 (0.37)</td>
<td>0.0 (0.24)</td>
</tr>
<tr>
<td>0.0 (0.12)</td>
<td>0.0 (0.06)</td>
</tr>
<tr>
<td>0.0 (0.00)</td>
<td>0.0 (0.00)</td>
</tr>
</tbody>
</table>

### Table 4. Phase-to-ground voltage characteristic data points of the training set.

<table>
<thead>
<tr>
<th>Group</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-phase short circuit</td>
<td>0.8 (0.98)</td>
</tr>
<tr>
<td>0.5 (0.61)</td>
<td>0.4 (0.49)</td>
</tr>
<tr>
<td>0.3 (0.37)</td>
<td>0.15 (0.19)</td>
</tr>
<tr>
<td>0.1 (0.12)</td>
<td>0.05 (0.06)</td>
</tr>
<tr>
<td>0.0 (0.08)</td>
<td>0.0 (0.08)</td>
</tr>
<tr>
<td>Two-phase-to-ground short circuit</td>
<td>0.0 (0.23)</td>
</tr>
<tr>
<td>0.1 (0.02)</td>
<td>0.0 (0.00)</td>
</tr>
<tr>
<td>0.0 (0.00)</td>
<td>0.0 (0.00)</td>
</tr>
<tr>
<td>0.0 (0.00)</td>
<td>0.0 (0.00)</td>
</tr>
<tr>
<td>Single-phase short circuit</td>
<td>0.0 (0.94)</td>
</tr>
<tr>
<td>0.1 (0.99)</td>
<td>0.1 (1.01)</td>
</tr>
<tr>
<td>0.1 (1.02)</td>
<td>0.1 (1.03)</td>
</tr>
<tr>
<td>0.1 (1.04)</td>
<td>0.1 (1.05)</td>
</tr>
<tr>
<td>0.1 (1.06)</td>
<td>0.1 (1.07)</td>
</tr>
<tr>
<td>Not categorized</td>
<td>0.0 (0.76)</td>
</tr>
<tr>
<td>0.4 (0.49)</td>
<td>0.4 (0.49)</td>
</tr>
<tr>
<td>0.4 (0.49)</td>
<td>0.4 (0.49)</td>
</tr>
<tr>
<td>0.4 (0.49)</td>
<td>0.4 (0.49)</td>
</tr>
</tbody>
</table>

The results in three-dimensional space are given in Figures 21 and 22. As in the previous case, the characteristic points from Tables 3 and 4 have the outlines.
Calculations in three-dimensional space were carried out only with KNN because it turned out to be more suitable in Section 3.2.1. This also will be realized later (in this section) after transforming it to two-dimensional space. The range of phase-to-phase voltage is up to 1 p.u., while the range of phase-to-ground voltage is up to 2 p.u. In Python, each calculation took up to 5 min in three-dimensional space (including both training and display steps) and up to 1 min in two-dimensional space (the base frequency of the 4-core processor is 3.50 GHz, RAM—16 GB).

It is difficult to analyze and interpret Figures 21 and 22; thus, let us examine the zones of the characteristic points separately. The results of both phase-to-phase and phase-to-ground cases, obtained in MATLAB, are shown in Figure 23. The theoretical background of the used equations along with their parameters is given in Section 2.5.1: planes that do not coincide with a coordinate hyperplane are colored; a counterclockwise rotation is represented by a positive rotation angle, while a clockwise rotation is represented by a negative rotation angle. The findings convince that the idea of using the ascending order was superb, enabling the observation of many interesting tendencies:

1. In the case of a three-phase fault (Figure 23a), all points lie on the line belonging to the plane which forms the angles of 45° with both abscissa and ordinate.
2. In the case of a two-phase-to-ground fault (Figure 23b), all points (of both phase-to-phase and phase-to-ground voltages) belong to the same coordinate hyperplane, i.e., are coplanar (see Equation (34)), which is defined by the pair of ordinate and applicate.
3. In the case of a two-phase fault (Figure 23c), the phase-to-phase pattern is identical to the case of a two-phase-to-ground fault, while phase-to-ground points are encircled with the ellipse lying in the plane which forms the angles of 45° with both the abscissa and ordinate (analogously to the case of a three-phase fault).
4. In the case of a single-phase fault (Figure 23d), phase-to-phase points are covered with one half of the paraboloid, while phase-to-ground points are encircled with the ellipse lying in the coordinate hyperplane defined by the pair of ordinate and applicate.

As in the previous case, please note that the data are not segregated by grid voltage or neutral mode, and despite this, the trends still appeared. Such analysis and findings would not be possible with the multiphase aggregation required by EN 50160:2010. The next stage is the elimination of inductive reasoning limitations, which should be performed by foreign authors. Then, two outcomes are possible: (1) if it turns out that the findings of this paper are universal, it would mean a great leap forward toward the successful completion of the classification task; (2) if the results are different, the geometry of clusters’ boundaries should be modified accordingly as long as it will be required for the universalization. Please note that there is an option to alter the currently set parameters of the used ellipses and paraboloid, and the applied approach is not the only way to define a feature cluster’s border (see Section 4.3.1).

As has been mentioned above, it is obvious that the three-dimensional feature space of Figures 21 and 22 is difficult to analyze (especially visually). Respectively, the analysis of larger n-dimensional spaces will possibly be even more complicated. For this purpose, we create a new method to transform a three-dimensional feature space into a two-dimensional. The method is based on Clarke transformation (see Section 2.5.2) and implemented in MATLAB/Simulink. Transformation output is given in the brackets of Tables 3 and 4, whereas the results in the αβ plane, which is obtained by discarding component γ, are given in Figures 24–28 (where the colors are kept the same as in the legend of Figure 21). More information about the transformation procedure can be found in Appendix A. It is noteworthy that the proposed method is completely appropriate for the analysis of short circuits; however, this does not indicate the suitability for universal application to various tasks (but it may be). In Figures 24–26, similarly as in Section 3.2.1, it is clearly seen that the performance of SVM is not satisfying enough with both regularization parameter C values—1 (which corresponds to a soft margin) and 10 (which corresponds to a hard margin). Luckily, KNN works much better (Figures 27 and 28). In addition, similarly as in Figure 23, the geometric analysis of the clusters in the αβ plane is given in Figures 29 and 30.
It can be noticed that phase-to-ground voltage is more informative than the phase-to-phase voltage due to smaller overlapping; nevertheless, in order to enhance the performance, both voltages should be assessed regardless of EN 50160:2010. Moreover, it would be greatly beneficial to identify areas where no data points are expected (e.g., the upper left corner).

Figure 21. Phase-to-phase voltage three-dimensional classification according to the type of short circuit by using KNN when $k$ is 3. (a) Front view; (b) Back view.
Figure 22. Phase-to-ground voltage three-dimensional classification according to the type of short circuit by using KNN when \( k \) is 3. (a) Front view; (b) Back view.
Figure 23. Three-dimensional geometric analysis of the characteristic features. (a) Three-phase fault; (b) Two-phase-to-ground fault; (c) Two-phase fault; (d) Single-phase fault.
Figure 24. Phase-to-phase voltage classification in the $\alpha\beta$ plane according to the type of short circuit by using SVM with RBF kernel when the regularization parameter $C$ is equal to 1.

Figure 25. Phase-to-phase voltage classification in the $\alpha\beta$ plane according to the type of short circuit by using SVM with RBF kernel when the regularization parameter $C$ is equal to 10.
Figure 26. Phase-to-ground voltage classification in the αβ plane according to the type of short circuit by using SVM with RBF kernel when the regularization parameter C is equal to 1.

Figure 27. Phase-to-phase voltage classification in the αβ plane according to the type of short circuit by using KNN when k is 3.
Figure 27. Phase-to-phase voltage classification in the αβ plane according to the type of short circuit by using KNN when \( k \) is 3.

Figure 28. Phase-to-ground voltage classification in the αβ plane according to the type of short circuit by using KNN when \( k \) is 3.

Figure 29. Geometric analysis of characteristic features of phase-to-phase voltage in αβ plane.
4. Discussion

4.1. PQ Events Assessment

A lot of universally unsolved issues in the field of PQ events assessment are considered to be highly limiting factors for the further research and application of AI algorithms [2]. Some of these issues, particularly those regarding voltage sag assessment, which were noticed during the PQ monitoring campaign in the Lithuanian DSO grid (see Section 2.1.3), are discussed in this section. Many of them can be treated as PQ legislation gaps. Appropriate amendments in EN 50160:2010, IEC 61000-4-30:2015, IEEE Std 1159-2019, IEEE Std 1564-2014 and other relevant standards (documents) are essential to accelerate the development and usefulness of PQ monitoring systems. At the moment, there is no similar discussion to this in the existing PQ literature.

Firstly, it has been noticed that the RMS voltage of some voltage sags is time-varying (multistage), i.e., they have a stepped shape. The example is given in Figure 31: a voltage sag event was recorded on 6 March 2019 on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality). Therefore, although the stepped shape can be characterized according to EN 50160:2010, i.e., with a single residual voltage and duration (as in Section 2.1.3), such an approach seems to be inaccurate and inappropriate because it does not reflect any information about the voltage sag profile. IEC 61000-4-30:2015 also briefly mentions this aspect, i.e., that the envelopes of both voltage sag and swell are not necessarily rectangular. This is one of the main drawbacks of currently the most popular method of the voltage–duration plane (e.g., as in Figure 2a). In our opinion, the problem can be solved by using the voltage sag energy characteristic, which is defined in IEEE Std 1564-2014 as follows:

$$E = \int_0^T \left( 1 - \frac{U(t)^2}{U_N^2} \right) dt,$$

where $U(t)$—RMS voltage during the event; $U_N$—nominal voltage. Despite the fact that the energy index considers the RMS voltage profile, it is more difficult to understand (interpret) its result (especially for specialists having lower competence). Therefore, in our opinion, the feature vector should be at least three-dimensional and contain the values of...
voltage, duration and energy. Also, please note that the terminology used to describe the magnitude of a voltage sag is often confusing, and reference voltage selection for voltage sags assessment currently remains an open question [9,12]; the residual (remaining) voltage is preferred by both EN 50160:2010 and IEEE Std 1159-2019, while IEEE Std 1564-2014 does not reject the idea of using either pre-event or nominal voltage (e.g., see Equation (46)).

Secondly, during voltage sag feature extraction, another question arises regarding the multiphase aggregation required by EN 50160:2010. It is obvious that the multiphase aggregation leads to information loss: for example, from Figure 31, it is much more informative to extract all three phase-to-phase residual voltages (5.8 kV, 7.0 kV, 7.1 kV) than only one (5.8 kV). The same also applies to the time domain. Therefore, the multiphase aggregation increases the entropy of a message, but in machine learning, the goal is to minimize uncertainty. Considering the above, in our opinion, the approach depends on the task: the multiphase aggregation is completely not preferred in this paper.

Thirdly, incorrect marking of the voltage sag event start can be clearly seen in Figure 31. If we refer to the definitions given in [39] (see Table 1), it would probably be the second duration time needed for multistage voltage sag characterization. This is exactly what the software does; however, such a feature extraction technique does not match the definition in PQ legislation. It is obvious that it is impossible to recheck all data manually; thus, software errors during feature extraction and other stages will reduce the benefit gained from AI algorithms. According to EN 50160:2010, a voltage sag begins when at least one voltage out of three drops below a 90% value, and it ends when all three voltages rise above the end threshold, which is equal to same 90% plus 2% hysteresis as recommended in IEC 61000-4-30:2015. The standard argues that the hysteresis—the difference between the start and end thresholds—is required to avoid the counting multiple events when the voltage magnitude oscillates about the threshold level. However, in our opinion, based on the experience gained during the PQ monitoring campaign in the Lithuanian DSO grid, the usefulness and necessity of this parameter should be reviewed and rethought. Please note that the mentioned hysteresis has nothing in common with well-known iron core saturation.

Fourthly, after capturing the voltage sag bursts (Figures 32–34), a lack of literature on the topic was encountered [2]. For example, a 3 s time interval separates the voltage sags of Figure 32; thus, it is highly probable that these events are dependent. Currently, there are no investigations directly relating voltage sags with their primary causes [9,59]. According to IEC 61000-4-30:2015, multiple voltage sags “may occur […] during a failed attempt to auto-reclose and re-energize a faulty line section”. Also, it may be caused during windstorms as well as by certain sequences of operation of relay protection and automation under both normal and emergency operating conditions. However, more detailed research is needed to substantiate these thoughts. Analysis of the primary causes plays an important role in preventive measures planning [9] as well as in the determination of typical time intervals between the events, which will be beneficial for both legal regulation and machine learning. Presently, IEC 61000-4-30:2015 allows counting the number of sags that “occurs at approximately the same time” as a single event. According to IEEE Std 1564-2014, recommendations regarding the time interval cannot be made at the present stage, since “the discussion is ongoing on which aggregation time to use”.

Fifthly, a voltage sag followed by a power supply interruption (Figure 33) should be treated more seriously/heavily (i.e., as more dangerous) than casual voltage sag. Power supply interruptions can be identified from electric current measurements. Moreover, the current direction coincides with the power-flow direction; hence, electric current measurements should be highly beneficial for determining the source location. Also, current measurements provide useful information about electric energy consumption; thus, it can be beneficial for impact assessment on end-user equipment. After the detailed investigation of the situation from the primary causes to consequences (e.g., economic loss, damaged equipment), the concept of responsibility sharing (considering the obligation to pay penalties, compensations) should be introduced. For example, the information about voltage sags regulation in Sweden can be found in the CEER 5th Benchmarking
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Report [60] (2011, p. 67); however, the up-to-date situation is unknown. In the document, two voltage–duration planes are given (for up to and including 45 kV and above 45 kV), and each of them is divided into three areas as follows: (1) voltage sags in Area A are treated as rapid voltage change (RVC) events; (2) the grid operator has the responsibility to mitigate voltage sags in Area B; (3) there shall not be any voltage sags in Area C. After deeper examination, it can be noted that the events in Area C can occur only in case of inappropriate (e.g., wrong logic, too high delay) grid relay protection and automation response to a fault: duration threshold for up to and including 45 kV starts from 1 s, for above 45 kV—from 0.6 s. For example, no event of Figure 2a falls in Area C.

Figure 31. Time-varying voltage sag depth with incorrectly determined moment of its beginning. Phase-to-phase voltage and current measurements during a voltage sag event (occurred on 6 March 2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality).

The three dependent voltage sags are shown in Figure 34. Similar to Figure 32, both time intervals between them are also approximately 3 s. The power supply interruption, followed after the second voltage sag, is eliminated after 3 s (probably by an automatic circuit recloser, or if this reclosing is unsuccessful—by an automatic transfer switch) causing both the third voltage sag and current transient during the commutation. The third voltage sag probably occurs due to transformers energizing (magnetizing current is greater than 150 A) because it is followed by the smooth operation of the power grid afterwards. In addition, two time-varying phase-to-phase voltage sags are seen during the second event (similar to Figure 31). Moreover, it can be noticed that the voltage sag events’ currents decrease in Figures 32 and 33, and they increase in Figure 34.
Figure 32. Two probably dependent voltage sags separated by 3 s time interval. Phase-to-phase voltage and current measurements during voltage sag events (occurred on 1 April 2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality).

Figure 33. Voltage sag burst followed by power supply interruption. Phase-to-phase voltage and current measurements during voltage sag events (occurred on 14 February 2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality).
Sixthly, there is a lack of discussion regarding how to assess PQ events when they are recorded by two or more measuring devices. This issue is important mainly for central data processing. In general, if a voltage sag is observed by \( n \) monitors, the number of alternatives to select \( k \) monitors for the assessment, when the order of the selection is not important, is equal to:

\[
\binom{n}{k} = \frac{A_n^k}{P_k} = \frac{n!}{k!(n-k)!}, \quad 1 \leq k \leq n, \tag{47}
\]

where \( n \)—total number of monitors that recorded the event; \( k \)—number of selected monitors for the assessment; \( A_n^k \)—partial permutation; \( P_k \)—permutation. Probably, in many particular cases, only extreme cases of \( k \), i.e., either one or all of \( n \), will be considered. On the other hand, a slight redundancy in measurements is sometimes desirable [2]; thus, other values of \( k \) can also be considered. In case the order of selection is important (e.g., for sorting the array by distance from short circuit location), the total number of possible combinations is equal to:

\[
A_n^k = \frac{n!}{(n-k)!}, \quad 1 \leq k \leq n. \tag{48}
\]
Seventhly, it is understandable that the accuracy of PQ algorithms can be affected by power consumption and transformers’ tap changers (or, generally speaking, by long-duration RMS variations). The example is given in Figure 35: the maximal absolute error is determined by the voltage profile range (in normal mode, i.e., excluding RVC and others short-duration events) which in the given case is approximately equal to 2 kV. This error will be summed with other absolute errors such as the instrument error. This aspect is irrelevant in the case of the reference voltage being either pre-fault (also known as sliding reference voltage) or residual, however: (1) the implementation of pre-fault voltage tracking is much more complex; (2) in our opinion, residual voltage is important for impact assessment on a customer and his equipment, but it is not appropriate enough for voltage sag magnitude (depth) assessment. Since all possible nuances regarding this are not described in PQ standards as a universally agreed approach, questions may arise during the development of algorithms, which can also lead to data interpretation errors.

To continue, the information about ohmic losses in power lines can be found in the classical literature such as [61,62]. The relationship between the vector components of the voltage drop \( \Delta U \) along the line and its loading takes the following form:

\[
\begin{align*}
\Delta U_x &= \frac{PR + QX}{U_2^2} \\
\Delta U_y &= \frac{PX + QR}{U_2^2}
\end{align*}
\]

where \( R \)—line resistance; \( X \)—line reactance; \( P \)—active power flow; \( Q \)—reactive power flow; \( U_2 \)—voltage at the end of the line.

![Figure 35. End-users and transformer’s on-load tap changer influence on voltage profile of the 35 kV node (located in Rokiškis municipality).](image)

Eighthly, let us briefly discuss the measurement of waveform. As has been mentioned in Section 2.1.1, the magnitude and phase frequency response of a measurement circuit must be known in order to evaluate distortions and the validity of results. For example, since this characteristic is unknown in the case of Figure 36, it cannot be determined whether the observed waveform distortion is caused by the frequency response, instrument internal reasons, insufficient sampling frequency or other reasons. For example, in IEEE Std 1159-2019 (pp. 68–69), the two figures of unrealistic voltage waveforms are given, which most likely resulted from instrument error. As has been figured out by [2], currently, the best achievements in determining the frequency response of measurement circuits are (1) the “Primary Networks PQ Analysis” study [63] carried out by one of the British DSOs, and (2) the three examples given by IEEE Std 1159-2019 (pp. 37–38). However, the spectrum
of the first work is limited up to 5 kHz (i.e., only for harmonics and inter-harmonics), and the second work does not provide any information about the phase frequency response. It should be noted that the results of both of the aforementioned research studies, in the overlapping frequency range where they can be compared, are not similar. It should be noted that when dealing with the higher spectral components, the relationship between impedance and frequency must be taken into consideration: inductive reactance is directly proportional and capacitive reactance is inversely proportional to the signal frequency.

![Figure 36](image-url) Figure 36. Measured 10 kV voltage waveform during the voltage sag events.

Ninthly, there are some gaps in the definitions of transients’ duration, especially oscillatory ones. IEC 61000-4-30:2015 states that this duration “is a difficult parameter to define due to damping, irregularity of waveforms, etc.”. In spite of this, IEEE Std 1159-2019 provides the typical durations of oscillatory transients—however, without a clear definition of them. On the other hand, the nomenclature of impulsive transients seems to be more or less clear. For example, in the case of a surge waveform of 1.2/50 (which perhaps is the most commonly used), it is clearly defined that 1.2 stands for the rise time in microseconds (from 10–90% peak), and 50 stands for the duration. The definition of this duration is different, for example: (1) according to IEEE Std 1159-2019, it starts from the beginning of the event and lasts to a 50% peak in the decay phase, but (2) in IEC 61000-4-5:2014 [64], this definition is based on full-width at half-maximum (which can be multiplied by a constant). At first glance, it may appear that the discussion on the issue can be omitted, since expected errors are small. However, it depends on the application, but the issue will be relevant at least during the code writing. Obviously, the definition may vary by scope (e.g., substation shielding, equipment immunity, predictive maintenance, PQ compliance). For example, in the case of predictive maintenance, it may be desirable not to lose the time of the decaying tail of an impulse. In this paper, such errors are not very important at the moment due to the insufficient state-of-the-art of the field.

Tenthly, during both the PQ measurement and assessment stages, questions regarding the RMS measurement method may arise. The standard RMS method is appropriate for a pure sine wave, while the true-RMS method calculates the correct RMS value even if such a waveform is distorted. This aspect is also important for smart meters, since a high level of harmonics is typically expected in an LV grid. The difference between these methods is best seen from the comparison of their formulas. An average responding meter assumes a sinusoidal wave and calculates the RMS value according to the following equation:

$$U_{RMS} = \frac{U_p}{\sqrt{2}}$$ (50)
while the true-RMS value is calculated by:

\[ U_{\text{RMS}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} U_i^2}, \]  

(51)

where \( U_p \)—peak value; \( U_i \)—instantaneous value; \( N \)—window size [65,66].

Eleventhly, despite the fact that DSOs cannot influence the frequency, the requirement for this parameter is given in EN 50160:2010. On the other hand, a frequency array can be useful as additional information: for example, if the PQ monitor either does not measure the frequency or does it incorrectly, concerns about the validity of both voltage and current data must be raised. The example of a frequency measurement result under the condition of power supply interruption, which lasted approximately 1 h, is given in Figure 37. It can be understood that the frequency value has a certain random behavior in the normal operation mode. However, in the emergency mode of this case, the constant value is outputted. Although this constant has no meaning, it can be beneficial for both checking the operation of the device and power supply interruption detection. To conclude, many encountered issues are described, but this list is definitely not full. These aspects in the form of legal gaps inhibit the progress in many areas such as PQ classification, impact assessment, compliance verification, etc.; therefore, a great leap forward is impossible without universally agreed answers (solutions) to the questions raised [2]. However, solid and competent solutions cannot be made without enough experience, which inevitably requires more measurement data and analysis of various situations. This once again emphasizes the need for PQ monitoring.

![Figure 37. Frequency measurement during power supply interruption.](image)

4.2. PQ—Part of Smart Grid and Its Communication Network

The development of traditional electric power systems started from such events as the war of the currents, invention of polyphase system, standardization of both frequency and voltage levels, and electrification (which in North America went more smoothly than in Europe due to the world wars, different national interests and the Cold War; for example, the Soviet Union refusal to accept the Marshall Plan) [62,67]. Now, it is already in the past, and the new challenges related to information and communication technologies (ICT) are emerging in anticipation of smart grids. Problems that will negatively impact PQ data assessment can occur during data transmission, i.e., in between local data processing and central data processing blocks. Moreover, it should be understood that not only pure PQ data packets may be used but also mixed ones containing data packets of other applica-
tions. Packet aggregation approaches can be applied due to technical convenience and comprehensive assessment (e.g., PQ interoperability with the following smart grid applications has been identified as beneficial in [2,9]: advanced metering infrastructure—AMI, outage management—OM, predictive maintenance—PM, substation automation—SA). A smart grid should be understood in a broader context through a prism of Power-to-X concept, i.e., when the electricity sector is integrated with other sectors such as gas, heat, fuel, chemical, etc. An example of such a concept is shown in Figure 38. Surplus electric power (which typically occurs due to fluctuating renewable energy generation) can be used in many sectors, for example, for hydrogen production by the electrolysis of water. Hydrogen is required for fuel cells (including hydrogen transport) as well as ammonia NH$_3$ production or methanation process. Since the enthalpy change in methanation of both carbon monoxide CO and dioxide CO$_2$ is negative (i.e., the reaction is exothermic), released heat can be used for the anaerobic digestion of biogas as well as for biogas upgrading to biomethane (i.e., the separation of methane CH$_4$ from CO$_2$). Every monitoring system in each sector will have its own sensors and data packets, and it will be a part of a smart grid’s communication network, which currently remains to be a further research avenue.

In a noisy communication channel, the amount (probability) of altered messages can be diminished by selecting a proper modulation scheme. The theoretical bit error rate (BER) of some common modulations (phase-shift keying—PSK, quadrature amplitude modulation—QAM, frequency-shift keying—FSK) dependence on the energy per bit to noise power spectral density ratio $E_b/N_0$ (also known as normalized SNR) in an additive white Gaussian noise (AWGN) channel is given in Figure 39. The AWGN model accurately imitates real data transmission mediums (wired, optical, wireless); thus, it is often used [68]. The highest BER can be expected with 32-PSK modulation, and the lowest can be expected with 32-FSK. Lower-order PSK and QAM schemes are more robust to errors. Also, it is obvious that a lower BER is achieved with a stronger signal, but more energy is required to generate it. In all cases, demodulation is coherent, i.e., both the phase and frequency in local oscillators of the transmitter and receiver are ideally synchronized. This condition reduces the BER. Influences of both differential encoding and channel coding are not considered. Differential encoding reduces error probability, but it increases a number of errors if an error occurs [68]. BER highly correlates with the channel quality index (CQI), which can be negatively influenced, for example, by rainy weather. The lowest CQI corresponds to the poorest quality of a signal, for which more robust (against interference, noise) modulations must be used (e.g., 4-PSK). When the CQI is high, 32-QAM or 64-QAM schemes can be used, which are more efficient (i.e., have a higher ratio of average information per symbol to average code length) but less resistant to errors.

To continue, let us take a deeper look at the influence of AWGN noise through a prism of modulation order. Constellations in the AWGN channel output are given in Figure 40 when the energy per bit to noise power spectral density ratio is equal to 4 dB. When the size of the data packet was equal to 100 symbols, 4 of them were decoded incorrectly by a receiver in the case of 4-QAM, and 20 were decoded incorrectly in the case of 16-QAM. In addition, the data transfer performance is be evaluated with error vector magnitude (EVM), which is 41.0% in the case of 4-QAM and 24.5% in the case of 16-QAM. EVM is calculated by the following equation:

$$EVM_{RMS}[\%] = 100 \times \sqrt{\frac{1}{P_{avg}} \frac{1}{N} \sum_{i=1}^{N} (I_i - I_i^*)^2 + (Q_i - Q_i^*)^2},$$  \hspace{1cm} (52)$$

where $P_{avg}$—average power of reference constellation (equal to 1 W); $I_i$—in-phase component of reference constellation; $I_i^*$—in-phase component of received signal; $Q_i$—quadrature component of reference constellation; $Q_i^*$—quadrature component of received signal.
Another issue can be an insufficient level of received power. Communication system coverage is evaluated with reference signal received power (RSRP) and reference signal received quality (RSRQ). For example, according to the Communications Regulatory Authority of the Republic of Lithuania [69], the RSRP of 2G GSM ranges from $-95$ to $-75$ dBm, while the RSRP of 4G LTE ranges from $-115$ to $-95$ dBm (at 1.5 m height when the receiver’s antenna gain is equal to 0 dBi). It is obvious that base stations located at a higher location will provide a larger coverage. Also, a higher RSRP can be reached by installing mode base stations, but then, both the cost and complexity of a smart grid’s ICT system will be increased.
Two examples of the coverage calculation in EDX SignalPro software are given in Figure 41: 4G LTE technology is chosen, but the ICT grid designing principles are similar to the case of other wireless wide area network technologies such as GPRS and WiMAX. The total area of the site is 902 km² (in comparison, the area of Lithuania is 65,300 km²): one half is covered by the city, and the rest is covered by forests, mountains, and suburbs. The highest altitude is 600 m, which is a potential place for one of the 4G LTE communication towers. The height of all the antenna towers is 40 m. The maximal gain of the antennas is 17.4 dBi, the output power maximum is 60 W (47.7 dBm), polarization is horizontal, and MIMO technology is not used. Each three-sector antenna broadcasts 1 Gbps on average (i.e., 334 Mbps per sector on average), and the channel bandwidth is up to 20 MHz. In Figure 41, it has been tried to reach sufficient coverage with a minimum number of LTE base stations, and it is clearly seen that 1920 MHz communication (Figure 41a) ensures a higher RSRP in comparison with the 800 MHz case (Figure 41b): in the case of 1920 MHz, the RSRP in 61% (550 km²) of the area is between −90 and −80 dBm (green area). Moreover, different coverage patterns are clearly seen in Figure 41, and the reason for this is not only different frequencies but also different origins (and, respectively, limitations) of the propagation models: COST 231—the empirical—model (the extension of the Okumura–Hata model for frequencies up to 2 GHz) is used for 1920 MHz frequency, and “free space + RMD”—the theoretical—model (assessing the mutual effect of both free space path loss and reflection plus multiple diffraction, i.e., terrain and obstacles influence) is used for 800 MHz frequency.

In addition, four wireless point-to-point microwave links are shown in Figure 41b. The designing example of such a link is given in Figure 42: the distance between the base stations is approximately 11 km, the maximum elevation is approximately 600 m, and the chosen frequency is 7.8 GHz. The strongest signals of point-to-point communication propagate within the first Fresnel zone: the theoretical allowable limit of the coverage is 40% of the zone. In Figure 42, there are no obstacles in the zone; thus, the communication reliability is greater than 99.999%; however, such a value is not always the best solution because, for example, a 99.997% level can be significantly cheaper.

To continue, minimum quality of service (QoS) requirements must be established for each smart grid application. The example in the case of security, bandwidth, reliability, and latency can be found in [70]; however, PQ application has been skipped. In addition, IEEE Std 2030-2011 [71] with its smart grid interoperability reference methodology should be considered, as it has been done by [2]. QoS requirements can be quantitative and qualitative [70]. These requirements are discussed through a prism of PQ in Table 5.
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Figure 41. (a) RSRP in the case of 1920 MHz communication (COST 231 model); (b) RSRP in the case of 800 MHz communication (“free space + RMD” model).

Figure 42. Example of the point-to-point link: the line-of-sight and the first Fresnel zone in the terrain cross-section plot.

Finally, the importance of this section can be supported with the already mentioned PQ study [63] carried out by the “Western Power Distribution” company, which is one of the British DSOs. This research has been already cited in this and our previous paper [2], but in this section, we would like to focus on ICT problems which were faced with less than 50 monitors when both 4G LTE and IEC 61850 were used in the communication network. Currently, the project is one of the few best examples of a remote PQ monitoring [2]. From the following, outcomes must be learned in anticipation of a massive PQ monitoring system:

- Trial sites can have poor communication, hence: (1) this criterion should be considered during trial sites selection; (2) alternative sites with better communication should be
considered; and (3) the availability of communication alternatives should be ensured. Surveys revealed that no single cellular network operator is capable of covering all sites, in particular with 4G LTE. In this case, roaming SIM cards can be used; thus, the communication hub will be able to utilize an available provider at each site.

- IEC 61850 can be implemented differently (particularly in terms of file transfer mechanisms), and this is not essentially desirable. Moreover, in the case of IEC 61850 usage, the monitor sometimes is unable to reply to all requests. This can lead to (small) data loss, which subsequently cannot be retrieved.

- The episodic instability of one monitor was solved by developing a method of remote triggering. This allows avoiding site visits when a reset is needed.

- Since PQ data do not need to be transmitted continuously, file transfer is preferred because it can be carried out asynchronously. This approach requires less resources and is more robust (resilient) to a temporary loss of communication.

- Monitors installation has been sped up by pre-configuring and pre-commissioning them and communication hubs prior to traveling to site.

- In comparison with more commonly used CSV and JSON file formats, the HDF format offers several advantages such as faster data retrieval, storage and memory saving.

Table 5. QoS requirements for PQ application.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>General Information</th>
<th>Nuances in PQ Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency</td>
<td>Data transmission delay between smart grid components</td>
<td>PQ monitoring is not a time critical or real-time application; thus, the delay requirement can be not very strict [2]</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>Wireless communication frequency determines its coverage and bandwidth (data rate) [70]; hence, low, medium and high frequencies will have their specific roles in a smart grid. Therefore, a detailed examination of data rate, transmission distance and other features is essential in order to select appropriate technology</td>
<td>PQ monitoring is a wide area network application whose end-nodes are static (hence, handoff regions are not relevant). The required bandwidth can be diminished by feature extraction which, however, not always can be applied, for example, in the case of transient waveforms</td>
</tr>
<tr>
<td>Data rate</td>
<td>Various types of data (text, pictures, audio, video, etc.) will be generated by smart grid applications at different rates [70]. Hence, it is important to select appropriate ICT, considering its technical characteristics and cost efficiency</td>
<td>Data rate depends on feature extraction techniques. Probably, PQ application will be a part of a smart grid’s ICT network, and there are numerous possible ways to implement this task, including technology selection (e.g., see [2] for the list of potential ICTs)</td>
</tr>
<tr>
<td>Throughput</td>
<td>The sum of data transferred between smart grid components in a specific time interval [70]</td>
<td>PQ measurements must be carried out continuously. This is not essential for PQ data transmission: it could be scheduled considering an ICT network’s traffic profile and the memory of the monitor with an obvious exception in case of a high-priority request. Also, the throughput will depend on the monitors’ quantity optimization (including smart meters and other relevant devices), data redundancy factor, feature extraction, etc.</td>
</tr>
<tr>
<td>Reliability</td>
<td>Quantified success of proper data transferring. In [70], the reliability requirement is higher than 98% for all smart grid applications</td>
<td>Currently, the PQ system reliability can reach 98%; however, it must be significantly increased after the integration with SA. Also, perhaps, a reliability requirement could be slightly lowered with an increase in the data redundancy factor. The transferring of high-entropy messages is more valuable and thus must be more reliable than low-entropy messages 2</td>
</tr>
</tbody>
</table>
Table 5. Cont.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>General Information</th>
<th>Nuances in PQ Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy and precision</strong></td>
<td>Accuracy is the difference between a measurement and a true (accepted) value, while precision characterizes how close the measurements are to each other.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>As already mentioned, along with well-known aspects such as the instrument error, the magnitude and phase frequency response of the measurement circuit also play an important role. In the case of frequency domain analysis, which is an integral part of PQ, even more less understood nuances emerge: for example, Heisenberg uncertainty, resolution bandwidth, spectrum aliasing, spectral leakage, etc. [2]</td>
<td></td>
</tr>
<tr>
<td><strong>Validity</strong></td>
<td>Characterizes information usefulness, strength, accuracy and other relevant features which are required to efficiently achieve the desired goal. It is closely related to feature extraction strategies: useful data must be retrieved.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Validity depends directly on feature extraction. This aspect is important for every PQ task regardless of whether it is technical, economic or political.</td>
<td></td>
</tr>
<tr>
<td><strong>Accessibility</strong></td>
<td>Access rules must be established for interested parties such as TSO, DSO, regulator, industry, and households. Equal opportunities must be offered for the members of each group without discrimination [70].</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Probably, each user will have access to simplified and understandable to him information restricted to his narrow area of responsibility. Meanwhile, grid operators must possess full data.</td>
<td></td>
</tr>
<tr>
<td><strong>Interoperability</strong></td>
<td>Various protocols and ICTs are expected in smart grids. Thus, a proper protocol conversion must be ensured to achieve the best possible interoperability.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Currently, PQ data are not as critical as they will become in the future, especially after the integration with SA. All structural parts of the PQ monitoring process are potentially vulnerable, in particular local data assessment, data transmission and central data assessment. For example, [18] investigates classification defense from an adversarial attack. The question regarding minimum storage time of PQ history currently also remains unanswered [2].</td>
<td></td>
</tr>
<tr>
<td><strong>Security</strong></td>
<td>Protection from both physical threats and cyberattacks.</td>
<td></td>
</tr>
</tbody>
</table>

1 In general, on one side, lower frequencies have lower bandwidths, but they can be used for long-distance communication. On the other side, the propagation path of higher frequencies is shorter, but they have a higher bandwidth, resulting in a higher data rate. 2 In information theory, the entropy of a message describes its informational value which depends on the average level of surprise (uncertainty). It is directly analogous to the entropy which is central to the second law of thermodynamics. 3 Errors can be systematic (e.g., faulty calibration, parallax error) and random (e.g., mistakes during measurement reading). Systematic errors are one-sided, cannot be easily analyzed by statistical analysis and cannot be eliminated by performing additional experiments. Random errors are two-sided, can be easily detected by statistical analysis and reduced by increasing a number of measurements (according to the law of large numbers).
of a measuring device. To conclude, in a remote PQ monitoring system, it is much easier to immediately detect data quality issues and deal with them.

4.3. Further Development of the Algorithms

In this section, we will discuss some ideas regarding a further expansion of the classification. Section 4.3.1 reviews some mathematical concepts, while Section 4.3.2 reviews the integration with PM application focusing on electrical grid insulation.

4.3.1. Mathematical Methods

To begin with, an upgrade of the current approach to probabilistic classification seems to be promising and realizable. However, the challenge lies in finding probability values due to insufficient experience in PQ monitoring [2,9]. Three interrelated groups of PQ probabilistic analysis can be highlighted—event occurrence frequency, probability of values of parameters characterizing the event, and probability of its primary cause (see Figure 43a). After that, this model can be further connected with both probabilistic analysis in other closely related fields (see [9] for the examples) and PQ classification (see Figure 43b). In addition, it can be stated that such labels as “not categorized”, “not identified” and “others” should be absent in an ideal PQ classification algorithm; however, data aggregation and grouping processes may also have their own limitations: for example, the dependence on an expert’s competence and subjectivity. Moreover, since PQ monitoring capabilities are limited and may not meet expectations, probability and statistics should play an important role in synthetic data generation, for example, by Monte Carlo methods. Despite the fact that this paper demonstrated the un necessity of a large-sized training set for PQ machine learning (in contrast to biometrics), such data abundance will be essential for probabilistic and statistical analysis (according to both law of large numbers and central limit theorem), and synthetic data are not suitable for this purpose at all. Also, please note that biometric data are much easier to obtain, while PQ events occurrence frequency is not sufficient to quickly create a database.

![Figure 43](image-url)

**Figure 43.** (a) Proposed structure of PQ events probabilistic analysis; (b) Proposed interconnection model between PQ classification and probabilistic analysis of both PQ and related fields.

Let us continue the discussion about decision boundaries of a classification. In this paper, a simplified geometrical method has been used, when an analytic expression of PQ data cluster’s border is found manually (see Section 3.2.2). However, there are other ways to obtain these equations. As an example, let us examine one area of two-phase fault of Figure 25. The result is given in Figure 44: the closed boundary is split into the upper and lower parts (which is a common practice in classical mathematics) and then approximated with the polynomials.
At first glance, the similarity with Taylor series (or its special case—Maclaurin series) may be noticed in Figure 44, because they are among the best known; but indeed, it is a polynomial regression which solves the curve-fitting task focusing on all data points, while Taylor series approximates the function around the point \( x_0 \). However, the accuracy of both methods improves with the increasing order of their polynomials. For real-valued continuous function \( f(x) \) that is differentiable \( n \) times at \( x_0 \), the Taylor series is given by:

\[
f(x) = f(x_0) + \frac{f'(x_0)}{1!}(x - x_0) + \frac{f''(x_0)}{2!}(x - x_0)^2 + \ldots + \frac{f^{(n)}(x_0)}{n!}(x - x_0)^n + \frac{f^{(n+1)}(\xi)}{(n + 1)!}(x - x_0)^{n+1},
\]

where \( n \)—order of the polynomial; \( \xi \)—remainder in the Lagrange form.

Obviously, there are many more series expansions in addition to the already mentioned, and after determining the analytic expression of a closed curve in any way, it will be possible to estimate such characteristics as arc length, area, overlapping area, etc., which can upgrade PQ analytics to the next level. The area (volume) and arc length in \( \mathbb{R}^n \) can be estimated by well-known either surface or line integrals, whose interrelationship is defined by either Green’s or Stokes’ theorem, which are also well known. Nonetheless, let us take a deeper look at the extension of real numbers when PQ features are plotted on the complex plane. It is entirely possible to encounter such a situation because complex numbers are widely used in electrical engineering. In this case, the line integral of a positively oriented closed contour \( \gamma \), which is described by a complex function \( f(z) \), can be evaluated using the residue theorem:

\[
\oint_{\gamma} f(z)dz = 2\pi i \sum_{k=1}^{n} \text{Res} f(z),
\]

where \( i \)—imaginary unit. Please note that function \( f(z) \) is not fully holomorphic, i.e., is not holomorphic at singularities \( z_0 \); otherwise, the line integral over a closed path in a complex plane will be equal to zero (according to Cauchy’s integral theorem). Also, it is noteworthy that the geometric intuition of complex integrals is a much more complicated question than in the case of real valued functions (e.g., see [73] for more information). One of several ways to calculate residues is the series method: the residue of \( f(z) \) at the point \( z_0 \) is the coefficient \( c_{-1} \) in the Laurent series of \( f(z) \) around \( z_0 \). In other words, this series around \( z_0 \) is given by:

\[
f(z) = c^{-1} + \sum_{n=0}^{\infty} a_n (z - z_0)^n.
\]
\[
\sum_{n=-\infty}^{\infty} c_n(z - z_0)^n = \sum_{n=-\infty}^{-1} c_n(z - z_0)^n + \sum_{n=0}^{\infty} c_n(z - z_0)^n = \frac{c_k}{(z - z_0)^{k}} + \ldots + \frac{c_{-1}}{z - z_0} + \sum_{n=0}^{\infty} c_n(z - z_0)^n, \tag{55}
\]

where the residue lies in the principal part of the series as follows:

\[
\text{Res}_f(z) = c_{-1}. \tag{56}
\]

Next, the limitation of overlapping areas can probably be eliminated (mitigated) with both a combination (ensemble) of different algorithms and more dimensions in a feature space. On the other hand, if both ideas are implemented poorly, it will bring about confusion and worsen the result. Another dimension, supplementing the classification in either voltage-duration or other investigated planes, can obviously be the frequency domain. It is relevant not only to transients, harmonics and inter-harmonics but also to voltage sags (due to discovered interconnection between sag and transient by [9]). Many problematic aspects of this domain are listed in both this and our previous paper [2]: for example, Heisenberg uncertainty, which is an important concept not only in quantum mechanics but also in signal processing. Nonetheless, in this paragraph, let us briefly present one of these challenges—spectral leakage caused by windowing. It is important to select appropriate window function and be aware of its characteristics. For example, both the time and frequency domains of a Bohman window are shown in Figure 45. In addition, in a similar manner to the already mentioned (investigated) digital filters and measurement transducers, windowing also may have undesirable phase response (such a characteristic is not given). Moreover, it goes without saying that a phenomenon of spectral leakage is very important in the assessment of both harmonics and inter-harmonics.

![Figure 45](image-url)

**Figure 45.** (a) Time domain of Bohman window; (b) Frequency domain of Bohman window.

4.3.2. Integration with Other Applications: Case of PM of Grid Insulation

The PQ and PM interconnection idea has already been mentioned several times in this and our previous papers [2,9]. PM can be treated as a partial case of PQ impact assessment. The latter can be divided into two large and mutually related groups, as shown in Figure 46: (1) influence on the equipment and its aging (of both grid infrastructure and end-user), and (2) influence on grid reliability in the form of power supply interruptions and outages. One of the best examples regarding PQ impact assessment is methods for voltage sag severity quantification proposed by IEEE Std 1564-2014. In this section, let us take a deeper look at electrical insulation, which is one of the main parts of a power grid’s infrastructure. In electric power systems, a large variety of insulation is used—gas, liquid, solid, and combined. Each material has its own advantages and disadvantages as well as different
characteristics which should be stored in a database. Moreover, transients monitoring is not only a prerequisite for impact assessment on insulation, but it also is a prerequisite for a better understanding of these phenomena’s propagation, reflection and mitigation, which still remains poorly understood.

![Figure 46. Proposed classification model of PQ impact.](image)

It is clear that the most popular used dielectric gases are air (nitrogen) and sulfur hexafluoride SF₆. The latter has an octahedral geometry: a central sulfur atom is surrounded by six fluorine atoms, the bond angles are right angles, and the dipole moment is zero. This gas has high electronegativity and density as well as a property of “self-healing” after the exposure to an electric arc. Its main drawback is a very high global warming potential value as well as a long lifespan. It is noteworthy that both these characteristics are even higher than refrigerant trichlorofluoromethane CFCl₃ (widely used earlier), which is an ozone-depleting chlorofluorocarbon also known as freon-11 or R-11. The destruction principle is the following (see Figure 47): (1) a chlorine atom Cl⁺ is removed from the CFCl₃ molecule by ultraviolet radiation; (2) chlorine reacts with ozone O₃, converts it to an oxygen O₂, and forms chlorine monoxide ClO⁺ (by removing an oxygen atom); (3) ClO⁺ reacts with another ozone molecule and splits it into two oxygen molecules, thereby regenerating Cl⁺ and enabling the cycle to repeat. It should be noted that environmentally friendly materials will become more and more important in smart grids due to strict environmental policy and sustainable development.

![Figure 47. Principle of the ozone depletion caused by trichlorofluoromethane.](image)

To continue, the most well-known liquid insulation undoubtedly is an insulating oil. Most often, it is a mixture of higher alkanes CₙH₂ₙ+₂ produced during the petroleum refining process—mineral oil (which is distinct from both vegetable oil and synthetic oil)—which also serves as a coolant. Properties of liquid insulation depend on impurities, in particular water and gases: water can be dissolved, in an emulsion state (including colloidal solution), or accumulated at the bottom of the tank, while gases can be either dissolved or dispersed [42,74]. Obviously, there are many more factors such as temperature and voltage transient frequency; therefore, various sensors and monitoring systems will be essential to PM implementation. Formerly, the insulating fluid of both transformers and capacitors consisted of polychlorinated biphenyls C₁₂H₁₀⁻ⁿClₙ (Figure 48a), whose production is currently internationally banned due to carcinogenicity and other dangerous properties. In addition to the mentioned materials, there are many other liquid dielectrics:
for example, 1-phenyl-1-xylyl ethane \( \text{C}_{16}\text{H}_{18} \) (Figure 48b), also called PXE, is used as an impregnating agent in the capacitors manufacturing process.

![Figure 48. (a) The isomer of polychlorinated biphenyl; (b) The isomer of 1-phenyl-1-xylyl ethane.](image)

Some of the most widely known materials of solid insulators are porcelain (ceramic) and glass, because they can be easily spotted with the naked eye in overhead power lines. However, there are many more materials used: these are various rocks (minerals) such as mica and soapstone, and there are also a large variety of polymers—both duroplasts (e.g., various resins, polyurethane (Figure 49a), polyamide (Figure 49b), etc.) and thermoplastics (e.g., polyethylene (\( \text{C}_{2}\text{H}_{4} \)), polypropylene (\( \text{C}_{3}\text{H}_{6} \)), Figure 49c), polytetrafluoroethylene (\( \text{C}_{2}\text{F}_{4} \)) (Figure 49d), etc.). Furthermore, layered solid insulation is generally more electrically resistant than monolithic insulation of the same length: generally, its resistance depends on partial discharges in the gaps between layers, which is prevented by both impregnation and coverage with either gas or liquid [42]. Such a type of insulation can be called combined. Electrotechnical paper, a cellulosic material (Figure 49e), is often included in such combinations (especially in HV equipment), for example, paper–oxygen or paper–polypropylene film–synthetic liquid (e.g., already mentioned PXE) insulation.

Undoubtedly, the breakdown voltage and loss tangent are among the most important parameters of an insulator. The loss tangent of a solid insulator consists of three components:

\[
\tan \delta = \tan \delta_1 + \tan \delta_2 + \tan \delta_3, \tag{57}
\]

where \( \delta_1 \)—loss angle due to a flow of free charges; \( \delta_2 \)—loss angle due to polarization; \( \delta_3 \)—loss angle due to both partial discharges and ionization processes [42]. The loss tangent also depends on various external factors. In addition to the already mentioned water and gaseous impurities in liquids, insulation must be resistant to various mechanical, thermal, physical, chemical and other effects, and it must meet many requirements regarding acidity, viscosity, wettability, immunity against radiation, etc. For example, acidity can be characterized by pH scale along with the potassium hydroxide KOH amount needed to neutralize acids, wettability—by the contact angle of a liquid droplet on a solid surface (when the zero angle corresponds to a perfect wetting), and the resistance against radiation consists of both electromagnetic radiation (including full spectrum, in particular both X-rays and gamma) and particle radiation (e.g., helium ions \( \text{^4}\text{He}^{2+} \), electrons \( \text{e}^- \), positrons \( \text{e}^+ \), neutrons \( \text{n}^0 \)). In addition, an uneven distribution of the electric field gradient along the insulator along with the influence of both corona and grading rings must also be taken into consideration. To sum up, a heterogeneity in materials, their properties and external factors complicates PM research and development, delays the implementation, and can also reduce its accuracy. Moreover, as has been mentioned many times, real data capture remains challenging—not only due to the insufficient occurrence frequency of voltage transients but also due to their damping, a lack of measuring devices and limitations of their technical capabilities [2,9]. Perhaps progress can be accelerated by laboratory tests, but they require complex and expensive set-up.
Research on the fundamental grid component removal from a PQ signal has not been found in the existing literature. However, data processing with an IIR shelving filter showed that such filtering distorts PQ signals and converts them to the unsuitable form for a further analysis: (1) when $\Delta f$ is set to 1 Hz, a filter’s transient process lasts a relatively long time, concealing the signal, and (2) when $\Delta f$ is set to 25 Hz, the duration of the transient process is minimized but unfortunately in exchange for frequency response quality.

Contrary to biometrics, a large database is not always needed for PQ machine learning. On the other hand, it is more difficult to create a high-quality PQ database due to insufficient PQ events occurrence frequency (especially at a single grid node), which highly correlates with the difficulty in covering all possible scenarios (situations). The results provided by KNN are much more satisfying than SVM; however, it does not mean that KNN alone can successfully cope with all arising classification challenges, for example, with clusters overlapping which perhaps could be solved by both AI ensemble and adding more additional dimensions to the feature vector.

The proposed unique approach of three-dimensional voltage classification is a successful outcome achieved by using the simulation results presented in [9], and the geometric analysis of the feature clusters highlighted certain patterns, which has the potential to bring the problem significantly closer to successful completion. Moreover, developed the Clarke transformation-based method showed outstanding results; thus, it can be considered as a promising tool suitable for the simplification of short

Figure 49. (a) Polyurethane; (b) General structure of an amide; (c) Polypropylene; (d) Polytetrafluoroethylene; (e) Structural unit of a linear chain of cellulose is β-D-glucose [74].

5. Conclusions

1. Research on the fundamental grid component removal from a PQ signal has not been found in the existing literature. However, data processing with an IIR shelving filter showed that such filtering distorts PQ signals and converts them to the unsuitable form for a further analysis: (1) when $\Delta f$ is set to 1 Hz, a filter’s transient process lasts a relatively long time, concealing the signal, and (2) when $\Delta f$ is set to 25 Hz, the duration of the transient process is minimized but unfortunately in exchange for frequency response quality.

2. Contrary to biometrics, a large database is not always needed for PQ machine learning. On the other hand, it is more difficult to create a high-quality PQ database due to insufficient PQ events occurrence frequency (especially at a single grid node), which highly correlates with the difficulty in covering all possible scenarios (situations). The results provided by KNN are much more satisfying than SVM; however, it does not mean that KNN alone can successfully cope with all arising classification challenges, for example, with clusters overlapping which perhaps could be solved by both AI ensemble and adding more additional dimensions to the feature vector.

3. The proposed unique approach of three-dimensional voltage classification is a successful outcome achieved by using the simulation results presented in [9], and the geometric analysis of the feature clusters highlighted certain patterns, which has the potential to bring the problem significantly closer to successful completion. Moreover, developed the Clarke transformation-based method showed outstanding results; thus, it can be considered as a promising tool suitable for the simplification of short
circuit data analysis in three-dimensional space. In order to successfully implement all proposed mathematical operations, it is important to maintain the same order of elements in the vectors.

4. At present, many methodological gaps in PQ assessment inhibit AI application. Some of them have been noticed during the analysis of PQ data measured in the Lithuanian DSO grid: for example, regarding a multistage voltage sag, voltage sag burst, voltage sag followed by a power line disconnection, etc. It should be underlined that the majority of these solutions must be universally agreed upon in the form of PQ law amendments. It is noteworthy that such a discussion as that given in Section 4.1 is presented for the first time in the scientific literature.
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**Appendix A**

Clarke transformation of a balanced signal is shown in Figure A1: in a symmetrical case, as has been mentioned in Section 2.5.2, component $\gamma$ is equal to zero and therefore can be neglected. In the opposite case, when a signal is asymmetrical, $\gamma$ is not equal to zero; therefore, it can be treated as a kind of unbalance evaluating index. Usually, its value is the lowest, but an exceptional case—phase-to-ground voltage of two-phase-to-ground fault—is given in Figure A2 (see Tables 3 and 4). Obviously, such a feature is beneficial because it even more distinguishes the group. It is noteworthy that a phase-shift, a characteristic feature of asymmetrical faults (e.g., see [2,9] for more details), is not assessed in the calculations; however, fortunately, neither this aspect nor $\gamma$ discarding significantly impact the result. Moreover, the information loss effect is minimized even more since the approach is applied to all cases equally.

![Figure A1](image-url)
Figure A2. (a) Unbalanced signal; (b) Unbalanced signal after the Clarke transformation. Note that in the given case, contrary to the most asymmetrical cases, component $\beta$ is lower than $\gamma$. 
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