The Impact of Fortnightly Stratification Variability on the Generation of Baroclinic Tides in the Luzon Strait
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Abstract: The impact of fortnightly stratification variability induced by tide–topography interaction on the generation of baroclinic tides in the Luzon Strait is numerically investigated using the MIT general circulation model. The simulation shows that advection of buoyancy by baroclinic flows results in daily oscillations and a fortnightly variability in the stratification at the main generation site of internal tides. As the stratification for the whole Luzon Strait is periodically redistributed by these flows, the energy analysis indicates that the fortnightly stratification variability can significantly affect the energy transfer between barotropic and baroclinic tides. Due to this effect on stratification variability by the baroclinic flows, the phases of baroclinic potential energy variability do not match the phase of barotropic forcing in the fortnight time scale. This phenomenon leads to the fact that the maximum baroclinic tides may not be generated during the maximum barotropic forcing. Therefore, a significant impact of stratification variability on the generation of baroclinic tides is demonstrated by our modeling study, which suggests a lead–lag relation between barotropic tidal forcing and maximum baroclinic response in the Luzon Strait within the fortnightly tidal cycle.
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1. Introduction

Internal waves for which reduced gravity provides the restoring force widely occur in seas and are responsible for enhanced dissipation in the deep ocean [1]. Most of the internal wave energy is radiated from the source over a long distance, which can significantly affect the space-time distribution of energy available for global mixing [2–4]. The South China Sea may have most intense internal waves among all oceans. Internal solitary waves with peak-to-trough amplitudes over 150 meters have been reported in the northern South China Sea, and such waves are believed to impact other ocean processes notably [5,6]. Both observation and numerical simulation studies have suggested that the Luzon Strait is the main generation site of internal waves in the northern South China Sea [7–14]. Alford et al. depicted a cradle-to-grave picture of internal waves from the Luzon Strait to the continental shelf on a basin scale through the combination of in situ data and numerical simulation [15]. In situ observations show that the regularity and strength of internal solitary waves on the shelf of the northern South China Sea has a significant spring-neap variability [12,15,16]. Moreover, internal tides in the deep basin west of the Luzon Strait also show a spring-neap variability that has been demonstrated by moored current observations [17]. In addition, numerical simulations and remote sensing data suggest that internal solitary waves on the shelf are developed by nonlinear steepening and frequency dispersion of the baroclinic tides generated in the Luzon Strait by tide–topography interactions [8,9,12,15,18]. As Ramp et al. stated, “Most of the features of the wave arrival can be explained by the tidal variability in the Luzon Strait” [16]. Therefore, the generation of baroclinic tides in
the Luzon Strait, which is investigated in the present study, is important for forecasting internal wave characteristics in the South China Sea.

At least five different internal wave generation mechanisms exist including beam scattering, mixed region collapse, and lee–wave mechanism [18–22]. The timing and strength of the energy transfer process from barotropic to baroclinic mode thereof determine how the internal wave is generated at the beginning. In previous numerical studies concerning baroclinic tides in the Luzon Strait, the main focus has been on tides and topography and their interaction, for example, the spring-neap cycle, flood–ebb current, generation site, and resonance between two ridges [11–13,23,24]. Stratification is considered a minor factor in internal wave variability, for example, the seasonal variation of internal tides in the northern South China Sea is considered to be mainly modulated by the astronomical tides rather than by the seasonal thermocline in the Luzon Strait [17]. Some previous numerical simulations have shown that stratification can notably impact internal wave generation under specific conditions [25,26]. Recently, an extreme internal solitary wave with a maximum peak-to-though amplitude of 240 m was reported in the northern South China Sea [6]. The authors argue that the variability of stratification in the Luzon Strait may be a key factor for the generation of energetic internal tides and the formation of this extreme internal solitary wave event. As a result, the variability of stratification in the Luzon Strait obviously deserves more attention in baroclinic tide generation studies. In particular, stratification can be affected by many factors, such as surface heat flux and mesoscale eddy intrusion. To simplify this situation, we focus only on the tidal effect on stratification because the interaction between strong tidal flow and steep topography in the Luzon Strait can severely affect the local stratification and is thus the major source of baroclinic variability in our case. The specific questions we address are how stratification is affected by tide–topography interactions and how the baroclinic tides are affected by this stratification variability. Research on these questions will be helpful for improving the understanding of the internal wave generation process and variability in realistic situations.

In this paper, the MIT general circulation model (MITgcm) described by Marshall et al. is used for the three-dimensional hydrodynamic baroclinic simulation [27]. We focus mainly on the stratification variability and the generation of baroclinic tides in the Luzon Strait. Therefore, we decided to use the hydrostatic version of MITgcm as our main target processes can be adequately resolved by this model. The main objective is to determine how the stratification variability affects the internal wave generation in the Luzon Strait.

In Section 2, the model settings are presented. Subsequently, in Section 3, the model validation, the stratification variability, and the analysis of governing mechanisms in the Luzon Strait are presented. These sections are followed by an analysis of energy transfer and its effect on internal wave generation. Finally, the discussion and conclusions are presented in Sections 4 and 5, respectively.

2. Materials and Methods

The model domain covers the northern South China Sea, the Luzon Strait, and part of the Western Pacific and ranges zonally from 110° E to 129° E and meridionally from 16° N to 23° N. Realistic bathymetry data are derived from the general bathymetry chart of the oceans (GEBCO_08, Figure 1). The primary research domain, i.e., the Luzon Strait, is placed at the center of the model domain. L1 is selected as a generation site, and B2 falls along the propagation path [16]. The grid resolution in the horizontal direction is set to 1/30th degree × 1/30th degree, which is fine enough to describe baroclinic tidal signals for our model domain. A total of 115 uneven vertical layers are set, ranging from 10 m in the upper ocean and gradually increasing to 200 m in the deep ocean.
The model is driven by barotropic tidal currents composed of the first eight tidal constituents (M₂, S₂, K₂, N₂, K₁, O₁, P₁, Q₁) at four open lateral boundaries. Harmonic constants of forcing are derived from the OSU TOPEX/Poseidon Global Inverse Solution (TPXO7.2). A sponge layer is specified along the open boundaries to avoid artificial reflection (Figure 1). A relaxation term that relaxes variables toward the boundary values by applying a linearly increasing relaxation time scale is added to the momentum equation. The relaxation time scale is set to one M₂ cycle at the interior termination of the sponge layer and to one thousandth of one M₂ cycle at boundaries as the M₂ signal is most significant in our case.

Initial temperature and salinity are derived from the World Ocean Atlas 2009 and are horizontally homogeneous and vertically stratified (Figure 2a,b). According to the buoyancy frequency N (Figure 2c), the initial pycnocline is at a depth of approximately 100 m, showing a stable ocean stratification structure. A no-slip condition is used for lateral boundaries and at the bottom. The quadratic bottom drag coefficient is 0.002. The vertical diffusivity and viscosity are calculated by the KPP vertical mixing parameterizations proposed by Large et al., which can simulate oceanic processes like convective penetration and diurnal cycling based on physical principles [28]. The model run lasts for 50 model days with 1-min time steps and hourly output.

3. Results

3.1. Model Validation

Considering that we only use barotropic tidal forcing to drive the model, the model run is primarily validated using TPXO7.2 data. Figure 3 gives the co-tidal charts for the first four tidal constituents derived through harmonic analysis over the final 30 days of the model results. The co-tidal chart of M₂ (Figure 3a) is in good agreement with previous tidal current measurements [29]. Our model also reproduced the degenerated counterclockwise amphidromic system of K₁ and O₁ near the northern tip of Luzon Island, which was
mentioned in previous simulations [23,30,31]. Notably, wave-like stripes exist in the model-predicted amplitude and phase. These features are the manifestation of spatially coherent internal tide modulations with associated wavelengths [32].

Figure 3. The co-tidal charts calculated from model-predicted sea-level height for (a) $M_2$, (b) $K_1$, (c) $S_2$, and (d) $O_1$. Patched colors represent amplitude, gray lines represent phase (in deg and in reference to $0^\circ$).

Figure 4. The root mean square difference between the model and TPXO7.2 data of zonal barotropic velocity for (a) $M_2$, (b) $K_1$, (c) $S_2$, and (d) $O_1$.

The root mean square difference $D$ between the model and TPXO7.2 data for sea-level height and zonal barotropic velocity is used here [33]. The barotropic velocities $U = \frac{1}{H} \overline{u}$ and $V = \frac{1}{H} \overline{v}$ are defined as depth-averaged velocities, where $\overline{\cdot} = \int_{-d}^{\eta} \cdot / dz$ is the depth integration of a quantity from the bottom $-d$ to surface $\eta$ and the total water depth $H = \eta + d$.

$$D = \sqrt{\frac{1}{2} (A_o^2 + A_m^2) - A_o A_m \cos(\phi_o - \phi_m)} \quad (1)$$

where $A$ and $\phi$ are the amplitudes and phases of a given constituent, respectively, and subscripts $o$ and $m$ refer to the TPXO7.2 data and our model, respectively. The domain-averaged $D$ of sea-level height in areas deeper than 200 m is 3.03, 5.46, 1.34, and 2.78 cm for $M_2$, $K_1$, $O_1$, and $S_2$, respectively. The distributions of $D$ of the zonal barotropic velocity
in the Luzon Strait for the first four tidal constituents (Figure 4) show small values in most regions, which indicates a good agreement between the model results and the TPXO7.2. Relatively larger $D$ values appear mainly above ridges, where water is shallow. Our model is fully baroclinic and has a slightly different topography compared to the TPXO7.2 model, which has a stronger effect in shallow areas. Data assimilation is not included in our case but may also result in differences.

Figure 5 shows the comparison of time series of sea-level height $\eta$ at L1 between our model prediction and TPXO7.2. L1 is located on the side of a seamount in the Luzon Strait and is hypothesized to be a generation source for internal waves [16]. These two time series are in good agreement, and both show well-recognized spring-neap characteristics. The heights of high tides and low tides are different, but the phases match very well. Therefore, our model is suitable for the simulation of tidal characteristics.

Figure 5. The time series of sea-level height at L1. The blue line represents the model results, the red line represents the TPXO7.2 results.

### 3.2. Stratification Variability

The variability of stratification in our investigation is an important part of baroclinic responses. Therefore, we investigate this feature in more detail. The depth and strength of the pycnocline are two parameters used to evaluate stratification, whereas buoyancy frequency $N$ provides a more concise measure of ocean stratification. Given that barotropic tidal current in the Luzon Strait has a significant spring-neap tidal cycle, we calculate a time average over the spring-neap tidal cycle (model days 24 to 38) to determine the background field. For example, the background buoyancy frequency $N_b = \langle N \rangle$, where $\langle \cdot \rangle = \frac{1}{T} \int_{t}^{t+T} (\cdot) d\tau$, is the time average of a quantity over the time interval $T$, $T$ is 15 days covering a spring-neap cycle in this case. Apparently, the model results show different background stratification at different locations (Figure 2). At L1, which is located on the eastern side of the ridge and has a sharp topography, the $N_b$ shows no prominent peaks, which means the water column here has experienced significant vertical mixing and diffusion since initialization. At B2, which is located in the sea basin with more than 3000 m depth, $N_b$ is similar to the initial state, which means that stratification here is only slightly changed and that the vertical structure of the water column can be well maintained. For a more integrated picture, we analyze the time series of the depth-averaged $N^2$ between the surface and a depth of 300 m instead of the profiles below (Figure 6a).

According to the time series of the depth-averaged $N^2$, the stratification at L1 exhibits daily oscillations. After applying two times a moving average with a window size of 24 h, the time-smoothed result of stratification is marked by a bold line indicating the approximate fortnightly variability (Figure 6a). This variability shows a buoyancy increase and decrease cycle at L1 in the model, although no buoyancy input takes place during the model run, leading to the question as to which process is responsible for the enhancement of stratification. The low-pass decline of the depth-averaged $N^2$ is due to numerical diffusion and mixing. Finally, the stratification will almost disappear according to our model setting of no surface buoyancy forcing. The boundary tidal current signal plays an important role on the stratification variability, as it quickly traverses the model domain and dominates its variability. To investigate the reason for these results, we reviewed the local barotropic current field first (Figure 6b,c). The time series of zonal and meridional barotropic velocities suggest that the local barotropic flows are asymmetric, which means that these flows have
different strengths in opposite directions, and the stratification shows a similar spring-neap cycle as the barotropic velocity, which means there is an impact from barotropic forcing on stratification. The asymmetry in the barotropic tidal flows is defined by the discrepancies in the duration of the eastward (northward) and westward (southward) tidal currents [18]. The interactions and phase difference between tidal constituents are the major source behind the barotropic tidal asymmetry [34,35]. Besides, there are some barotropic mean flows on the order of 0.1 m/s near the west ridge (not shown), which are considered to be caused by topographic rectification [36–38], also contribute to the asymmetric barotropic flows.

In the following, we introduce the potential energy anomaly \( \varphi = g \hat{\rho} (\hat{\rho} - \rho)z \) [39,40] to explain what happens during stratification changes, where \( g \) is the gravity acceleration and \( \hat{\rho} \) is the depth-averaged density. \( \varphi \) is a depth-integrated value that represents changes in potential energy relative to the vertically homogeneous conditions. For a given density profile, \( \varphi \) is the amount of work per unit volume required to completely homogenize the water column [40]. Thus, we define \( \Delta \varphi \) as the potential energy anomaly change, where \( \varphi_0 \) is calculated from the initial field.

The interaction between barotropic flows and ridges causes vertical movements (Figure 7a) and thus can uplift or depress the isopycnals. Through this physical process, \( \varphi \) can decrease or increase (Figure 7b). Considering the generation of internal waves here and the accompanying intense baroclinic currents, the baroclinic component is expected to dominate the vertical velocity. These baroclinic flows are associated with the asymmetric barotropic forcing and exhibit a fortnightly cycle. Thus it is evident that the accumulated enhancing of stratification is unequal to the weakening (Figure 7b), and finally overwhelms the \( \varphi \), thereby contributing to the fortnightly stratification variability (Figure 6a).

**Figure 6.** (a) The time series of 0–300-meter depth-averaged \( N^2 \) and corresponding time-smoothed result (bold line) at L1. The shaded bar represents a three-day period. (b) The zonal barotropic \( U \) and (c) \( V \) at L1.
Figure 7. (a) The vertical velocity $w$ (positive upward) and (b) the potential energy anomaly $\varphi$ and the corresponding time-smoothed result at L1 over three days (shaded in Figure 6a).

Figure 8 shows the position of the isopycnals in relation to the baroclinic flow in the zonal L1-section during a tidal cycle. The interaction between barotropic forcing and topography in the stratified ocean can produce intense baroclinic currents. The simulated baroclinic currents show a structure of wave beams and their speed can reach to about 0.5 m/s, which are in agreement with the in situ observations [38]. Therefore, it can be concluded that our model performance is acceptable. According to our simulation, the horizontal baroclinic currents change directions with the tidal phase. The isopycnals also vary during a tidal cycle. In addition, the horizontal baroclinic velocity at L1 beats at a fortnightly cycle (not shown), which implies the impact of horizontal bariclinic currents on fortnightly stratification variability.

Figure 8. (a) The daily cycle of barotropic U-velocity in the zonal L1-section of day 25. The corresponding baroclinic U-velocity (shaded) and the isopycnals (contours) at (b) 4:00, (c) 10:00, and (d) 16:00.

Figure 9 shows daily averages of temperature and salinity when the time-smoothed depth-averaged $N^2$ is ascending or descending. Daily averages of the baroclinic U-velocity and V-velocity as well as the full W-velocity are shown in Figure 10. As can be seen, the magnitude of these mean currents and their temporal variability are in a reasonable range, indicating that the model is able to reasonably reproduce the underlying processes. The baroclinic velocity fields are associated with the asymmetric barotropic forcing in our simulation, and thus these rectified baroclinic flows also exhibit a fortnightly variability.
As shown in Figure 9, the halocline at L1 is depressed at day 25 and it is uplifted at day 32 above the ridge. Considering the vertical rectified flow exists in this area (Figure 10), the vertical movement of the halocline demonstrates that the vertical advection of buoyancy by the rectified flow near the ridge contributes to the fortnightly stratification variability. Due to the effect of internal wave generation, the stratification at L1 is relatively weak compared to its surroundings. Considering the horizontal difference of stratification and the existence of the horizontal mean baroclinic flow in this area (Figure 10), the horizontal advection by the baroclinic flow also contributes to the fortnightly stratification variability.

Figure 9. Daily averages of salinity and temperature in the zonal L1-section over (a) the ascending part day 25 and (b) the descending part day 32 shown in Figure 6.

Figure 10. Daily averages of (a,b) baroclinic U-velocity, (c,d) baroclinic V-velocity, and (e,f) W-velocity in the zonal L1-section over the ascending part day 25 and the descending part day 32.

These dynamics can explain how the stratification process varies at L1. Subject to our model configuration, the energy that enhances the stratification must originally come from boundary forcing. Given that there are two ridges in the Luzon Strait, when the
stratification at L1 is enhanced, the stratification at other places within the Luzon Strait should be weakened. Figure 11a,b shows $\Delta \phi$ and the corresponding time-smoothed result at L1 and L2, respectively, where L1 is on the east side of the ridge and L2 is on the west side of the ridge. The time-smoothed result at L2 shows an almost inverse phase compared to that at L1, which proves our speculation. In order to determine the spatial distribution, we calculated three daily averages $\langle \Delta \phi \rangle$ that are separated by 6 days, $d_1$, $d_2$, and $d_3$ (Figure 11a).

**Figure 11.** (a) The time series of potential energy anomaly change $\Delta \phi$ and corresponding time-smoothed result at L1 and (b) L2. The shaded bars $d_1$, $d_2$, and $d_3$ represent one-day periods on different dates. (c) The distribution of the differences of $\Delta \phi$ between $d_2$ and $d_1$, and (d) between $d_3$ and $d_2$.

Figure 11c,d shows the differences in $\Delta \phi$ between different intervals. For different intervals, these differences are almost in anti-phase, suggesting that the stratification in the Luzon Strait is always being redistributed within a spring-neap cycle. Regarding stratification, this result means that the baroclinic field in the Luzon Strait can be disturbed and redistributed by the interaction between asymmetric barotropic forcing and topography. Due to this redistribution, the energy transfer and the internal wave generation, which strongly depend on stratification, will be affected.

### 3.3. Energy Transfer

In order to analyze energy transfer and internal wave generation, we introduce the depth-integrated barotropic and baroclinic energy equations [24,41,42].

\[
\frac{\partial}{\partial t}(E_{k0} + E_{p0}) + \nabla \cdot F_0 = -C - \epsilon_0
\]  

(2)

\[
\frac{\partial}{\partial t}(E_k + E_p) + \nabla \cdot F = \bar{C} - \bar{\epsilon}
\]  

(3)
where subscript \(0\) and superscript \('\) indicate barotropic and baroclinic, respectively. \(E_k\) is the kinetic energy, \(E_p\) is the available potential energy, \(\mathbb{F}\) is the energy flux, \(\mathcal{C}\) is the barotropic to baroclinic energy conversion rate that connects the two equations, and \(\epsilon\) is the dissipation term including the conversion and radiation processes and bottom drag. As this paper mainly focuses on the baroclinic responses of barotropic forcing, we diagnose only the relative kinetic and potential energy terms and the conversion rate between the two.

\[
\mathcal{C} = p_b' W
\]

\[
E_{k0} = \frac{1}{2} \rho_0 (U'^2 + V'^2) H
\]

\[
E_{p0} = \frac{1}{2} \rho_0 g \eta^2
\]

\[
E'_k = \frac{1}{2} \rho_0 \int_{-d}^{\eta} (u'^2 + v'^2 + w'^2) dz
\]

\[
E'_p = \frac{8}{2 \rho_0} \int_{-d}^{\eta} \rho'^2 dz
\]

where \(p_b'\) is the perturbation pressure at the bottom; \(W = -\vec{U} \cdot \nabla H\) is the vertical velocity at the bottom due to barotropic flow over variable topography; \(\rho_0\) is the reference density; \(u' = u - U\) and \(v' = v - V\) are the zonal and meridional baroclinic velocity, respectively; \(w\) is the vertical velocity; and \(\rho' = \rho - \rho_b\) is the perturbation density due to wave motions, where \(\rho_b\) is the background density during the selected spring-neap cycle.

Overall, \(\mathcal{C}\) represents the conversion rate from barotropic to baroclinic mode. Generally, \(\mathcal{C}\) should be the sink term for Equation (2) and the source term for Equation (3), which also means that baroclinic terms gain energy from barotropic terms, on average. However, \(\mathcal{C}\) can be a sink for baroclinic components, for example, \(\mathcal{C}\) becomes negative when \(W\) and \(p_b'\) are out of phase [24,43]. In our case, \(\mathcal{C}\) is positive most of the time (Figure 12a), which represents energy transfer from barotropic tide to baroclinic tide. Negative \(\mathcal{C}\) can reach nearly half of the maximum positive value during spring tide, which suggests a strong local dissipation of the baroclinic tide for this period.

For kinetic energy, the barotropic part \(E_{k0}\) and the baroclinic part \(E'_k\) mainly change according to barotropic and baroclinic velocity, respectively. \(E_{p0}\) mainly changes with sea-level height and represents the potential energy due to surface waves. Equation (8) is an exact expression for the baroclinic potential energy if the fluid is linearly stratified [44]. In our case, \(N_b\) at L1 is slowly varying and almost constant, which suggests that this expression is suitable for evaluating the local available potential energy. \(E'_p\) directly measures the strength of isopycnal perturbations.

Figure 12b–e shows the changes for those energy components. The time series of \(E_{k0}\) and \(E_{p0}\) both show a significant spring-neap cycle and peaks in one day, which matches with the local barotropic tidal signal. The baroclinic energy components exhibit different features. \(E'_k\) reaches the highest peak when the local barotropic current is directed eastward. However, this behavior changes slowly and does not show a second narrow peak when the local barotropic current is directed westward. Especially for \(E'_p\), it shows a weaker correlation to the boundary forcing, and thus more nonlinear characteristics comparing to barotropic energy components.

Figure 12f shows the time-smoothed results of each of the above components with the same color. In order to analyze the interaction between the components, we applied a suitable amplification factor. The largest lag difference among energy components is between \(E'_p\) and the other components. Except for \(E'_p\), the other three energy components show the same fortnightly variability that matches well with the local barotropic forcing. The lag of \(E'_p\) indicates that the maximum baroclinic disturbance is not generated during the maximum barotropic forcing. At L1, the lag is approximately two days, which indicates that the maximum baroclinic disturbance occurs two days after the maximum spring
As we analyzed before, the baroclinic potential energy and barotropic components exhibit different features. The baroclinic potential energy depends on the perturbation density, which depends on local stratification and dynamic field. The stratification shows a fortnightly variability resulting from the advection of buoyancy by rectified baroclinic flows. In general, the fortnightly stratification variability, i.e., the phase of baroclinic potential energy and the phase of barotropic forcing do not match at most locations. Thus, our result shows a lag or lead relation between the maximum baroclinic potential energy and the maximum barotropic forcing on fortnight time scale. Additionally, the time-smoothed result of $C$ shows a comparable lag, which suggests that the maximum barotropic to baroclinic energy conversion is affected by this fortnightly stratification variability.

Figure 12. (a) Time series of depth-integrated barotropic to baroclinic conversion rate $C$, (b) barotropic kinetic energy $E_{k0}$, (c) baroclinic kinetic energy $E'_{k}$, (d) barotropic potential energy $E_{p0}$, and (e) baroclinic potential energy $E'_{p}$ at L1. (f) Time-smoothed results of the above-mentioned components with the same color.
Here, we introduce a harmonic fit $f(t) = A \cos(\omega t + P) + M$ of the time-smoothed results, where $\omega$ is the selected spring-neap cycle frequency corresponding to 14.78 days, $t$ is the time, $A$ is the amplitude, $P$ is the phase, $M$ is the time average of a spring-neap cycle, and $f$ is the harmonic fitted result. In order to evaluate the goodness of this fit, the coefficient of determination $R = 1 - \sum_{i=1}^{n} \frac{(y_i - f_i)^2}{(y_i - \bar{y})^2}$ is calculated here, where $f_i$ is the predicted value from the fit, $y_i$ represents the observed data, and $\bar{y}$ is the mean of observed data. $R$ is generally a value between 0 and 1, and a value closer to 1 indicates a better fit.

Figure 13 shows the harmonic fit results of $E_{k0}$ and $C$ for model days 24 to 38. The average $R$ of $E_{k0}$ and $C$ in the Luzon Strait is 0.9664 and 0.9097, respectively, which suggests that most of the spring-neap variation of barotropic and baroclinic tides in the Luzon Strait can be explain by this fit. Strong $E_{k0}$ is mainly distributed in channels between islands and seamounts (Figure 10c), and is accompanied by intense spring-neap variation (Figure 13a). The main generation sites and dissipation sites of baroclinic tides, suggested by time-averaged $M$ (Figure 13f), are mainly distributed along the two ridges [7,23,31] and are accompanied by intense spring-neap variation as well (Figure 13d). $P$ suggests the arrival time of spring tide. The arrival time of the maximum $E_{k0}$ (Figure 13b) and $C$ (Figure 13e) during the selected period can be calculated from the phase. For $E_{k0}$, the arrival time shows differences along the isobath in general. For $C$, only the sites where $R$ is greater than 0.9 and where the average $C$ is greater than 2 $W \cdot m^{-2}$ are presented because we mainly focus on the generation process, the arrival time is also quite similar in the main generation sites.

Figure 14 shows the estimated lag between $C$ and $E_{k0}$ calculated from the phase difference. Only the generation sites are presented as well as Figure 13e. Obviously, on the fortnightly time scale, the $C$ is not phase-locked to $E_{k0}$ on potential generation sites of the Luzon Strait. Similar to L1, which we analyzed above, there are many other sites where $C$ lags behind $E_{k0}$. Meanwhile, during this spring-neap period, $E_{k0}$ may also lag behind $C$ in some locations. The coexistence of both positive and negative lags is an expected result as well as we can see the stratification in the Luzon Strait is fortnightly redistributed (Figure 11). The difference in the arrival time between the maximum barotropic tidal
forcing and the maximum barotropic to baroclinic conversion rate are not only a local relation at L1 but are also a more general pattern, which suggests a lead-lag relation between barotropic tidal forcing and maximum barolinic response within the fortnightly tidal cycle.

Figure 14. The estimated lag between conversion rate $\bar{C}$ and depth-integrated barotropic kinetic energy $E_k$ at main generation sites of baroclinic tides in the Luzon Strait. Positive means $\bar{C}$ lags behind $E_k$.

4. Discussion

Internal waves in the South China Sea begin as sinusoidal disturbances in the Luzon Strait [15]. Zhao and Alford presented a simple prediction model that can estimate the arrival times of internal solitary waves in the northeastern South China Sea based on a phase-locked relationship within the tidal cycle between internal solitary waves on the South China Sea shelf and westward tidal currents in the Luzon Strait [9]. However, the amplitude of the internal solitary waves, which depends on the strength of tidal forcing, background flow, and stratification near the generation region, is unpredictable in the prediction model in the above work. There is a clear correlation between the magnitude of semidiurnal tidal current in the Luzon Strait and the corresponding height of the leading solitary wave in the basin of South China Sea [12], which suggests the importance of fortnightly variability in the prediction of internal waves. The intensity of the initial disturbances that can be represented by the baroclinic potential energy at the generation source depends on the local stratification and flow. The local stratification and flow can be modified by Kuroshio and mesoscale eddies in the Luzon Strait, thereby affecting the internal wave generation and evolution [18,45–47]. Except for these two factors, our model results demonstrate that the stratification can also be altered by rectified baroclinic flows, thereby resulting in a lead–lag phenomenon within the fortnightly cycle.

There are some factors that may alter the stratification in our simulation. The two-ridge system in the Luzon Strait enhances the interaction between baroclinic tides from different sites, which may also affect the stratification variation in our model. This effect is considered to be responsible for the high local dissipation [11,24], which should weaken the stratification. Thermal wind balance driven flows caused by the horizontally non-homogeneous stratification may enhance mixing and ultimately weaken the stratification. Mean barotropic flows caused by tidal rectification can also suppress or uplift the stratification and thus modulate the stratification redistribution [36,37]. The strong mean barotropic flows exist only near the ridges, while the redistribution of stratification occurs over the whole Luzon Strait, therefore these mean barotropic flows play a secondary role for modulating the stratification over this research domain.
Although our model grid is too coarse to discuss the details of internal solitary wave generation and our diffusion and viscosity scheme cannot resolve wave-breaking, the energy calculation is still credible as background dissipation is included to parameterize this effect. Meanwhile, the interaction between the asymmetric tidal current and the topography generally exists in the Luzon Strait, and can uplift and suppress the isotherms [18]. Thus, the fortnightly variability of stratification revealed by our model results certainly affects the prediction of internal wave amplitude. Our model results suggest that due to this lead-lag relation, the maximum internal solitary wave under certain conditions may not be triggered by the maximum barotropic forcing.

5. Conclusions

We analyzed the baroclinic responses to barotropic forcing by investigating two aspects, namely, stratification variability and energy transfer, using the MITgcm model [27]. We first validated the model results and thus proved the reliability of our simulation. The stratification variability was investigated by analyzing profiles of temperature and salinity, as well as time series of buoyancy frequency and potential energy anomaly [40]. The energy transfer was investigated based on the depth-integrated barotropic and baroclinic energy equations [24,41,42], specifically by diagnosing the relative kinetic and potential energy terms and the conversion rate in the equations.

We found that the stratification in the Luzon Strait exhibits daily variation caused by daily variations of baroclinic tidal flows and fortnightly variability mainly caused by rectified baroclinic flows. The interaction between asymmetric barotropic forcing and topography generates intense baroclinic flows and thus offers an approach to increasing the stratification without buoyancy inputs like precipitation, fresh water from rivers, and surface heat fluxes. This interaction can also decrease the stratification, thus resulting in the fortnightly variability of stratification. In a scenario without surface buoyancy fluxes, we demonstrated that the stratification in the Luzon Strait can be periodically redistributed by the interaction between periodic asymmetric barotropic forcing and topography. Each barotropic and baroclinic energy component reflects a spring-neap cycle overlaid on the daily variation. The phases of the fortnightly cycle of baroclinic potential energy and conversion rate at L1, which is one location of internal wave generation in the Luzon Strait, do not match the phase of the barotropic energy component, which indicates that the internal wave generation is affected by this fortnightly stratification variability and that the maximum disturbance of these internal waves may not be generated during the maximum barotropic forcing. Extended to the whole Luzon Strait, this lead–lag relation between barotropic tidal forcing and maximum baroclinic response within the fortnightly tidal cycle generally exists in the source of internal waves. In summary, we infer that the fortnightly variability of stratification in the Luzon Strait due to rectified baroclinic flows can significantly affect energy transfer and internal wave generation.

The exact length of the lead–lag relation that determines the accuracy of internal wave amplitude prediction might be affected by the mixing parameterization in our model and by other processes such as mesoscale eddy intrusion, Kuroshio intrusion, and strong upper-layer mixing induced by winds in the real ocean. In order to improve the ability to predict internal waves, each of the effects of the above factors needs further investigation.
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