Predicted Mapping of Seabed Sediments Based on MBES Backscatter and Bathymetric Data: A Case Study in Joseph Bonaparte Gulf, Australia, Using Random Forest Decision Tree
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Abstract: Predictive mapping of seabed sediments based on multibeam bathymetric (BM), and backscatter (BS) data is effective for mapping the spatial distribution of the substrate. A robust modeling technique, the random forest decision tree (RFDT), was used to predict the seabed sediments in an area of the Joseph Bonaparte Gulf, Northern Australia, using the multibeam data and seabed sediment samples collected simultaneously. The results showed that: (1) Using multibeam bathymetry data in addition to multibeam backscatter data improves the prediction performance of the RFDT. In comparison to only multibeam backscatter data, the prediction performance achieved a ~10% improvement in sediment properties; it achieved a ~44.45% improvement of overall accuracy in sediment types, and a ~0.55 improvement in Kappa. (2) The underlying relationships between sediment properties and multibeam data show that there is an opposite non-linear correlation between sediment property-BS and sediment property-BM. For example, there is an obvious negative relationship between %mud-BS at incidence angles of 13° and 21°, but the relationship between %mud-BM is positive. As such, the RFDT is a useful and well-performing method in predicting the relationship between sediment properties and multibeam data and in predicting the distribution of sediment properties and types. However, the sediment prediction method in deep-water areas with high gravel content needs to be further evaluated.
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1. Introduction

Seabed sediments are an important seabed interface as accurate seabed characteristics over a large area are significant in mapping benthic habitats [1–5], identifying seabed geological environment [6–10], and managing marine protected areas [11]. The traditional in situ sampling method of seabed sediments is not suitable for the mapping of a large area of seabed substrate because of its disadvantages such as a limited number of samples, high sampling cost, and low reliability. In contrast, the rapid development of acoustic remote sensing techniques that utilize the emission and return of acoustic signals to describe seafloor morphology and seabed texture has played an increasingly important role in the mapping of the seabed environment. In particular, the modern multibeam echo-sounder system (MBES) is capable of collecting multibeam bathymetry (BM) and backscatter (BS) data simultaneously from hundreds of narrow-angle beams that create small footprints on the seabed.

Many studies have shown that acoustic BS has a strong correlation with sediment properties [12–16]. Although the relationships between sediment properties and BS...
are often not linear, they generally show that coarser sediment is associated with a stronger backscatter intensity return than finer sediment [13,16–19]. For example, previous studies have shown that BS has a positive correlation with sediment mean grain size (MGS) [12,15,20–22]. This backscatter-sediment relationship thus forms the foundation for using BS for seabed sediment mapping [2,10,23–27]. In addition, previous studies have demonstrated that the angular response of the BS can improve the overall accuracy of the predicted classes. [9,23,24,28–32]. Various methods have been used for automatic classification and mapping, including decision trees (DT) [30,33–36], random forest decision tree (RFDT) [37–41], support vector machines (SVM) [42,43], artificial neural networks (ANN) [44], QTC Multiview [26,27], clustering [45] and maximum likelihood classifier (MLC) [35,43]. Of these methods, the RFDT, which uses the bagging process for performance evaluation [37], is used to directly obtain the overall prediction accuracy. Approximately two-thirds of the samples (in-bag samples) were randomly selected for tree construction, and the remaining one-thirds of the samples (out-of-bag samples, OOB) were used for error evaluation. At the same time, OOB samples are also used to estimate the relative importance of explanatory variables [31,37,46]. Moreover, retests can be performed using the explanatory variables with higher relative importance to improve the prediction accuracy of the model [41]. Previous studies have shown that sediment samples were obtained by sampling in a single region [31,41], which inevitably led to limitations in sample types. In the supervised classification process, the acoustic class is directly related to the true ground types. Whether the acoustic type of the supervised classification is consistent with the true substrate type of the sample area remains to be studied.

In this study, we used the RFDT to rank the importance of explanatory variables. Relatively important variables were selected to explore the correlation between acoustic signals (multibeam BM and BS) and sediment attributes, thereby classifying and mapping the sediment types. We also examined whether additional BM and its derivatives would improve the prediction performance of sediment mapping. The ultimate aim was to predictively map a large area of the seabed substrate predictively by applying the RFDT. The flow chart of the data processing and analysis in this study is shown in Figure 1.

Figure 1. Workflow diagram of the research methods from raw data processing to model prediction.
2. Study Area and Data

2.1. Study Area

The Joseph Bonaparte Gulf is located at Northern Australian margin (Figure 2a), and the multibeam and sediment data were acquired in four areas by Geoscience Australia [47–49]. The seabed environments were extensive, shallow carbonate-dominated margins [47,48]. The banks and channels covered by the four areas could be considered as representative of the north Australian shelf (Figure 2b) [49]. The sediments in Joseph Bonaparte Gulf mainly originate from the multitudinous rivers in tropical region of Australia [50]. They are mainly composed of carbonate grains [47]. The sediments are dominated by muddy sands with well-sorted coarser to medium sands. In order to increase the diversity of the samples, we collected data from four sub-regions. They were located on the outer-shelf region, away from the coast to near-shore area with BM ranging from 24 to 174 m (BP_A, Figure 2A), 7 to 116 m (BP_B, Figure 2B), 16 to 214 m (BP_C, Figure 2C) and 37 to 57 m (BP_D, Figure 2D). The areas contain a variety of complex topography, including flat bed, deep valleys, and plains, etc. (Figure 2A–D). This made it easier for us to collect more types of ground true values. The data collected from the BP_A area were used in two experiments, one was that BM and BS were used as explanatory variables, the other was that only BS was used as explanatory variables. Based on the better performance of experiment, we pooled the data of four sub-regions (BP_A- D) to predict the distribution of acoustic classes.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** The study area and the sediment sample locations: (a). The relative location of study area in northern Australian and (b). The location of the four subregions on the continental shelf. (A). The mapping area BP_A; (B). The mapping area BP_B; (C). The mapping area BP_C; (D). The mapping area BP_D.

2.2. Sediment Samples and Property

A total of 132 sediment samples were collected from the four areas at representative locations using Smith Macintyre grab (0.1 m²) in August and September 2009, and July and August 2010. They were analyzed in the laboratory to obtain four sediment properties.
The properties of %sand, %mud and %gravel were obtained using the wet sieve separation method [51], and the MGS was obtained by the laser granulometry method (a Malvern Mastersizer 2000, Malvern Instruments Ltd., Worcestershire, UK). These sediment samples were also classified into sediment types according to the modified Folk classification scheme [52]. The 132 sediment samples are shown in Table 1, while the samples of each sub-region are listed in Table 2.

### Table 1. The modified Folk classification for classifying the sediment samples.

<table>
<thead>
<tr>
<th>Seabed Sample Types</th>
<th>Radio of Sand to Mud</th>
<th>%Gravel</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>sandy Gravel (sG)</td>
<td>&gt;9</td>
<td>30–80%</td>
<td>9</td>
</tr>
<tr>
<td>muddy sandy Gravel (msG)</td>
<td>1–9</td>
<td>30–80%</td>
<td>5</td>
</tr>
<tr>
<td>gravelly Sand (gS)</td>
<td>&gt;9</td>
<td>5–30%</td>
<td>9</td>
</tr>
<tr>
<td>gravelly muddy Sand (gmS)</td>
<td>1–9</td>
<td>5–30%</td>
<td>59</td>
</tr>
<tr>
<td>Sand (S)</td>
<td>&gt;9</td>
<td>&lt;5%</td>
<td>6</td>
</tr>
<tr>
<td>muddy Sand (mS)</td>
<td>1–9</td>
<td>&lt;5%</td>
<td>39</td>
</tr>
<tr>
<td>sandy Mud (sM)</td>
<td>&lt;9</td>
<td>&lt;5%</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 2. The types and numbers of sediment samples in the four sub-regions.

<table>
<thead>
<tr>
<th></th>
<th>sG</th>
<th>msG</th>
<th>gS</th>
<th>gmS</th>
<th>S</th>
<th>mS</th>
<th>sM</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP_A</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>14</td>
<td>4</td>
<td>26</td>
<td>–</td>
<td>54</td>
</tr>
<tr>
<td>BP_B</td>
<td>–</td>
<td>2</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>18</td>
</tr>
<tr>
<td>BP_C</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>BP_D</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>25</td>
<td>–</td>
<td>10</td>
<td>1</td>
<td>37</td>
</tr>
<tr>
<td>Numbers</td>
<td>9</td>
<td>5</td>
<td>9</td>
<td>60</td>
<td>6</td>
<td>39</td>
<td>4</td>
<td>132</td>
</tr>
</tbody>
</table>

2.3. Multibeam Data and Its Processing

Raw BM and BS were collected using a 300 kHz Kongsberg EM3002 MBES. For each survey, the MBSE was calibrated against a reference seabed to ensure the levels of the BS and BM were consistent. The reference seabed should be smooth, sandy and flat [53]. The multibeam data included the BM and its derivatives. BS was finally generated in ArcMap 10.2 as raster data with a resolution of 10 m × 10 m. The Smith-McIntyre grab had an opening of 0.1 m², which was smaller than the cell size of the multibeam data (100 m²). The sample locations were determined using the same DGPS system as the multibeam surveys, which were highly error-free in terms of horizontal accuracy.

2.3.1. Backscatter Data

The raw BS was processed in Geoscience Australia using the CMST-GA MB Process v8.11.02.1 software, which was co-developed by Geoscience Australia and the Center for Marine Science and Technology at Curtin University of Technology [54,55]. The post-processing included the corrections of acoustic signal loss during transmission, the influence of the ensonification area, and the removal of the system implemented model [54,55]. An along-track sliding window of 100 pings was used to calculate the mean angular response. We also removed the angular dependence to obtain BS mosaics normalized to select incidence angles and to obtain the real angular response curves of the BS [56–58]. Finally, the normalized backscatter at the incidence angle (BIA) between 1 and 60°, with an interval of 1°, was generated by the mean BS value within the window [59]. These 60 BS mosaics effectively form a BS angular response curves dataset [15,28,32]. The spatial resolution of these BS mosaics was set to 10 m for the Joseph Bonaparte Gulf, which was approximately 2% of the BM.

2.3.2. Bathymetric Data and Derivatives

The raw BM was processed using the Caris Hips and Sips V6.1 software. The calibrations included applying motion sensor information (e.g., differential GPS, roll, pitch and
yaw), correcting tidal variations using the WXTide32 software (http://www.wxtide32.com, accessed on 1 January 2012), removing spikes and outliers, and correcting sound velocity variations. The corrected bathymetric data were generated as grid data of 10 m cell size. Several derivatives were derived from bathymetric data, including slope, benthic position index (BPI) [60], and surface area (SA) [61]. At the end of data processing, we reassembled all the explanations with Arcmap10.2 software with cell size of 10 m × 10 m. BPI refers to the difference between the elevation of the center point and the average of the surrounding elevations. The calculation formula is as follows:

\[
BPI = e - \frac{\sum_{i=1}^{8} e_i}{8}
\]

where \(e\) is the elevation.

3. Sediment Mapping Methods

This study used a robust predictive modeling technique, RFDT, to map seabed sediments in the study area [37,40,41]. The modeling steps included the selection of target and explanatory variables, tuning of modeling parameters, searching for the best combination of explanatory variables, accuracy assessment, and generation of predictive relationship curves. The final models were then used to generate predictive maps of sediment types and properties.

3.1. Predictive Model—Random Forest Decision Tree

The RFDT technique was implemented using the DTREG software [37] (http://www.dtreg.com, accessed on 1 January 2021). It has the ability to model the nonlinear relationship between the target and explanatory variables and calculate the relative importance of the explanatory variables. The model uses the proportion of variance explained (\(R^2\)) and overall accuracy as statistics to evaluate the prediction performance of sediment grain size properties and sediment types, respectively. In order to maximize the prediction accuracy of the models, the best combinations of explanatory variables were selected manually according to \(R^2\) or overall accuracy (detailed in Section 3.1.3).

3.1.1. Target and Explanatory Variables

In this study, the explanatory variables contained BS mosaics at 45 incidence angles, BM, slope, surface area (SA), and BPI. The target variables are numerical variables of %gravel, %sand, %mud, and MGS, and a categorical variable of sediment types. Post raw BS data processing, it was noticed that there is missing data when the incidence angle is less than 5° and greater than 45°. Therefore, we selected the BS between 5 and 45° as the explanatory variables.

3.1.2. Selection of the Best Combination of Modeling Parameters

The first modeling step was to select the best combination of modeling parameters. The model parameters, the “number of trees in forest,” the “minimum size node to split” and the “maximum tree levels” have an important influence on the prediction accuracy of the random forest model. To optimize the modeling performance, we used all 45 explanatory variables to determine the best combination of model parameters with the highest \(R^2\) or overall accuracy. The number of trees in this step was predetermined. The value was 200 when the samples were only from BP_A, and it was 1000 when the samples were from all four sub-regions. We only changed two parameters: the “minimum size node to split” parameter varied between 2, 3, 4, 5 and 6 and the “maximum tree levels” parameter varied between 5, 10, 15, 20, and 25. Therefore, in total there were 25 combinations of parameters that were tested in this step.

After a trial-and-error process, the parameters of RDFT were set as follows:

The samples were from BP_A:
3.1.3. Selection of the Best Combination of Explanatory Variables

In this second step, we manually selected the best combination of explanatory variables to improve the overall prediction accuracy from the previous step; this was an interactive process. In the first iteration, we selected only one of the 45 explanatory variables that had the best prediction performance (e.g., the highest adjusted R² or overall accuracy). In the second iteration, the remaining explanatory variables were added to the model one by one; again, the variable with the best prediction performance was selected as the second final explanatory variable. The iterative process continued until there was no further improvement in prediction performance. The models using the best combinations of explanatory variables were selected as the final models for predicting the sediment grain size properties and sediment types [15,16,24].

3.1.4. Generation of the Predictive Relationships between the Important Explanatory Variables and Target Variables

To examine the relationships between multibeam data and sediment properties, we compared two cases: only BS was set as an explanatory variable, and BM and BS were both set as explanatory variables. We identified and ranked the importance of explanatory variables that obtained a higher adjusted R² [31,62]. For each target variable, the most important explanatory variable was scored as 100, and the remaining explanatory variables scored lower values according to their contribution to the model. Finally, we chose explanatory variables with importance scores greater than 70 to generate predicted relationship curves.

For each explanatory variable with importance scores greater than 70, we created an artificial dataset with 50 rows. The number of columns (data attributes) associated with one explanatory variable was selected for each final model. For example, we wanted to indicate the predicted relationship between the BM and %mud. The BM column had values ranging from its minimum to its maximum sample values, with equal increments across the 50 rows. The value of any other column was kept constant, which is the mean value of the respective explanatory variable.


We used two methods to evaluate the prediction performance. The first method relied on the accuracy statistics of RFDT. The RFDT used the “out of bag” samples for validation of the model performance. The “out of bag” samples contained about 1/3 of the total samples that were not used in the model development. As a result, this was regarded as an “independent” test of prediction performance without requiring a separate or additional dataset. Moreover, when the target variables were the sediment properties, adjusted R² statistics were used for the accuracy assessment, and when the target variable was the sediment type, we calculated the Kappa between the measured sediment type and the predicted sediment type to evaluate the performance of the model.

\[
\kappa = \frac{P_o - P_e}{1 - P_e}
\]
\[ p_o = \frac{a_1 \times b_1 + a_2 \times b_2 + \cdots + a_n \times b_n}{n \times n} \]  \hspace{1cm} (3)

where \( p_o \) is the overall accuracy, \( n \) is the number of samples, \( a_n \) is the number of each type of ground true data, and \( b_n \) is the number of accurate predictions for each type.

The second method is the accuracy evaluation of the statistics. This method evaluates the prediction accuracy of the sediment properties. We utilized three statistical methods to assess the accuracy of the prediction results: the mean square error (MAE, Equation (4)), the root-mean-square error (RMSE, Equation (5)) and the normalized root mean square error (N-RMSE, Equation (6)).

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \frac{|X_{obs,i} - X_{model,i}|}{X_n} \hspace{1cm} (4)
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_{obs,i} - X_{model,i})^2}{n}} \hspace{1cm} (5)
\]

\[
N - \text{RMSE} = \frac{RMSE}{X_{obs}} \hspace{1cm} (6)
\]

In statistics, the MAE is used to measure how close predictions are to the “observed” values. For an unbiased estimator, RMSE is the square root of the variance, known as the standard deviation. The N-RMSE is the RMSE divided by the range of the observed values of the variable being predicted. This value is often expressed as a percentage, where lower values indicate less residual variance.

3.3. Two Experiments

To examine whether additional BM and its derivatives would improve the prediction performance of sediment mapping, we conducted two experiments in this study. Samples were collected from the BP_A. In the first experiment, we used only the 45 BS mosaics as the explanatory variables, while in the second experiment, in addition to these BS mosaics, the BM and its three derivatives (slope, SA, and BPI) were also used as explanatory variables.

4. Results

4.1. Prediction of Sediment Grain Size Properties

4.1.1. Modeling Results of Predicting Sediment Grain Size Properties

In the first experiment, using only the multibeam BS as explanatory variables, the modeling results for predicting individual sediment grain size properties are shown in Table 3.

- The combination of explanatory variables for predicting %gravel was BIA of 15, 18, and 34° with the highest adjusted R² of 0.68;
- The combination of explanatory variables for predicting %mud was BIA of 13 and 21° with the highest adjusted R² of 0.46;
- The combination of explanatory variables for predicting MGS was BIA of 14, 48, 25, 33, and 22°, which achieved the highest adjusted R² with 0.86 (Table 3).
Table 3. Selected feature variables for predicting the sediment grain size properties and the proportion of variance explained by the model ($R^2$) as when only BS was set as explanatory variable.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>%Gravel ($R^2$)</th>
<th>%Mud ($R^2$)</th>
<th>MGS ($R^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial experiment</td>
<td>$15^\circ$ (0.57)</td>
<td>$13^\circ$ (0.38)</td>
<td>$14^\circ$ (0.76)</td>
</tr>
<tr>
<td>1st</td>
<td>$18^\circ$ (0.66)</td>
<td>$21^\circ$ (0.46)</td>
<td>$48^\circ$ (0.82)</td>
</tr>
<tr>
<td>2nd</td>
<td>$34^\circ$ (0.68)</td>
<td>$17^\circ$ (0.45)</td>
<td>$25^\circ$ (0.84)</td>
</tr>
<tr>
<td>3rd</td>
<td>$27^\circ$ (0.65)</td>
<td>—</td>
<td>$33^\circ$ (0.85)</td>
</tr>
<tr>
<td>6th</td>
<td>—</td>
<td>—</td>
<td>$22^\circ$ (0.86)</td>
</tr>
<tr>
<td>7th</td>
<td>—</td>
<td>—</td>
<td>$27^\circ$ (0.85)</td>
</tr>
</tbody>
</table>

In the second experiment, when using both multibeam BM and BS data as explanatory variables, the modeling results for predicting individual sediment grain size properties are shown in Table 4.

- The combination of explanatory variables for predicting %gravel were BM and BIA of $15$ and $34^\circ$ with the highest adjusted $R^2$ of $0.77$;
- The combination of explanatory variables for predicting %mud were BM and BIA of $13$ and $21^\circ$ with the highest adjusted $R^2$ of $0.57$;
- The combination of explanatory variables for predicting MGS were BM and BIA of $14$ and $24^\circ$, which achieved the highest adjusted $R^2$ with $0.85$ (Table 4).

Table 4. Selected feature variables for predicting the sediment properties and the proportion of variance explained by the model ($R^2$) when BM and BS were set as explanatory variable.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>%Gravel ($R^2$)</th>
<th>%Mud ($R^2$)</th>
<th>MGS ($R^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial experiment</td>
<td>$15^\circ$ (0.57)</td>
<td>$13^\circ$ (0.39)</td>
<td>$14^\circ$ (0.76)</td>
</tr>
<tr>
<td>1st</td>
<td>BM (0.74)</td>
<td>BM (0.53)</td>
<td>BM (0.82)</td>
</tr>
<tr>
<td>2nd</td>
<td>$34^\circ$ (0.77)</td>
<td>$21^\circ$ (0.57)</td>
<td>$24^\circ$ (0.852)</td>
</tr>
<tr>
<td>3rd</td>
<td>$48^\circ$ (0.65)</td>
<td>$16^\circ$ (0.56)</td>
<td>$48^\circ$ (0.849)</td>
</tr>
</tbody>
</table>

4.1.2. The Predicted Relationships between Multibeam Data and Sediment Properties

In this paper, we only present the predicted relationships between multibeam data and sediment grain size properties from the results of the second experiment, as it achieved superior prediction performance (Tables 3 and 4). The selected explanatory variables for the predictions of individual sediment grain size properties, with the relative importance > 70%, are shown in Table 5. For %mud, the three most important explanatory variables were the BIA of $13^\circ$ and $21^\circ$ and BM, in order. For %gravel, the three most important explanatory variables were the BIA of $15^\circ$ and $34^\circ$ and BM, in order. For MGS, the three most important explanatory variables were the BIA of $14^\circ$ and $24^\circ$ and BM, in order.

Table 5. The relative importance of characteristic variables for predicting the sediment properties explained by the model.

<table>
<thead>
<tr>
<th>Sediment Grain Size Property</th>
<th>Relative Importance of Characteristic Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mud</td>
<td>$13^\circ$ (100%), $21^\circ$ (77.56%), depth (73.64%)</td>
</tr>
<tr>
<td>Gravel</td>
<td>$15^\circ$ (100%), $34^\circ$ (97.95%), depth (88.09%)</td>
</tr>
<tr>
<td>MGS</td>
<td>$14^\circ$ (100%), $24^\circ$ (94.90%), depth (86.53%)</td>
</tr>
</tbody>
</table>

The predicted relationships generated from these important explanatory variables are plotted in Figure 3. They show that all the predicted relationships are nonlinear. These relationships are described as follows:

- There was an obvious negative correlation between the %mud and the BIA of $13^\circ$ and $21^\circ$ (Figure 3b,c), but there was a positive correlation between the %mud and the BM until reaching a BM of ~100 m (Figure 3a);
- The overall relationships between %gravel and the BIA of 15 and 34° were positive (Figure 3a,f). When the BS increases to ~22 dB, the %gravel increases from 1% to 12%; increasing the BS further to ~15 dB, however, decreases the %gravel to ~9%; further increasing the BS to ~12 dB increases the %gravel again to ~15%. There is an abrupt relationship between the %gravel and BM. When the BM is shallower than ~32 m, the corresponding %gravel is more than 16%. However, when the BM is deeper than ~32 m, the %gravel sharply decreases to about 4% (Figure 3d);

- The overall predicted relationships between the MGS and the BIA of 14 and 24° are positive (Figure 3b,i), while a negative relationship was predicted between the MGS and BM (Figure 3g).

**Figure 3.** The predictive relationship curves between the characteristic variables and sediment properties. (a), %mud and BM; (b), %mud and BIA = 13°; (c), %mud and BIA = 21°; (d), %gravel and BM; (e), %gravel and BIA = 15°; (f), %gravel and BIA = 34°; (g), MGS and BM; (h), MGS and BIA = 14°; (i), MGS and BIA = 24°. BM indicates bathymetry, BIA indicates incidence angle of backscatter, and BS indicates backscatter intensity.

### 4.1.3. The Prediction Maps of the Sediment Grain Size Properties

In the first experiment, the predicted %gravel is between 16% and 42%, which is significantly larger than the measured value (0.05% to 46%) (Figure 4b). The predicted %mud ranges from 0.8% to 28%, which is significantly lower than the measured value (0.5% to 42%) (Figure 4d). The predicted %sand ranges from 47% to 79%, which is significantly smaller than the measured %sand (51% to 92%) (Figure 4f). The predicted value of mean particle size is between 355 and 760 μm, which is significantly larger than the measured mean particle size (124 to 827 μm) (Figure 4h).

In the second experiment, the predicted %gravel map shows that the %gravel is between 0.2% and 41%, while the measured values are between 0.05% and 46% (Figure 4a). The predicted %mud ranges from 0.6% to 39.5%, and the measured %mud ranges from 0.5% to 42% (Figure 4c). The predicted %sand ranges from 41% to 91%, and the measured %sand ranges from 51% to 92% (Figure 4e). The predicted mean particle size ranges from 146 to 760 μm; and the measured value ranges from 124 to 827 μm (Figure 4g). Therefore, it can be seen that the differences between the predicted results and the measured values are small.

The error statistics generated from comparing the measured values and the prediction maps are shown in Figure 5. In the first experiment, using only the multibeam BS as the
explanatory variable, the modeling results of statistical error show that the MAE, RMSD, and N-RMSD for %gravel were relatively high, especially for N-RMSD which was 31.20% (Figure 5a–d’). This indicates that the prediction of %gravel was relatively poor (Figure 5a’). Conversely, the MAE and RMSD for %mud were the lowest in comparison to %gravel and %sand. At the same, the lowest N-RMSD was also achieved for %mud. Although the MGS scored the largest MAE and RMSD, the N-RMSD was not the largest, because this is actually due to that the MGS was an order larger than the grain size properties. In addition, the prediction of MGS has achieved the second lowest N-RMSD (Figure 5d’).

Figure 4. Predictive mapping of acoustic sediment properties in the BP_A overlapped with the measured sediment properties. When BM and BS were set as explanatory variable: (a), the predictive mapping of acoustic %gravel; (c), the predictive mapping of acoustic %mud; (e), the predictive mapping of acoustic %sand; (g), the predictive mapping of acoustic MGS. When only BS was set as explanatory variable: (b), the predictive mapping of acoustic %gravel; (d), the predictive mapping of acoustic %mud; (f), the predictive mapping of acoustic %sand; (h), the predictive mapping of acoustic MGS.

In the second experiment, when using both multibeam BM and BS as explanatory variables, the results of statistical error show that the MAE, RMSD, and N-RMSD for %gravel were relatively low, especially for N-RMSD, which was only 11.25% (Figure 5a–d). However, the N-RMSD for MGS was the lowest (Figure 5d). It indicates that the prediction of MGS was relatively good. Although, the MAE and RMSD are higher than %gravel, %mud and %sand.
In the second experiment, when using both BM and BS, we obtained the prediction results of each ground truth type. For the measured type of mS, it was all mismatched as acoustic class of gmS, with the number of 26. For the measured type of S, it was all mismatched as acoustic class of gmS, with the number of 4. For the measured type of gmS, the number of acoustic class that matched it correctly was thirteen and the remaining one was mismatched as acoustic class of gS. For the measured type of gS, the number of acoustic class that matched it correctly was two and the remaining two were mismatched as acoustic class of gmS and sG. For the measured type of msG, it was mismatched as acoustic class of gmS. For the measured type of sG, the number of acoustic class that matched it correctly was four, the other one was mismatched as acoustic class of gS. In short, only 19 of 54 sediment samples were predicted accurately which results in an overall prediction accuracy of 35.18% (Figure 6b).

**Figure 5.** The correlation between measured and acoustic values of sediment properties and the statistical error evaluation. (a-d) indicate the result of that BM and BS were set as the explanatory variable. (a'-d') indicate the result of that BS was set as the explanatory variable. (a,a'), measured %gravel and acoustic %gravel; (b,b'), measured %mud and acoustic %mud; (c,c'), measured %sand and acoustic %sand; (d,d'), measured MGS and acoustic MGS. MAE indicates the mean absolute error. RMSE indicates the root mean square error. N-RMSE indicates the normalized root mean square error.

**4.2. Prediction of Sediment Types**

In the first experiment, when using only BS, we obtained the prediction results of each ground truth type. For the measured type of mS, it was all mismatched as acoustic class of gmS, with the number of 26. For the measured type of S, it was all mismatched as acoustic class of gmS, with the number of 4. For the measured type of gmS, the number of acoustic class that matched it correctly was thirteen and the remaining one was mismatched as acoustic class of gS. For the measured type of gS, the number of acoustic class that matched it correctly was two and the remaining two were mismatched as acoustic class of gmS and sG. For the measured type of msG, it was mismatched as acoustic class of gmS. For the measured type of sG, the number of acoustic class that matched it correctly was four, the other one was mismatched as acoustic class of gS. In short, only 19 of 54 sediment samples were predicted accurately which results in an overall prediction accuracy of 35.18% (Figure 6b).

**Figure 6.** The correlation between acoustic class and measured sediment types at BP_A. (a) BM and BS were set as the explanatory variables, and (b) BS was set as the explanatory variables. The blue dots indicate correct matches between acoustic class and measured sediment types, other colored symbols indicate wrong matches, and the Arabic number indicates the number of matches.
In the second experiment, when using both BM and BS, we obtained the prediction results of each ground truth type. It shows that the measured type of mS, the number of acoustic class that matched it correctly was twenty two and the remaining four were mismatched as acoustic class of gmS. For the measured type of S, three were mismatched as acoustic class of mS, the other one was mismatched as acoustic class of gmS. For the measured type of gmS, the number of acoustic class that matched it correctly was thirteen and the remaining one were mismatched as acoustic class of gS. For the measured type of gS, acoustic class matched it correctly. For the measured type of msG, it was mismatched as acoustic class of gmS. For the measured type of sG, the number of acoustic class that matched it correctly was four, the other one was mismatched as acoustic class of gS. In short, the results show that 43 of 54 samples were predicted accurately, which resulted in a prediction accuracy of 79.63% (Figure 6a).

Conversely, we used the probability density functions (PDFs) to indicate the correlation between the exploratory variables and sediment Folk types. We found that the second experiment had good performance in overall accuracy (Figure 6a); therefore, we chose the exploratory variables including BM, BIA at 13, 34 and 37°, which were chosen as the best combination of exploratory variables to predict the sediment types, to obtain the PDFs. The results are shown as following:

We choose the type of sediment that is accurately predicted, they are mS, gmS, gS and sG (Figure 6). For the type of mS, the peak of the density distribution of the BM is about 100m (Figure 7a), and the BM is also larger than the other three sediment types. As the BIA at 13°, the range of BS is between −33 and −20 dB (Figure 7b); As the BIA at 34°, the range of BS is between −40 and −25 dB (Figure 7c); As the BIA at 37°, the range of BS is between −40 and −27 dB (Figure 7d).

**Figure 7.** The probability density functions (PDFs) of measured BS and BM for sediment types. (a), The PDFs of sediment types and BM; (b), The PDFs of sediment types and BS at 13°; (c), The PDFs of sediment types and BS at 34°; (d), The PDFs of sediment types and BS at 37°.
For the type of gmS, the peak of the density distribution of the BM is about 90 m (Figure 7a), and the BM is also larger than the other three sediment types. As the BIA at 13°, the range of BS is between −26 and −18 dB (Figure 7b); As the BIA at 34°, the range of BS is between −33 and −21 dB (Figure 7c); As the BIA at 37°, the range of BS is between −35 and −20 dB (Figure 7d).

For the type of gS, the peak of the density distribution of the BM is about 50 m (Figure 7a). As the BIA at 13°, the range of BS is between −26 and −8 dB (Figure 7b); As the BIA at 34°, the range of BS is between −30 and −10 dB (Figure 7c); As the BIA at 37°, the range of BS is between −40 and −27 dB (Figure 7d).

For the type of sG, the peak of the density distribution of the BM is about 30 m (Figure 7a), and the BM is also shallower than the other three sediment types. As the BIA at 13°, the range of BS is between −23 and −3 dB (Figure 7b); As the BIA at 34°, the range of BS is between −15 and −10 dB (Figure 7c); As the BIA at 37°, the range of BS is between −17 and −10 dB (Figure 7d).

5. Discussions

5.1. Evaluation of Model Prediction

Physical properties determined by sediment types include hardness (commonly known as acoustic impedance), surface roughness, and volume inhomogeneity. At the same time, previous studies have shown that the BS are closely related to these three physical properties [16,32]. Therefore, the sediment properties can be retrieved from the strength of the BS [2,10,23]. This is the foundation for using a multibeam for seabed sediment mapping. This study clearly demonstrated that using high-quality multibeam BM and BS data and the RFDT machine learning model, it is possible to effectively predict performance for sediment grain size properties and sediment types (Tables 2 and 5). In the second experiment, the models explained 57%, 77%, and 85% of variances for %mud, %gravel, and MGS, respectively. The overall prediction accuracy for the seven sediment types was approximately 80%. The good prediction performance is mainly attributed to the strong relationship between the sediment distribution and multibeam data. The use of the RFDT machine learning model is also believed to have improved the prediction performance because of its ability to model nonlinear relationships. Thus, this study reaffirms the value of multibeam ecosystems as a modern acoustic remote sensing technology for mapping complex seabed environment [1–10].

This study also confirmed that, in general, using multibeam BM in addition to multibeam BS can improve the prediction performance of sediment mapping [15]. Furthermore, the prediction performance achieved a ~10% improvement for %gravel and %mud (Tables 3 and 4) and a two-fold increase in the sediment type prediction (Figure 6). We calculated the kappa for the results of Experiment 1 and 2. According to the results of Figure 7, we found that they were 0.15 and 0.70, respectively; indicating that the consistency was slight in the first experiment and substantial in the second experiment. This is likely because BM is an important contributor to local dynamic oceanographic processes, which in turn influences sediment distribution. In addition, in this study, the final RFDT models selected a number of BS mosaics at different incidence angles (Tables 2 and 3). This demonstrates the advantage of using the pseudo angular response curve, as in Huang et al. (2013, 2014) [15,24] for sediment mapping, because BS mosaics from different incidence angles are able to capture various aspects of sediment characteristics.

In addition to the ability to generate accurate sediment maps, the RFDT modeling was also able to help us gain a better understanding of the underlying correlation between multibeam data and sediment properties [15,16]. The results of this study confirmed that the mean grain size had a strong positive correlation with BS [10,12,13,15,16,21]. There was a negative relationship between %mud and BS (Figure 3a–c). In contrast, the %gravel had a positive correlation with BS (Figure 3d–f). This indicates that the coarser sediment returns a stronger BS than fine sediment. These findings are consistent with those of previous studies [13,17,19,20]. In addition to this, we found that if sediment property had a positive
correlation with BS, it was negatively correlated with BM, and if sediment properties had a negative correlation with BS, it was positively correlated with BM (Figure 3).

5.2. Predicted Sediment Distributions and Application

Previous studies have used many methods to study the classification and mapping of sediment types; classification machine models include DT [33–36], RFDT [37–41], SVM [42,43], and ANN [44], while other methods include principal component analysis (PCA) [26], QTC Multiview [26,44], clustering [45], and MLC [35,43]. The original data include the BS image [26,39,40], angular response curve [10,32&38], multibeam and BS-derived variables [15,41,63], and terrain attributes [63]. Classified objects include seabed hardness [41], sediment Folk classes [10,15], biota classes [38], simple types [39,64], and unsupervised classes [26,44]. In this study, the classification model was RFDT because of the advantages it provides in ranking explanatory variables by importance. The original data were the BS angular response from 5 to 45°, BM, and its derivatives in four sub-regions. The classified object was the Folk class (Table 1).

In the second experiment, we observed the overall prediction accuracy to be significantly improved. Therefore, BM and BS were set as explanatory variables to predict the acoustic classes in all four sub-regions. The best combination of explanatory variables selected by the iterative method to predict the sediment type was SA, BM, and BIA at 9 and 40°, with the highest overall accuracy of 64.16% (Table 6). The predictive maps of the acoustic classifier in the four subsections are shown in Figure 8.

- For BP_A, there were six predicted classes. Among them, mS, S, gmS, and sG can be visually distinguished. The remaining two types (gS and sM) had smaller distribution areas. Compared with the measured sediment types, gmS disappeared in the acoustic types, but there was a type of sM in the acoustic class that was not in the measured types (Table 2 and Figure 8a);
- For BP_B, there were six predicted classes. Among them, gmS, mS, and sG could be clearly distinguished visually. The acoustic class of S was scattered sporadically in the area, and the acoustic class of sM was rarely distributed in this area. However, only four sediment types were measured (Table 2). Compared with the type of measurement, the type that disappeared in the acoustic type was the msG. However, there were three types of acoustic classes that were not included in the measured sediment. These were mS, Sm and Sg (Table 2 and Figure 8b);
- For BP_C, there were six predicted classes. The distribution of acoustic classes was complex. Through visual inspection, we found that the more distributed acoustic classes were mS, gmS, and sG. The remaining acoustic classes were Sm, gS, and S. Compared with the measured sediment types, the type that disappeared in the acoustic type was msG (Table 2 and Figure 8c),
- For BP_D, there were six predicted classes. Most of the predicted classes were mS and gmS. The remaining classes were Sm, S, gS and sG, and they were distributed in the northeast corner of the area. Compared with the measured sediment types, there were two types of sG and S in the acoustic class that were not measured (Table 2 and Figure 8d).

Table 6. Selected feature variables for predicting the sediment types when samples were from all four sub-regions.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Explanatory Variable</th>
<th>Classified Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial experiment</td>
<td>Surface area</td>
<td>42.47</td>
</tr>
<tr>
<td>1st</td>
<td>depth</td>
<td>55.56</td>
</tr>
<tr>
<td>2nd</td>
<td>40°</td>
<td>63.80</td>
</tr>
<tr>
<td>3rd</td>
<td>9°</td>
<td>64.16</td>
</tr>
<tr>
<td>4th</td>
<td>10°</td>
<td>63.80</td>
</tr>
</tbody>
</table>
We found that the ground true class of msG was not recognized. In the predicted classes, it was wrongly divided into other classes because of the poor correlation between BM and %gravel (Figure 3d). When the BM was deeper than 32 m, the %gravel was less than 4%. In addition, the BM range of msG was between 70 and 170 m. This explains why msG was nearly misclassified as gmS in the Folk classification (Figure 6). However, the ground true class of sGs was correctly classified. This is because the BM range of sG was shallower than 35 m, the predicted %gravel was high (Figure 3d). This indicates that the method in this study has poor applicability in deep-water areas with high %gravel.

Figure 8. Predicted mapping of acoustic class and the distribution of seabed samples: (a), the map of BP_A; (b), the map of BP_B; (c), the map of BP_C; (d), the map of BP_D.
6. Conclusions
High-resolution multibeam data were used to predict the seabed substrate in the Joseph Bonaparte Gulf, Northern Australia, using the RFDT. In summary, the major findings of this study are as follows:

(1) Using multibeam BM in addition to multibeam BS improves the sediment prediction performance. The prediction performance achieved an improvement of ~10% for %gravel and %mud. The overall accuracy of the sediment type prediction will be improved from 35.18% to 79.63%, the Kappa will be improved from 0.15 to 0.70, and in comparison, only BS was set as the explanatory variable;

(2) The relationships between sediment properties and multibeam data are nonlinear. The %mud has a negative correlation with BS between $-35$ and $-17$ dB, but it is positively correlated with BM between 30 and 100 m. The %gravel has a positive correlation with BS between $-36$ and $-12$ dB. However, the relationship between %gravel and depth is poor, which indicates that this method is not suitable for deep water areas with high %gravel because of the unclear underlying relationship between %gravel and BM. The MGS has a positive correlation with BS between $-37$ and $-19$ dB, while it is negatively correlated with BM between 22 and 118 m.

In summary, high-resolution multi-beam data can be used to predict a large area of the seabed substrate by applying the RFDT. At the same time, it can also indicate a nonlinear relationship between sediment properties and multibeam data.
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