Abstract: In this study, a triangular polynomial interpolation (TPI) scheme was developed to estimate the vertical eddy viscosity coefficient (VEVC) on the basis of the Ekman model with adjoint assimilation. In the twin experiments, the advantages and disadvantages of estimating the VEVC using the TPI scheme under different factors are discussed. The results indicated that (1) the TPI scheme proves to be better than the cubic spline interpolation (CSI) and Cressman interpolation (CI) schemes; (2) the inversion results are more sensitive to observations from upper ocean layers than those from lower layers, and the TPI scheme is less likely to be influenced by missing data; (3) for various boundary layer depths, the inversion results of the TPI scheme remain consistent with the given distributions; (4) the inversion results can be influenced considerably by observational errors, and the TPI scheme is more resistant to noise than the CSI and CI schemes; and (5) the inversion accuracy of the TPI scheme can be improved by selecting the temporal wind stress drag coefficients.
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1. Introduction

The eddy viscosity coefficient is a key parameter in the viscosity term, which is closely related to the turbulent structure of the ocean, and it is important for the exchange of momentum and energy between eddies and for describing internal fluid friction [1–4]. Therefore, the determination of the eddy viscosity coefficient is of key importance for understanding ocean dynamics, especially for numerical simulations of Ekman currents and turbulent mixing [5–9]. Whether the traditional Ekman theory, a fundamental theory in oceanography, can be observed in situ has been the subject of continuous research [10–14]. These studies suggested that the classical vertical eddy viscosity is inadequate and in need of improvement. Therefore, it is of great importance to parameterize the vertical eddy viscosity coefficient (VEVC). Since the VEVC is difficult to measure directly, it is usually calculated on the basis of turbulence models, such as the Prandtl mixed-length model,
M-Y model, k-ε model, Richardson number, and KPP model [15–19]. However, in most complex turbulence models, many parameters need to be assigned. The determination of these parameters is often difficult, particularly when turbulent observations are missing or of poor quality, leading to considerable limitations in the application and accuracy of turbulence models. In addition, turbulence can be rather complex to model at various temporal ranges and spatial scales. As mentioned above, the non-universality of turbulence models is a difficult problem.

In this study, the adjoint assimilation method based on optimal control theory and variational principles was adopted to optimize the observationally derived VEVC. As an advanced data assimilation technique, the advantage of adjoint assimilation is that time- and space-varying observations can be directly assimilated into a numerical model while maintaining consistency with the model in terms of its dynamics and physics [20]. Therefore, the method has been widely used in previous studies. For example, on the basis of the Ekman model, Yu and O’Brien [21], Zhang et al. [1], and Cao et al. [22] used the adjoint method to estimate VEVCs by assimilating in situ values or those obtained by pseudo measurements. Yoshikawa et al. [23] estimated the VEVC by solving the Ekman balance equations using the least-squares method. Yoshikawa and Endoh [24] estimated the tidally induced VEVC by solving the Ekman balance equations via the velocity spiral measured. The time-varying eddy viscosity coefficients were estimated using the adjoint assimilation model by Zhang et al. [25]. In the above studies, the optimization of relevant parameters in the model often required multiple iterations.

Some interpolation schemes are frequently used to improve the operational efficiency and accuracy of the parameter estimation in the Ekman model [26–28]. For example, Cressman (CI) and cubic spline interpolation (CSI) schemes based on independent point (IP) methods take the VEVCs at certain selected IPs as control variables and interpolate between those IPs to calculate the VEVCs at the other points. However, the resulting distribution of the VEVC obtained by CI schemes is not smooth. Even with the CSI scheme, the number of IPs still needs to be considered. Determining the number of points often requires repeated experiments. Therefore, the trigonometric polynomial interpolation (TPI) scheme, which has the advantages of being easy to operate and not requiring the consideration of IPs and interpolation radii, was used in this work.

The structure of this paper is as follows. Section 2 introduces the numerical model and the TPI scheme. The feasibility and superiority of the TPI scheme were verified by five sets of twin experiments, as presented in Section 3. Section 4 describes how the inverted effect of the TPI scheme was verified by carrying out real-world or practical experiments. Section 5 presents the conclusions of this work.

2. Model and Estimation Scheme

2.1. Forward Model

The Ekman wind current is a pervasive and fundamental flow in the ocean, a constant flow that occurs when constant winds act over an infinite expanse of the sea surface for a long time. The Ekman layer model based on Ekman’s theory is a textbook classic and is mathematically easy to analyze, which makes it a good starting point for studying the physics of the upper layers of the ocean [12]. The model is generally built on the basis of the assumption of considering a horizontal unbounded ocean surface layer with depth $H_0$.

The Ekman model has been widely used to study the physical processes in the ocean’s upper layers [12]. In this study, the modified Ekman model was used to invert the VEVCs. The governing equations are as follows:

$$\begin{align*}
\frac{\partial u}{\partial t} - fu &= \frac{\partial}{\partial z} (A \frac{\partial u}{\partial z}), \\
\frac{\partial v}{\partial t} + fu &= \frac{\partial}{\partial z} (A \frac{\partial v}{\partial z}).
\end{align*}$$

(1)
The initial conditions are as follows:

\[ u|_{t=0} = u_0, \quad v|_{t=0} = v_0. \] (2)

The boundary conditions are as follows:

\[
\frac{\partial u}{\partial z}|_{z=0} = \frac{C_d}{A} \frac{\rho_a}{\rho_w} \sqrt{u_a^2 + v_a^2} u_a, \quad \frac{\partial v}{\partial z}|_{z=0} = \frac{C_d}{A} \frac{\rho_a}{\rho_w} \sqrt{u_a^2 + v_a^2} v_a. \] (3)

\[ A \frac{\partial u}{\partial z}|_{z=-H_0} = 0, \quad A \frac{\partial v}{\partial z}|_{z=-H_0} = 0. \] (4)

In the equations above, \( u(z) \), which is positive to the east, and \( v(z) \), which is positive to the north, both refer to the horizontal current components. \( t \) represents time. \( z \) represents water depth and is equal to 0 at the sea surface and negative below. In this model, the Coriolis parameter, \( f \), is set as a constant. \( u_a \) and \( v_a \) are the wind velocity components. \( C_d \) is the wind stress drag coefficient, while \( A \) denotes the eddy viscosity coefficient. \( \rho_a \) is the density of air, and \( \rho_w \) is the density of the seawater. \( H_0 \) represents the Ekman layer’s total depth.

2.2. Adjoint Model

A cost function to quantify the difference between the simulated results and the observed results can be specified as follows:

\[
J(u,v,A,C_d) = \frac{1}{2} K \int_t \int_z (|u - \hat{u}|^2 + |v - \hat{v}|^2) dz dt,
\] (5)

where the caret denotes values derived through observation. \( K \) is a weighting factor, set to 1 in this study [20]. The control equations and their initial boundary value conditions can be calculated by introducing a set of Lagrange multipliers, to be determined below, and are actually adjoint variables. This results in the Lagrangian function, given by the following:

\[
L(u,v,A,C_d,\lambda,\mu) = J + \int_t \int_z [\lambda (\frac{\partial u}{\partial z} - f v - \frac{\partial}{\partial z}(A \frac{\partial u}{\partial z})) + \mu (\frac{\partial v}{\partial z} + f u - \frac{\partial}{\partial z}(A \frac{\partial v}{\partial z}))] dz dt,
\] (6)

where \( \mu \) and \( \lambda \) are the Lagrange multipliers of \( v \) and \( u \), respectively. The intent is to minimize the cost function under the initial boundary value conditions. Therefore, when the Lagrangian function gradients are equal to zero, the following adjoint equations can be derived as follows:

\[
\frac{\partial \lambda}{\partial t} - f \mu + \frac{\partial}{\partial z}(A \frac{\partial \lambda}{\partial z}) = K_m(u - \hat{u}), \quad \frac{\partial \mu}{\partial t} + f \lambda + \frac{\partial}{\partial z}(A \frac{\partial \mu}{\partial z}) = K_m(v - \hat{v}). \] (7)

The corresponding initial boundary value conditions are as follows:

\[
\lambda|_{t=T} = 0, \quad \mu|_{t=T} = 0, \quad \frac{\partial \lambda}{\partial z}|_{z=0} = 0, \quad \frac{\partial \mu}{\partial z}|_{z=0} = 0, \quad \frac{\partial \lambda}{\partial z}|_{z=-H_0} = 0, \quad \frac{\partial \mu}{\partial z}|_{z=-H_0} = 0. \] (8)-(10)

where \( T \) is the integrated total time of this Ekman model. Normally, the inverse integration time of the adjoint model is equal to the integration time of the forward model, i.e., \( T \). The cost function gradient with respect to the VEVC and \( C_d \) can be obtained as follows:

\[
\frac{\partial J}{\partial C_d} = -\frac{\rho_a}{\rho_w} \sqrt{(u_a)^2 + (v_a)^2} \times (u_a \lambda|_{z=0} + v_a \mu|_{z=0}). \] (11)
\[ \frac{\partial J}{\partial A} = \rho_a \rho_w \int_0^t (\frac{\partial \lambda}{\partial z} \frac{\partial u}{\partial z} + \frac{\partial \mu}{\partial z} \frac{\partial v}{\partial z}) \, dt. \] (12)

In the real ocean, the VEVC should be continuous, but in the model, the control equations are discretized before solving the VEVC. To make the distribution of the VEVCs continuous instead of separately solving the VEVCs of each layer, the TPI scheme was applied in this study, and the VEVC can be expressed in the form of a function. The construction of the TPI scheme was mainly derived by referring to the method presented by Nie et al. [29]. After adding the TPI scheme to the adjoint model, the optimized correction equation for the VEVC is as follows:

\[ A(z) = \sum_{k=0}^{m}[a_k \cos(\omega_k z) + b_k \sin(\omega_k z)], \] (13)

where \( a_k = a'_k - \alpha \left\| \sqrt{x^2 + y^2} \right\|, b_k = b'_k - \alpha \frac{y}{\sqrt{x^2 + y^2}}; \) and \( w = \frac{2\pi}{H}, \) \( x = \sum_{z}^{H_0} \left[ \frac{\partial J}{\partial A} \cos(\omega_k z) \right], \)

\[ y = \sum_{z}^{H_0} \left[ \frac{\partial J}{\partial A} \sin(\omega_k z) \right], \] where \( a_k, b_k \) and \( a'_k, b'_k (k = 0, 1, 2 \ldots, m) \) denote the priority and adjustment coefficients, respectively; all of which can be computed in the adjoint assimilation model. \( H \) is the actual computational depth in the model. In this study, \( \alpha \) was taken as a constant and gained through a process of trial-and-error.

To demonstrate the performance of the TPI scheme, the CI and CSI schemes were also selected for comparison in this study. The CI and CSI schemes were described in detail by Wu et al. [30].

3. Twin Experiments and Results Analysis

3.1. Model Settings

The twin experiments in this section were carried out to examine the stability and applicability of the TPI scheme, and several sets of VEVCs were developed following the experimental results of Yu et al. The effects of different factors on the inversion results of the VEVCs were investigated. The model parameters were set as shown in Table 1. In this study, the total integration time of the model was 10 days, with spatial and temporal resolutions of 2 m and 0.5 h, respectively, and the depth of the Ekman layer was 40 m. In these experiments, the assumption was made that the wind only blew along the zonal direction \( u \) (i.e., \( v_0 = 0 \)), and \( u_0 = 10 \sin(5\pi t) \). The simulated currents of all layers were used unless otherwise specified, which means that the vertical resolution of the observations was equivalent to the spatial scale of the model (2 m). Data for specific depths may have been missing due to instrument failure. However, this approach does not require that observations from all layers are used. The respective numbers of selected IPs used for the CI and CSI schemes in these experiments are listed in Table 2. The IPs were usually selected at uniform intervals, and the selection rules were ensured to be consistent. Through continuous trial and error, the results of selecting various numbers of IPs were compared, and finally, the number of IPs that produced the optimal results was selected in this paper.

### Table 1. Model parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total integration time</td>
<td>( T )</td>
<td>10</td>
<td>day</td>
</tr>
<tr>
<td>Time increment</td>
<td>( \Delta t )</td>
<td>0.5</td>
<td>hour</td>
</tr>
<tr>
<td>Vertical space step</td>
<td>( \Delta z )</td>
<td>2.0</td>
<td>m</td>
</tr>
<tr>
<td>Ekman depth</td>
<td>( H_0 )</td>
<td>40</td>
<td>m</td>
</tr>
<tr>
<td>Initial zonal velocity</td>
<td>( u_0 )</td>
<td>0</td>
<td>m·s(^{-1})</td>
</tr>
<tr>
<td>Initial meridional velocity</td>
<td>( v_0 )</td>
<td>0</td>
<td>m·s(^{-1})</td>
</tr>
<tr>
<td>Coriolis parameter</td>
<td>( f )</td>
<td>( 10^{-4} )</td>
<td>s(^{-1})</td>
</tr>
<tr>
<td>Seawater density</td>
<td>( r_w )</td>
<td>( 1.025 \times 10^3 )</td>
<td>kg·m(^{-3})</td>
</tr>
<tr>
<td>Air density</td>
<td>( r_a )</td>
<td>1.2</td>
<td>kg·m(^{-3})</td>
</tr>
<tr>
<td>Wind stress drag coefficient</td>
<td>( C_d )</td>
<td>0.0012</td>
<td>/</td>
</tr>
</tbody>
</table>
Table 2. Interpolation schemes and the selection of IPs.

<table>
<thead>
<tr>
<th></th>
<th>TPI</th>
<th>CI</th>
<th>CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Case 2</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Case 3</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Case 4</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

The steps of the model are as follows:

1. The forward model is run with a given VEVC, and the simulated currents are considered the observed values.
2. The forward model is run with the constant initial guess of the VEVC \((A_0 = 0.008 \text{ m}^2/\text{s})\) to obtain the simulated values of the currents.
3. The difference between the simulation and observed values is used to drive the adjoint model and to solve for the cost function and the gradient of the cost function concerning VEVC.
4. The initial estimated values of the VEVC are optimized with different interpolation schemes using the gradient of the cost function.
5. The optimized values are regarded as the new guess values, and steps (2)–(4) are repeated until the difference satisfies a certain convergence criterion. The final inversion values of the VEVC can then be obtained.

3.2. Group 1: Estimation of Given VEVCs

Since the distributions of VEVCs in the actual ocean cannot be completely observed, it was necessary to explore whether prescribed VEVCs could be handled by the model. The following four prescribed VEVC distributions were considered within this group and varied from simple to complex.

Case 1: \[ A(z) = 0.045(1 + 0.5\cos(\frac{2\pi z}{H_0}))\exp\left(\frac{3(AZ - z)}{2(H_0 - AZ)}\right), \]

Case 2: \[ A(z) = 0.045(1 + 0.5\cos(\frac{6\pi z}{2H_0}))\exp\left(\frac{3(AZ - z)}{2(H_0 - AZ)}\right), \]

Case 3: \[ A(z) = 0.045(1 + 0.5\cos(\frac{10\pi z}{2H_0}))\exp\left(\frac{3(AZ - z)}{2(H_0 - AZ)}\right), \]

Case 4: \[ A(z) = 0.045(1 + 0.5\cos(\frac{14\pi z}{2H_0}))\exp\left(\frac{3(AZ - z)}{2(H_0 - AZ)}\right). \]

The distributions of the given VEVCs, the inverse distributions, and the normalized cost function are shown in Figure 1. The mean absolute errors (MAEs) between the given and the inverse values of the VEVCs in Group 1 are shown in Figure 2. As shown in Figure 1, the distribution of the given VEVC could be successfully inverted by all three interpolation schemes. However, since the VEVC inversion results produced by the CI scheme increased and decreased linearly, as opposed to the gentler oscillatory pattern of the given VEVC, the largest disagreement in the results occurred at the peaks and troughs. As shown in the variation of the normalized cost function, the estimated results using the TPI scheme were much better than those using the CI and CSI schemes. The cost functions of the CI and the CSI schemes eventually decreased by approximately 2–3 orders of magnitude in Cases 1–4, while those of the TPI scheme decreased by approximately 3–4 orders of magnitude. The MAEs between the given and inverted VEVCs proved that the results of the TPI scheme were in good agreement with the given distribution. This was most evident in Case 1.

The above results indicate that when the VEVC varied smoothly (Case 1), the given distribution could be successfully inverted by the three schemes, but when the VEVC varied abruptly, the inversion effect was better in the TPI scheme. Furthermore, the CI and CSI schemes required the consideration of a suitable selection of IPs, while the TPI scheme could ignore IP selection and thus reduce the workload. In summary, the Ekman layer model presented in this study could invert different VEVC distributions using different.
interpolation schemes. For any given distribution of the VEVCs, the inversion results of the TPI scheme varied the least and were the most similar to the given distributions.
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**Figure 1.** On the left are the prescribed and inverted VEVCs obtained by different interpolation schemes in the model. Panels (a–d) correspond to Cases 1–4, respectively. On the right are the variation curves of the cost functions in Group 1. Panels (e–h) correspond to Cases 1–4, respectively.
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**Figure 2.** The MAEs between the prescribed and inverted VEVCs with three schemes in Cases 1–4.

3.3. Group 2: Effect of Missing Observations at Partial Depths

In Group 1, observations at all layers were used to restrict the ill-posedness of the inverse problem. However, field observations may not be spatially continuous or may not be available at all depths due to factors such as instrument failure. According to a study by Zhang et al. [25], the given eddy viscosity coefficients can be successfully inverted using only partial observations, and the Ekman model inversion is more sensitive to the upper-layer flow velocity. In this group, observations of partial layers were selected to explore the impact of missing data on the inversion schemes. The cases specifically included layers 1–10, 1–5, and 11–20, corresponding to Case 4-1, Case 4-2, and Case 4-3, respectively.
The given and inverted VEVCs for different observation layers and the normalized cost functions are shown in Figure 3. The MAEs in Group 2 are shown in Figure 4. In Case 4-1 and Case 4-2, the given distribution could be sufficiently inverted by all three schemes for the depths at which the observations existed. However, for the interval of missing observations between 20 and 40 m, the inversion results of the TPI scheme were a closer match to the given distribution compared with the other two schemes. Furthermore, in the interval of missing observations between 0 and 20 m, Case 4-3, the inversion results of all three schemes were poorly matched to the given distribution. After 300 iterations, the cost functions of the TPI schemes in both Case 4-1 and Case 4-2 were significantly lower than those of the other two schemes. However, in Case 4-3, there was no significant difference between the cost functions of the three schemes. This phenomenon was also observed in the MAEs between the inversion results and the given distribution (Figure 4), i.e., the optimization of the TPI scheme was apparent in Case 4-1 and Case 4-2 but less so in Case 4-3. These results indicate that the inverted results were more sensitive to the upper-level observations as opposed to the observations at the deeper layer, which is consistent with previous findings [25]. However, there was a difference between the results derived from partial observation only (Case 4-1 to Case 4-3) and the results using all observations (Case 4); the inverted VEVCs of this group were still acceptable, which suggests that the TPI scheme based on the present model can be adapted to accommodate missing observations from the ocean environment.

Figure 3. The prescribed and inversion distributions of the VEVCs after using different observation depths on the left. (a–d) correspond to Cases 4, 4-1, 4-2, and 4-3, respectively. On the right are the cost functions of the three schemes in Group 2. (e–h) correspond to Cases 4, 4-1, 4-2, and Case 4-3, respectively.
Figure 3. The prescribed and inversion distributions of the VEVCs after using different observation depths on the left. (a–d) correspond to Cases 4, 4-1, 4-2, and 4-3, respectively. On the right are the cost functions of the three schemes in Group 2. (e–h) correspond to Cases 4, 4-1, 4-2, and Case 4-3, respectively.

Figure 4. The MAEs between the given and inverted VEVCs with three schemes in Cases 4, 4-1, 4-2, and 4-3.

3.4. Group 3: Effect of the Boundary Layer Depth

The Ekman boundary layer depth (BLD) plays an important role in the formation of the Ekman currents. Yoshikawa and Endoh [24] tested the sensitivity of the VEVC to the selected BLDs. In this group, three different BLDs were designed, namely, Case 4-4, Case 4-5, and Case 4-6, which correspond to depths of 20 m, 50 m, and 80 m, respectively. The BLD is difficult to determine; hence, the BLD in this group refers to the model coverage depth.

The inversion results, given distributions, and the normalized cost function are shown in Figure 5. The MAEs of the inverted and given distributions in Group 3 are shown in Figure 6. In Cases 4-4 to 4-6, the given distributions were essentially inverted by all three schemes, but the inversion results of the TPI scheme were smoother. While the cost functions of the TPI scheme all decreased by four to five orders of magnitude, those of the other two schemes only decreased by three or four orders of magnitude. This indicates that the TPI scheme is better than others when different BLDs are selected. In every case, the MAE is the smallest when using the TPI scheme. In addition, the MAEs of Case 4 and Case 4-5 are smaller than those of the other two cases, indicating that an appropriate increase in the boundary layer thickness can help improve the inversion accuracy.

This experimental group demonstrated that the inversion results of a thick BLD were marginally superior to those of a thin BLD. In addition, the TPI scheme was more advantageous under these conditions.

3.5. Group 4: Effect of Noisy Data

In all the above experiments, the observed currents were directly calculated by the forward model, and the wind velocities were provided. However, in practice, observational current and wind velocity data may contain errors, which might adversely affect the inversion results. Zhang and Lu [31] argued that the average discrepancy between the inverse results and the observed values increased anomalously as the error increased. In this section, random errors were introduced to the “observations” presented in Cases 4-7, 4-8, 4-9, and 4-10. A certain percentage of Gaussian white noise was added to the observation of currents \( u(i,j) \) and \( v(i,j) \) and wind velocities \( u_a(i,j) \) to simulate actual observation error. The maximum percentages of random errors were 2%, 5%, 10%, and 15%.

The inverse and given distributions and the normalized cost function are shown in Figure 7. The MAEs with different noises in Group 4 are shown in Figure 8. The TPI scheme had a better overall inversion performance in all four cases, while the inversion results of the other two schemes differed substantially from the given distribution due to the abrupt variations in the VEVCs. As the observation errors increased, the magnitude of the cost function was gradually reduced. For example, the cost function for Case 4-7 decreased by 2 to 3 orders of magnitude, while the cost function for Case 4-10 decreased by less than 1 order of magnitude. As seen in Figure 8, the MAEs of the three schemes only increased slightly as the observation errors increased, and the MAE of the TPI scheme was obviously smaller than that of the CI and CSI schemes. The above results suggest that the observation...
errors have an impact on the inversion results, but the TPI scheme can enhance the stability of the model performance and estimate the VEVC well.
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**Figure 5.** On the left are the prescribed and inversion distributions of the VEVCs after using different BLDs. Panels (a–d) correspond to Cases 4-4, 4-5, 4-6, and 4, respectively. On the right are the cost functions of the three schemes in Group 3. Panels (e–h) correspond to Cases 4-4, 4-5, 4-6, and 4, respectively.
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**Figure 6.** The MAEs between the given and inverted VEVCs with different BLDs. Panels (a–d) correspond to Cases 4-4, 4-5, 4-6, and 4, respectively. On the right are the cost functions of the three schemes in Group 3. Panels (e–h) correspond to Cases 4-4, 4-5, 4-6, and 4, respectively.

Due to the rapid development of ocean current measurement techniques, errors in velocity measurements of the acoustic doppler current profiler can be adequately controlled [32,33], especially after manual selection and quality screening. Hence, the TPI scheme is believed to be able to withstand a certain degree of noise within data.
3.6. Group 5: Effect of Wind Stress Drag Coefficient Optimization

The wind stress drag coefficients in the above experiments were all fixed as constants. However, in the actual environment, the drag coefficients are usually variable and strongly correlated with wind speed. In this experiment, the following three initial distributions of drag coefficients were selected in order to investigate the influence of different wind stress drag coefficients on the different inversion schemes. As the model cycled through each
iteration, the drag coefficients were optimized dynamically rather than remaining static. The initial wind stress drag coefficient was set to $1.2 \times 10^{-3}$.

Case 4-11: $C_d(t) = (0.8 + 0.065 \times U_{10}) \times 10^{-3}$
Case 4-12: $C_d(t) = (0.61 + 0.063 \times U_{10}) \times 10^{-3}$
Case 4-13: $C_d(t) = 0.0012$

The inverse and given distributions of the VEVCs, as well as the normalized cost function, are shown in Figure 9. The MAEs in Group 5 are shown in Figure 10. When different wind stress drag coefficient distributions were chosen, the given VEVC distributions could still be inverted by all three interpolation schemes. In Cases 4-11 and 4-12, the cost functions for all three schemes decreased by approximately two orders of magnitude. In Case 4-13, the cost function of the CI and CSI schemes decreased by approximately three orders of magnitude, while the cost function of the TPI scheme decreased by approximately 4 orders of magnitude. The cost function of Case 4-13 was lower than those of Cases 4-11 and 4-12. These results demonstrate that optimizing the wind stress drag coefficients yielded more notable improvements in inversion model performance than could be otherwise obtained by setting different distributions of the initial wind stress drag coefficient. The MAEs between the inversion results and the given distributions also support this point. The MAEs calculated using the TPI scheme were lower in Cases 4-11, 4-12, and 4-13 than in Case 4.

Figure 9. On the left are the prescribed and inverted distributions of the VEVCs after using different distributions of wind stress drag coefficients to Cases 4-11, 4-12, 4-13, and 4.

Figure 10. The MAEs between the prescribed and inverted VEVCs after using different distributions of wind stress drag coefficients to Cases 4-11, 4-12, 4-13, and 4.
In summary, the accuracy of the inversion results could be improved by iteratively optimizing the time-varying wind stress drag coefficient. Compared with the inversion using the CSI and CI schemes, the inversion using the TPI scheme was more effective.

4. Practical Experimentation and Results

4.1. Data and Experimental Design

In the previous experiments, the inversion performance of the TPI scheme was verified in several ways. This demonstrates that both the inversion stability and precision of the TPI scheme were superior to the other two schemes based on the original model. However, the capability of the TPI scheme still needed to be verified with in situ experimentation. Observations from Yellow Sea station buoy 17, which predominately contains wind speed and current data, were used to achieve this. Current velocity data were measured between depths of 3 and 41 m, with a spatial resolution of 2 m and a temporal resolution of 10 min. Wind speed was measured 4 m above the sea surface at a temporal resolution of 10 min. Wind speed 10 m above the surface \(U_{10}\) was calculated using the equation proposed by Large et al. and the method outlined by Zedler et al. [34,35].

In this section, the wind stress drag coefficient was set as a function of time, with an initial \(C_d(t)\) value of 0.0012. The initial VEVC value, \(A(z)\), was set to 0.008 m\(^2\)/s. The initial conditions were obtained by linearly interpolating the currents observed by Yellow Sea station buoy 17 at 21:20 on 16 November 2016. The model was driven by the wind speed \(U_{10}\), which was calculated from the observed wind speed. The time step used in the model was 0.5 h, and the vertical resolution was 2 m. In this set of experiments, only the observations of the first 14 layers (between the depths of 3 and 29 m) were used in the model due to the large proportion of missing measurements. The interval between 16 November at 21:00 and 17 November at 21:00 was regarded as the cold start. The model was forward integrated over the following 9 days to generate the simulated Ekman currents, and the adjoint variables were then calculated by backward integrating the adjoint model. The VEVC was optimized and inverted by the TPI scheme, as described in Section 2. The Coriolis parameter was calculated on the basis of the buoy’s latitude, and the other settings were the same as those in the previous twin experiments.

4.2. Results

The reliability of the TPI scheme was demonstrated by the inversion results and by how the normalized cost function decreased with increased iterations, as shown in Figure 11. The cost function decreased continuously from 1 to approximately 0.75, which indicated that applying the TPI scheme in the model effectively reduced the difference between observations and simulated Ekman current velocities. Panel (a) in Figure 11 shows an initial and marginal increase in the VEVC before it transitioned to a decreasing trend at depths within 40 m. The range of the inverse VEVC was 0.0091–0.0359 m\(^2\)/s, which is more in line with previous studies [21].
It can be seen that the MAEs in Case 5 were both significantly smaller than those in Case 6 and Case 7, which indicates that the model and TPI scheme will contribute to the development of studies related to the eddy viscosity coefficient.

Figure 11. The left panel (a) shows the inverted distributions of the VEVC in the practical experiment. The right panel (b) is the cost function in the practical experiment.

The plots in Figure 12 show the simulated and observed currents at depths from 3 to 29 m. The amplitudes and phases of the simulated and observed currents were in good agreement overall, although there were brief intervals where they did not perfectly align. In addition, the simulated results in the U direction were in particularly good agreement with the observed values. This suggests that the combination of the TPI scheme and the adjoint method can produce reasonable Ekman currents, which is beneficial in terms of using and improving observational data. In summary, field observations were used to verify the feasibility of the TPI scheme and demonstrate the stability of the inversion results.

Figure 12. Temporal distribution of observed and inverted current velocities to the east (left) and north (right). The uppermost plots depict current velocities at a depth of 3 m with subsequent plots showing velocities at 2 m increments to a maximum depth of 29 m at the bottom. U and V denote the inverse current velocities in the zonal and meridional directions, respectively.
In previous studies, the VEVC has usually been set as a constant or a profile estimated from a turbulence model. Taking this into account, the VEVC, set as a constant (0.006 m$^2$/s), and the VEVC, estimated by a dual-range turbulence closure model, were selected as comparisons with the results in this manuscript [21,36]. Then the MAEs between inverted current velocities and observations were calculated separately in different cases. The present scheme corresponded to Case 5, and the first two cases with selected VEVCs corresponded to Case 6 and Case 7, respectively. The MAEs between the inverted current velocities and the observed velocities for each layer from 1 to 14 are shown in Figure 13. It can be seen that the MAEs in Case 5 were both significantly smaller than those in Case 6 and Case 7, which indicates that the model and TPI scheme will contribute to the development of studies related to the eddy viscosity coefficient.

Figure 13. The MAEs between inverted currents and observed currents in Cases 5, 6, and 7. Subplots (a,b) correspond to the horizontal velocity components U and V, respectively.

5. Conclusions

Conditions in the ocean vary temporally; thus, parameters defined by dynamic ocean processes should also be temporally variable. This work presented a modified Ekman model, in which the VEVC was inverted using a TPI scheme based on the adjoint assimilation technique. Five sets of twin experiments were conducted to examine the effects of various factors on the inversion results obtained with this scheme. These factors included the VEVC distribution, missing data, BLD, wind stress drag coefficient distribution, and noisy observational data. The main conclusions are as follows.

The ability of the three interpolation schemes to estimate different prescribed distributions of the VEVCs was compared in Group 1. The results demonstrated that different distributions could be inverted successfully using the Ekman model and that the TPI scheme had the best performance among the three interpolation schemes. Group 2 explored the effect of missing data from different observational layers. The results showed that the models were more sensitive to observations from the upper layers and that the inversion results of the TPI scheme were more accurate. Group 3 studied the response of the model to the BLD. The results revealed that the TPI scheme could sufficiently accommodate the effect of different BLDs. The effect of noisy observational data was addressed in Group 4. The inversion results converged with the given VEVC distributions despite the noise in the data. This indicates that the TPI scheme can account for noisy data to some degree. Group 5 examined the effect of the distribution of drag coefficients for VEVCs. The results illustrated that the inversion accuracy could be enhanced by selecting the time-varying distribution of wind stress drag coefficients and that the inversion results of the TPI scheme were more precise under those conditions.

The TPI scheme was further validated by practical experimentation. The vertical profile of the VEVC was successfully inverted by assimilating current and wind speed observations from buoy 17 in the Yellow Sea into the model. The result of this experiment
was consistent with previous findings. Additionally, the simulated and observed currents were closely aligned.

In this study, the typical Ekman model was modified so that the VEVC was not constant, and a vertical profile was obtained by assimilating in situ measurements. The VEVC estimation method used in this paper was based on the inverse problem and parameter estimation theory combined with the TPI scheme, which is an improvement over the conventional parameter estimation method. This research furthers our understanding of the Ekman layer model and offers an alternative scheme for determining the VEVC. Future work will concentrate on the problem of parameter estimation under extreme wind conditions and discuss the spatial distribution and temporal variation of the VEVC in the actual ocean when subjected to strong winds.
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