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Abstract: The subsea wellhead (SW) system is a crucial connection between blowout preventors (BOPs) and subsea oil and gas wells. Excited by cyclical fatigue dynamic loadings, the SW is prone to fatigue failure, which would lead to the loss of well integrity and catastrophic accidents. Based on the Bayesian Regularization Artificial Neuron Network (BRANN), this paper proposes an efficient probability approach to predict the fatigue failure probability of SW during its entire life. In the proposed method, the BRANN fatigue damage (BRANN-FD) model reflecting the non-linear relationship between the input and output data was developed by the limited fatigue damage analysis data, which was utilized to generate thousands of non-numerical fatigue damage data of SW rapidly. Combining parametric and non-parametric estimation methods, the probability density function (PDF) of SW fatigue damage was determined to calculate the accumulation fatigue damage during service life. Using the logistic regression, the fatigue failure probability of SW was predicted. The application of the proposed approach was demonstrated by a case study. The results illustrated that the fatigue damage of SW would be viewed as obeying the Lognormal distribution, which could be used to obtain the accumulation fatigue damage in operation conveniently. Furthermore, the fatigue failure probability of SW nonlinearly increased with the increment in the accumulation fatigue damage of SW, which could be helpful to ensure the operation safety of SW in deepwater oil and gas development, especially for aged wellhead.
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1. Introduction

Subsea wellhead (SW) is the crucial drilling, production and well control equipment in deepwater oil and gas development. The SW system in a typical riser system (Figure 1) mainly consists of a high-pressure wellhead (HW), low-pressure wellhead (LW), conductors and casing, as shown in Figure 2. When the risers and BOPs are connected, the SW is subjected to the cyclic bending moment load caused by the movement of the drilling rig and the vibration of the risers, resulting in fatigue damage of the SW [1]. Once the fatigue resistance limit of SW is reached, the fatigue failure of SW would be induced [2]. An exploration well being drilled in the North Sea, west of Shetland, had to be abandoned 29 days after running the high-pressure housing due to the fatigue failure of the weld between the casing extension and the SW body [3]. Furthermore, many aged subsea wells in deepwater approaching the design life of 20 or more years have been reworked to enable production for many years before permanent abandonment [4]. Consequently, accumulated fatigue damage in the SW will lead to a significant increase in the fatigue failure probability.
In recent years, the growing number of researchers have shown an increased interest in the fatigue damage and the fatigue failure of SW. Greene and Grytøyr et al. [5,6] presented that the size and weight of BOP were the main factors for the fatigue damage of SW. Sunday et al. [7] revised the initial evaluation model of the SW by incorporating monitoring data. Ruschel et al. [8] proposed the univariate dimension reduction method to compute the fatigue damage of a wellhead structure considering the effect of wave type. Chang et al. [9] developed a semi-decoupled model of SW to analyze fatigue damage of SW. Li et al. [10] proposed a local stress–strain approach to assess fatigue damage of SW. Neill et al. [11] proposed an approach based on measured data to assess the SW fatigue, and the analysis results demonstrated that wave activity was one of the major factors causing the fatigue damage of SW. Chang et al. [4] presented an approach for the risk analysis of SW system fatigue failure based on Dynamic Bayesian Networks. Hørte et al. [12] estimated the fatigue reliability of SW by the Monte-Carlo and FORM/SORM method. Jaculi et al. [13] utilized stochastic analysis to estimate wellhead reliability. Whereas, the current research mainly focuses on the evaluation method of SW fatigue damage and fatigue failure analysis of SW during service life. Few researchers have studied the probability distribution characteristic of SW fatigue damage, which would be utilized to determine the...
relationship between the risk of fatigue failure and accumulation fatigue damage of SW conveniently and effectively.

Currently, as a reliability estimation method, the probability density function (PDF) has been widely used in many fields, such as steel bridge, nuclear power, and oil and gas equipment. Zhou et al. [14] proposed the probability the density evolution method to study stochastic seismic response and stability reliability of a vertical retaining wall in front of the pumping station pool of a nuclear power plant. Kwon et al. [15] focused on fatigue reliability assessment of steel bridges by using probability density functions of equivalent stress range based on field monitoring data. Chen [16] studied the probabilistic characteristics of the extreme loads to propose the global time-dependent reliability analysis model of ageing platforms. Miao and Liu et al. [17,18] presented the seismic functional reliability assessment approach and a lifecycle operational reliability assessment framework for water distribution networks based on the probability density evolution method. Xian et al. [19] proposed probability density evolution and the explicit time-domain combination method to analyze the system reliability of energy-dissipation structures. Feng et al. [20] presented the reliability approach based on probability density to quantify the structural robustness of reinforced concrete structures subjected to progressive collapse. Gao et al. [21] presented a novel nonlinear time-varying fatigue reliability analysis method to improve the accuracy and efficiency of time-varying reliability analysis. However, at present, research on the fatigue failure of SW by a probability method is found sporadically in related literature.

Generally, it is necessary to calculate a heap of data for acquiring the PDF. It is difficult to compute enough fatigue damage data of SW by the finite element analysis (FEA) method due to the complicated and time-consuming calculation process. Recently, artificial neural network (ANN) development has been widely used to generate a huge amount of data due to its robustness and adequate nonlinearity and excellent universal approximation capability for continuous bounded functions [22–24], whereas a conventional ANN algorithm may encounter the overfitting problem, i.e., lower bias but larger variance. As the Bayesian Regularization Artificial Neuron Network (BRANN) is a robust and accurate function approximation algorithm that adopts the Bayer’s theory causing its superior performance, the BRANN has better generalization capacity especially for a limited data set [25–27], which could be used to develop a robust data-driven model to generate huge amounts of data quickly [28,29].

The objective of the present work is to propose a BRANN-based probability methodology for predicting the fatigue failure probability of SW. The BRANN is applied to develop a BRANN fatigue damage (BRANN-FD) model using the limited fatigue damage data acquired by a traditional fatigue analysis method. Based on the developed BRANN-FD model, a large amount of fatigue damage data is generated with less time consuming. Subsequently, the PDF of SW fatigue damage is assessed by the parametric and non-parametric estimation methods to obtain the possible fatigue damage of SW in each operation and the accumulation fatigue damage of SW during service life. By logistic regression, the nonlinear relationship between the fatigue failure probability and accumulation fatigue damage could be determined.

The rest of this paper is organized as follows. Section 2 introduces the background of the BRANN, the parametric and non-parametric estimation methods, as well as the logistic regression. In Section 3, the BRANN-based probability methodology is proposed for predicting the fatigue failure probability of SW. Section 4 provides a case study regarding the application of a proposed BRANN-based probability prediction method of SW fatigue failure. Finally, the research conclusions are summarized in Section 5.

2. Background

2.1. BRANN

The BRANN-based model is developed according to the multi-layer perception (MLP) with the back-propagation (BP) algorithm (Figure 3), but it overcomes the overfitting problem of the conventional BP algorithm, i.e., lower bias but larger variance. As an
alternative, BRANN has better generalization capacity and robustly determines the complex nonlinear relationship between the input and output data.

\[ F = \beta E_D + a E_W \]  

(1)

\[ E_D = \frac{1}{N} \sum_i^n (y_i - t_i)^2 = \frac{1}{N} \sum_i^n e_i^2 \]  

(2)

\[ E_W = \frac{1}{2} \sum_i^m w_i^2 \]  

(3)

where \( \alpha \) and \( \beta \) present hyper-parameters, which are used to control the distribution of other parameters; \( w \) is the weights; \( m \) is the number of those weights; \( D = (x_i, t_i) \) means the data of training set with \( i = 1, 2, \ldots, N \), where \( N \) is the total number of the training sets (input–output pairs); \( y_i \) means the \( i \)th output value corresponding to the \( i \)th training set (input–output pair).

In the BRANN, the initial weights are randomly set. With these initial weights, the density function for the weights can be updated according to Bayer’s rule:

\[ P( w|D, \alpha, \beta, M) = \frac{P(D|w, \beta, M) \cdot P( w|\alpha, M)}{P(D|\alpha, \beta, M)} \]  

(4)

where \( M \) is the particular neural network architecture adopted; \( P( w|\alpha, M) \) is the prior density, which represents our knowledge of the weights before any data are collected; \( P(D|w, \beta, M) \) is the likelihood function, which is the probability of the data occurring, given the weights \( w \); \( P(D|\alpha, \beta, M) \) is a normalization factor, which is given in Equation (5).

\[ P( D|\alpha, \beta, M) = \int_{-\infty}^{+\infty} P( D|\alpha, \beta, M)P( w|\alpha, M)dw \]  

(5)

If Gaussian distribution is assumed to the noise of training set data and weights, the probability densities can be calculated by:
\[ P(D|w, \beta, M) = \frac{1}{Z_D(\beta)} \exp(-\beta E_D) = \left(\frac{\pi}{\beta}\right)^{-N/2} \exp(-\beta E_D) \] (6)

\[ P(w|a, M) = \frac{1}{Z_W(a)} \exp(-\beta E_W) = \left(\frac{\pi}{a}\right)^{-m/2} \exp(-\beta E_W) \] (7)

If these probability densities are substituted into Equation (4), the probability equation becomes:

\[ P(w|D, a, \beta, M) = \frac{1}{Z_W(a) Z_D(\beta)} \frac{1}{P(D|a, \beta, M)} \exp(-\beta E_D + \beta E_W) = \frac{1}{Z_F(a, \beta)} \exp(-F(w)) \] (8)

In the BRANN, determining the optimal weights means maximizing the posterior probability \( P(w|D, a, \beta, M) \), which is equivalent to minimizing the regularized objective function \( F \) [24]. The Levenberg–Marquardt (LM) algorithm is a simple and accurate alternative for function approximation, which iteratively updates the weights as follows [32]:

\[ w^{k+1} = w^k - [H + \mu I]^{-1} J^T e \] (9)

where \( e = (e_1, e_2, ..., e_N) \) is the error vector containing the output errors for each input vector used on training the network. \( k \) is the iteration number and \( \mu \) is the damping parameter, which is summed to every number of the approximate Hessian diagonal before the system is solved for the gradient. \( H \) is the Hessian matrix, which can be expressed by \( H = J^T J \), where \( J \) is the Jacobian matrix, which can be calculated as follows:

\[
J = \begin{bmatrix}
\frac{\partial e_1(x_1, w)}{\partial w_1} & \cdots & \frac{\partial e_N(x_1, w)}{\partial w_1} \\
\vdots & \ddots & \vdots \\
\frac{\partial e_1(x_N, w)}{\partial w_1} & \cdots & \frac{\partial e_N(x_N, w)}{\partial w_1}
\end{bmatrix}
\] (10)

After the optimal weights under the maximum posterior probability \( w_{MP} \) are determined, the optimal values for \( a_{MP} \) and \( \beta_{MP} \) can be determined as follows:

\[ \eta = w_{MP} - (a_{MP} \times \text{tr}(H_{MP}^{-1})) \] (11)

\[ \beta_{MP} = \frac{(N - \eta)}{(2 \times E_D(w_{MP}))} \] (12)

\[ a_{MP} = \frac{\eta}{(2 \times E_W(w_{MP}))} \] (13)

where \( MP \) means the maximum posterior; \( \eta \) is a measure of how many parameters in the neural network are effectively used in reducing the error function.

### 2.2. Parametric and Non-Parametric Estimation

For the parametric estimation, the prior knowledge of data distribution needs to be known, and then, the Maximum Likelihood Estimation (MLE) can be employed to estimate those related unknown parameters of assumption distribution. As the SW is a structural component, the fatigue damage of SW is deemed to follow the Weibull distribution or the Lognormal distribution. In contrast, with respect to the non-parametric estimation, only the sample data are used to estimate the distribution characteristic of data.

#### 2.2.1. Weibull Distribution

The Weibull distribution has been used to fit many stress spectra for marine structures subjected to wave load in the offshore oil and gas industry [33]. Additionally, the two-parameter Weibull distribution, whose PDF is given in Equation (14), has been extensively used over the past decades for fitting data [34,35].
\[ f(x) = \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{k-1} \exp \left[ - \left( \frac{x}{\lambda} \right)^k \right], x \geq 0 \quad (14) \]

where \( x \) is the variable; \( k \) and \( \lambda \) are the shape and scale parameters, respectively. Furthermore, the related mean \( \mu \) and standard deviation \( \sigma \) are shown in Equations (15) and (16).

\[ \mu = \lambda \Gamma \left( 1 + \frac{1}{k} \right) \quad (15) \]
\[ \sigma = \lambda \sqrt{\Gamma \left( 1 + \frac{2}{k} \right) - \Gamma^2 \left( 1 + \frac{1}{k} \right)} \quad (16) \]

where \( \Gamma \) is the Gamma function. When the variable is assumed as \( t \), it can be expressed as follows:

\[ \Gamma(t) = \int_0^{+\infty} x^{t-1} \exp(-x) \, dx \quad (17) \]

2.2.2. Lognormal Distribution

The Lognormal distribution is established based on the normal distribution. For the random variable \( X' \), if \( Y' = \ln X' \) is normal distribution, and the mean and the standard deviation are the \( \mu \) and \( \sigma \), respectively. Then, the random variable \( X' \) obeys the Lognormal distribution of \( \mu \) and \( \sigma^2 \). The PDF of Lognormal distribution is shown in Equation (18).

\[ f(x) = \begin{cases} \frac{1}{\sigma x \sqrt{2\pi}} \exp \left(-\frac{\ln(x) - \mu}{2\sigma^2}\right), & x > 0 \\ 0, & x \leq 0 \end{cases} \quad (18) \]

2.2.3. Kernel Density Estimation

Kernel density estimation (KDE) proposed by Rosenblatt and Parzen is used to estimate the PDF for the unknown density function in the probability theory, which is one of the non-parametric test methods. Since the KDE approach studies the distribution characteristics of data from the data sample itself without assuming data distribution, it is paid significant attention to statistical theory and application field. The fixed-width kernel sampling density is given, as follows:

\[ k(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{h^n} K \left( \frac{x - x_i}{h} \right) \quad (19) \]

where \( x_i, i = 1, 2, \ldots, N \) are samples used for constructing the PDF \( k(x) \); \( n \) is the dimension of inputs, \( h \) is the bandwidth, and \( K \) is the kernel PDF.

A range of kernel functions is commonly used: uniform, triangular, biweight, triweight, Epanechnikov, normal, and others [36]. Due to its convenient mathematical properties, the normal kernel is a popular choice, and it is also used in this work, which means \( K(x) = \phi(x) \), where \( \phi \) is the standard normal PDF. Note that for the PDF of fatigue damage of SW, only a one-dimensional kernel sampling density is needed.

2.3. Logistic Regression

Considering a Bernoulli experiment with a binary output variable as \( Y(0,1) \), the binomial logistic regression can be used to predict the outcome of the experiment using a probability function \( P(x) = P(Y = 1 | X = x) \) where \( X \) can be a set of parameters (covariates). Having the logistic transformation (or logit) of \( P(x) \) as a linear function of \( x \) as \( \ln \frac{P(x)}{1-P(x)} = \beta_0 + \beta_1 x \), the probability function can be presented in Equation (20):

\[ P(x) = \frac{e^{\psi(x)}}{1 + e^{\psi(x)}} \quad (20) \]
where $\psi(x) = \beta_0 + \beta_1 x$ is the logit function, and $\beta_0$ and $\beta_1$ are the parameters of the logistic regression, which can be estimated by maximizing the likelihood function of $P(x)$ given an observation of the experiment outcome, as shown by Hosmer and Van [37,38] using a Bayesian inference scheme. Assuming a Bernoulli experiment ($Y = 1$ if the fatigue failure of SW and $Y = 0$ if the SW survives) with a probability distribution of $P(x)$, the likelihood function for $n$ observations can be developed as Equation (21):

$$\text{Likelihood} = \prod_{i=1}^{n} P(Y = y_i | X = x_i) = \prod_{i=1}^{n} P(x_i)^{y_i}(1 - P(x_i))^{1-y_i}$$  \hspace{1cm} (21)

3. Methodology of Establishing the Probability Density Function of Fatigue Damage of SW

Figure 4 presents the schematic of proposed methodology, which includes three parts: FEA and fatigue damage simulation [39,40], data-driven model, as well as the establishing PDF of fatigue damage and predicting probability of fatigue failure for SW. Each part is addressed as follows:

![Diagram](image_url)  

**Figure 4.** Framework for predicting the fatigue failure probability of SW.

Step 1: Local analysis. Local analysis of the SW system is applied to build the load-stress curve and the equivalent model of the SW. Then, the equivalent model is put into the global model forming the semi-decoupled model. The detailed modeling process of equivalent model is shown in references [9,41,42] for more detail.
Step 2: Fatigue damage analysis. Global analysis of the semi-decoupled model is employed to extract cyclic fatigue dynamic load of SW under the different wave loads, and then, the stress–time curve can be determined. After the stress range is obtained by the rainflow counting, the fatigue damage of SW is calculated by the S–N curve and Palmgren-Miner’s rule.

Step 3: Developing and checking the BRANN-FD model. After the simulation data are divided into developing set and checking set, the BRANN is used to train the BRANN-FD model under the different number of hidden neurons. Simultaneously, the coefficient determination $R^2$ between estimated results and simulation results of the developing set is calculated as well as $R^2$ between the estimated results and simulation results of the checking set. Both $R^2$ of the developing set and checking set are all viewed as the indicator to establish the appropriate BRANN-FD model. For the development process of the BRANN model, the interested readers may see references [25,28,43] for more detail.

Step 4: Input loads data. Generally, it is assumed that the significant wave height follows a Weibull distribution with two parameters, and the wave period follows Log-normal distribution. Based on the environment loads data in the South China Sea, the Maximum Likelihood Estimation (MLE) is applied to estimate those unknown parameters in the above distributions. A variety of input parameters are generated through the Latin Hypercube Sampling (LHS) method based on the distributions of the height and period of the wave.

Step 5: The thousands of numbers of fatigue damage data generated. Based on the developed BRANN-FD model and the obtained input loads data, a huge amount of fatigue damage data of SW are generated accurately and efficiently.

Step 6: PDF of fatigue damage assessed. The parametric and non-parametric estimation methods are applied to build the PDF of fatigue damage for SW based on the thousands of numbers of fatigue damage data. By comparison, the reasonable probability distribution characteristic of fatigue damage is determined.

Step 7: Fatigue failure probability predicted. The possible fatigue damage in each operation and the accumulation fatigue damage of SW during service could be easily calculated by PDF. Then, the fatigue failure probability of SW would be predicted by logistic regression.

4. Case Study
4.1. Fatigue Damage Analysis of SW
4.1.1. Basic Data

The SW of SS10 (Table 1) was taken as an example to calculate the fatigue damage in the drilling operation. The water depth of the target well was about 650 m in the South China Sea, and the drilling riser configuration is listed in Table 2. The one-year return period current profile and the wave load in the South China Sea were selected. Furthermore, the joint probability of occurrences of significant wave height $H_s$ and wave period $T_p$ described by a scatter diagram was adopted, as shown in Table 3. The wave load was the primary factor causing the fatigue damage of SW, while the current had little contribution [11]. Consequently, the wave load could be viewed as variable, and the current load could be considered constant. In this study, the fatigue damage of the WH weld and LH weld were selected to investigate the PDF of SW fatigue damage, as they have been regarded as the most critical fatigue position in the SW system.

Table 1. Parameters of SS10 SW.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Type/m</th>
<th>Max O.D/m</th>
<th>Min I.D/m</th>
<th>Height/m</th>
<th>Weight/kg</th>
<th>Bending Capacity/Nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW</td>
<td>0.476</td>
<td>0.851</td>
<td>0.446</td>
<td>1.476</td>
<td>2653.56</td>
<td>7.797 × 10^6</td>
</tr>
<tr>
<td>LW</td>
<td>0.762</td>
<td>0.946</td>
<td>0.685</td>
<td>0.762</td>
<td>850.5</td>
<td>4.204 × 10^6</td>
</tr>
</tbody>
</table>
Table 2. Drilling riser configuration.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number/Piece</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper flex joint</td>
<td>1</td>
</tr>
<tr>
<td>Telescopic joint</td>
<td>1</td>
</tr>
<tr>
<td>Pup joint</td>
<td>1</td>
</tr>
<tr>
<td>Buoyancy riser joints</td>
<td>26</td>
</tr>
<tr>
<td>Slip joint</td>
<td>1</td>
</tr>
<tr>
<td>Lower flex joint</td>
<td>1</td>
</tr>
<tr>
<td>BOPs</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Wave scatter diagram of the South China Sea.

<table>
<thead>
<tr>
<th>$H_s/m$</th>
<th>$T_p/s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>0.01</td>
</tr>
<tr>
<td>4.5</td>
<td>0.04</td>
</tr>
<tr>
<td>5.5</td>
<td>0.09</td>
</tr>
<tr>
<td>6.5</td>
<td>0.06</td>
</tr>
<tr>
<td>7.5</td>
<td>0.07</td>
</tr>
<tr>
<td>8.5</td>
<td>0.07</td>
</tr>
<tr>
<td>9.5</td>
<td>0.13</td>
</tr>
<tr>
<td>10.5</td>
<td>0.03</td>
</tr>
<tr>
<td>11.5</td>
<td>0.04</td>
</tr>
<tr>
<td>12.5</td>
<td>0.07</td>
</tr>
<tr>
<td>13.5</td>
<td>0.06</td>
</tr>
<tr>
<td>14.5</td>
<td>0.03</td>
</tr>
<tr>
<td>15.5</td>
<td>0.02</td>
</tr>
<tr>
<td>16.5</td>
<td>0.01</td>
</tr>
</tbody>
</table>

4.1.2. Fatigue Damage Calculation Based on Semi-Decoupled Model

In the local model of the SW system, the HW, LW, conductor, surface casing and the cement between the conductor and surface casing were the significant structures to be subjected to the fatigue dynamic loads; thus, they were modeled by a solid element to ensure analysis accuracy [10, 44, 45]. The beam element was used to model the other region improving the calculation speed. Due to the complex structure of the SW system, including the contact, the hexahedral structured mesh was used, and the size of the mesh was determined by mesh sensitivity analysis. In addition, in order to improve the analysis accuracy, the mesh of the contact and stress concentration region was further subdivided. Furthermore, the soil resistance was represented by non-linear springs to ensure the accuracy of the interaction between the soil and conductor as well as calculation speed. The lower boundary of the local model was supposed to be extended to at least 50 m below the mud line to avoid the influence of the fixed restraint of the bottom, and the upper boundary of the local model should be at the lower flex joint [46]. Then, the local model of the SW system was established.

By local analysis, the load–stress curve and the parameters of the equivalent model were determined as shown in Figure 5 and Table 4, respectively. As the SW system is the complicated structure, the calculation of the local model for SW would be time consuming.

Table 4. Calculation results of beam and spring properties.

<table>
<thead>
<tr>
<th>$H_s/m$</th>
<th>$H/m$</th>
<th>$EI/Nm^2$</th>
<th>Spring Stiffness/N/m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>10.6</td>
<td>$7.6 \times 10^8$</td>
<td>$1.36 \times 10^7$</td>
</tr>
</tbody>
</table>
The equivalent beam model of the SW system was put into the riser–BOPs–wellhead model to build the semi-decoupled model. The semi-decoupled model was employed to obtain the load–time curve of SW in drilling operation by dynamic analysis. Figure 6 shows the load–time curve of SW under the wave load of $H_S = 3.25 \text{ m}$ and $T_P = 9.5 \text{ s}$ from 700 to 900 s. After the curves of stress response of the HW and LW welds were calculated, as shown in Figure 7, the stress ranges of the HW and LW welds were obtained by the rainflow counting. Subsequently, the fatigue damage of SW was calculated by the S–N curve and Palmgren–Miner’s rule as given in Figure 8. It was considerably time consuming to conduct fatigue damage analysis of SW for only one wave load condition, as the dynamic analysis time of 3000 s was adopted to obtain a realistic and stable dynamic response of the riser system.

Figure 5. Load–stress curve.

Figure 6. Cyclic dynamic load of SW ($H_S = 3.25 \text{ m}, T_P = 9.5 \text{ s}$).

Figure 7. Stress-time curve ($H_S = 3.25 \text{ m}, T_P = 9.5 \text{ s}$).
Figure 8. Fatigue damage of SW (Hₛ = 3.25 m, Tₚ = 9.5 s).

4.2. BRANN Fatigue Damage Model

In terms of the wave scatter diagram, 127 wave loads were selected to compute fatigue damage of the HW and LH welds. Generally, the simulations number of the developing set employed could influence model generalization significantly, as the accuracy and robustness of the developed model could be improved with the increment number of simulations. Furthermore, the simulation number of checking sets should be larger than those of developing sets to ensure the effectiveness of checking. However, a large number of simulation inputs would bring great computational burden for engineering application. Accordingly, it was necessary to balance the trade-off between the robustness and the inputs. Eventually, according to the limited 127 simulation results, the developing set had 60 simulations and the checking set had 67 simulations for BRANN-FD model development. Additionally, the number of hidden neurons that was difficult to determine was analyzed from 1 to 20 to obtain the optimal value.

Figure 9 demonstrates the robustness analysis of the BRANN-FD models for HW and LW welds under varied hidden neuron numbers. The BRANN-FD models of the HW and LW welds could show the coefficient determination R² results of the developing set and checking set under different hidden neuron numbers. As can be seen in Figure 9a, the coefficient determination R² of the developing set becomes steady and approaches 1 with the increase in neural number. Meanwhile, the R² of the checking set also becomes stable and comes close to 0.978 with the increment in the neural number. When the neural number is 10, the R² of the checking set reaches the maximum, 0.978. Thus, the determined optimal number of hidden neurons is 10. The analysis results illustrate that the developed BRANN-FD model of the HW weld had no overfitting problem, and the BRANN-based model was quite robust and accurate. Similarly, for the BRANN-FD model of the LW weld, the same results would also be obtained.

Figure 9. Robustness analysis of BRANN-FD models under varied hidden neuron numbers. (a) HW. (b) LW.
4.3. Probability Density Function of Fatigue Damage

4.3.1. PDF of Fatigue Damage Determined by Parametric Estimation

Generally, the significant wave height is assumed to follow the two-parameter Weibull distribution whose PDF is shown in Equation (14). Correspondingly, the wave period $T_P$ conditional on $H_s$ is practically modeled by a Lognormal distribution whose PDF is shown in Equation (18). The MLE was carried out to estimate those unknown parameters based on the wave scatter diagram listed in Table 3, and the evaluation results are given in Table 5. According to the distributions of wave height and period, the LHS method was performed to generate 10,000 sets of reasonable random input data. Then, applying the developed BRANN-FD models and input data, the 10,000 sets of fatigue damage data of the HW and LW welds were generated fast, respectively. The huge amounts of fatigue damage data were used to assess the PDF curves of fatigue damage of the HW and LW welds, respectively.

Table 5. Optimal evaluation results for different random variables distribution types.

<table>
<thead>
<tr>
<th>Random Variables</th>
<th>Distribution</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant wave height</td>
<td>Weibull</td>
<td>$k = 1.837$</td>
</tr>
<tr>
<td>Wave period</td>
<td>Lognormal</td>
<td>$\mu = 1.94 + 0.0702H_s^{1.135}$</td>
</tr>
</tbody>
</table>

In parametric estimation, it was assumed that the fatigue damage of SW followed the Weibull distribution or the Lognormal distribution. Based on the fatigue damage data, the unknown parameters were estimated by the MLE method. For the HW weld, the estimated PDF curves of fatigue damage are shown in Figure 10. Simultaneously, the 10,000 sample data were divided into different stages in the same interval, 0.001, and the occurrence probability of fatigue damage (OPFD) for different stages was calculated as given in Figure 10. As the PDF of fatigue damage presents the occurrence possibility for a certain fatigue damage, the statistic OPFD of different stages would be regarded as a criterion to acquire the most possible probability distribution characteristic of fatigue damage of the HW weld. Similarly, the statistic OPFD of different stages and the PDF curves of fatigue damage for the LW weld were obtained as shown in Figure 11.

As can be seen from Figure 10, for the statistic OPFD, when the fatigue damage of the HW weld is less than $0.147 \, a^{-1}$, the statistic OPFD of different stages increases first and then decreases with the increment in fatigue damage, while the same regulation also occurs when fatigue damage of the WH weld is between $0.147$ and $0.165 \, a^{-1}$. This means that the peak value of PDF should be in the range of $0.144$ and $0.151 \, a^{-1}$, and the PDF curve of fatigue damage should have the same change tendency and speed with the statistic OPFD.

In Figure 10a, the peak value of the PDF curve is between $0.152$ and $0.154 \, a^{-1}$, and the change speed and tendency of the PDF curve is different from that of the statistic OPFD. With respect to the Lognormal distribution (Figure 10b), the peak value of the PDF curve is between $0.148$ and $0.150 \, a^{-1}$, and the change speed and tendency of the PDF curve is closer to that of the statistic OPFD. Similarly, Figure 11 also demonstrates that the change speed and tendency of the PDF curve estimated by Lognormal distribution is almost in agreement with that of the statistical OPFD. By comparison, the results illustrated that the Lognormal distribution was more appropriate to represent the probability distribution characteristic of SW fatigue damage rather than the Weibull distribution.

4.3.2. PDF of Fatigue Damage Determined by Non-Parametric Estimation

Different from parametric estimation, prior knowledge of data distribution is not needed for the non-parametric estimation. Thus, the KED with an appropriate kernel bandwidth is employed to obtain the distribution characteristic of fatigue damage for SW without prior knowledge of fatigue data distribution, as shown in Figure 12. As seen from Figure 12, for the HW weld, the peak range of the estimated PDF curve as well as the change speed and tendency of the PDF curve are in agreement with that of the statistical...
OPFD. Furthermore, the same results could be obtained by analysis of the LW weld. The results showed that the non-parametric estimation was more appropriate to be used to determine the PDF of fatigue damage of SW, as a distribution characteristic of SW fatigue damage data was not assumed.
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Figure 10. PDF of fatigue damage of HW weld. (a) Weibull distribution. (b) Lognormal distribution.

However, the PDF of fatigue damage obtained by non-parametric estimation was not the common distribution form; thus, it was difficult to be used to calculate the fatigue damage and accumulation of fatigue damage. Therefore, the most appropriate common distribution form of fatigue damage was supposed to be determined by the comparison of parametric and non-parametric estimation results. In Figure 13, the comparison results show that the PDF estimated by KDE is basically similar to the Lognormal distribution rather than to Weibull distribution. The results demonstrated that the PDF of SW fatigue damage would be considered as the approximate Lognormal distribution. Based on the distribution characteristics of SW fatigue damage, the possible fatigue damage of SW in each operation could be obtained by the LHS method quickly and conveniently, and the randomness of the fatigue damage could also be taken into consideration. Thus, the accumulation fatigue damage of SW could be calculated rapidly.
Figure 10. PDF of fatigue damage of HW weld. (a) Weibull distribution. (b) Lognormal distribution.

Figure 11. PDF of fatigue damage of LW weld. (a) Weibull distribution. (b) Lognormal distribution.

4.4. Fatigue Failure Probability of SW

The fatigue damage of the HW weld was larger than that of the LW weld, which could represent the fatigue damage of SW to predict the fatigue failure probability of SW. As the PDF of fatigue damage followed Lognormal distribution, the unknown parameters of PDF could be assessed for drilling and completion and workover operation, as listed in Table 6. Considering the operation sequence of SW during service life, the fatigue damage data of SW in each operation were generated by LHS and relevant PDF, and the accumulation fatigue damage of SW was calculated. Once the accumulation fatigue damage of SW was more than 1, the accumulation calculation was stopped.

Table 6. Parameters of PDF for well completion and workover.

<table>
<thead>
<tr>
<th>Working Condition</th>
<th>Drilling</th>
<th>Well Completion</th>
<th>Workover</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters $\mu$</td>
<td>$-1.906$</td>
<td>$-1.514$</td>
<td>$-1.565$</td>
</tr>
<tr>
<td>Parameters $\sigma$</td>
<td>$0.036$</td>
<td>$0.036$</td>
<td>$0.036$</td>
</tr>
</tbody>
</table>
When the accumulation fatigue damage of SW during service life was more than 1, it was considered as failed. By the MLE, the optimal values of the logistic regression parameters were calculated, which were $\hat{\beta}_0 = -7.3868$ and $\hat{\beta}_1 = 12.8476$. Furthermore, the relationship between accumulation fatigue damage and the fatigue failure probability was determined as shown in Figure 14. It can be seen in Figure 14 that during the entire life of SW, the fatigue failure probability nonlinearly increases with the increment of the accumulation fatigue damage. When the fatigue damage is less than 0.3, the fatigue failure probability is very low, whereas when the fatigue damage is between 0.3 and 0.7, the possibility of fatigue failure increases quickly. Once the accumulation fatigue is more than 0.7, the fatigue failure probability is close to 0.9, which means that the corresponding risk analysis is supposed to be taken to propose some preventive control measures for mitigating fatigue failure risk, especially for the aged wellhead.

Figure 12. PDF of fatigue damage estimated by KDE. (a) HW. (b) LW.
When the accumulation fatigue damage of SW during service life was less than 0.3, the fatigue failure probability is close to 0. If the accumulation fatigue damage of SW is between 0.3 and 0.7, the fatigue failure probability will nonlinearly increase. When the accumulation fatigue damage of SW is more than 0.7, the fatigue failure probability will approach 1. Therefore, some preventive control measures should be taken to mitigate the fatigue failure risk of SW, especially for the aged wellhead.

Figure 13. Comparison of parametric and non-parametric estimation results. (a) HW. (b) LW.

Figure 14. Relationship between the fatigue failure probability and accumulation fatigue damage.
5. Conclusions

This study presents a probability methodology for predicting the fatigue failure probability of SW based on BRANN. A case study demonstrates how the BRANN could be effectively manipulated to build the PDF of SW fatigue damage and to predict the fatigue failure probability of SW. The main achievements are summarized as follows.

Fatigue damage analysis of SW provides the data of developing and checking sets to train the BRANN-based model. The BRANN-FD model with 10 hidden neurons is proven to be the most efficient and robust since the $R^2$ of the checking set would become stable and come close to 0.978, which would be used to generate a large number of fatigue damage data of SW with negligible computational cost.

The non-parametric estimation is more appropriate to be used to acquire the probability distribution characteristic of SW fatigue damage, as probability distribution characteristic of SW fatigue damage data is not assumed. By comparison of the parametric and non-parametric estimation results, the PDF of SW fatigue damage would be deemed as the approximate Lognormal distribution, which could be applied to obtain the possible fatigue damage in each operation and accumulation fatigue damage during service life conveniently.

Based on the probability distribution characteristic of SW fatigue damage, the predicted relationship between the fatigue failure probability and accumulation fatigue damage is that the fatigue failure probability of SW nonlinearly increases with the increment in the accumulation fatigue damage. When the accumulation fatigue damage is more than 0.7, the fatigue failure probability is close to 0.9. Thus, some preventive control measures should be taken to mitigate the fatigue failure risk of SW.

Author Contributions: Conceptualization, Y.C.; Data curation, J.S.; Formal analysis, J.L. and N.Z.; Funding acquisition, Y.C.; Investigation, Q.G. and Y.D.; Methodology, J.L.; Project administration, J.L.; Resources, G.C.; Supervision, G.C.; Validation, X.L.; Writing—original draft, J.L.; Writing—review and editing, X.L. and J.L. All authors have read and agreed to the published version of the manuscript.

Funding: The authors gratefully acknowledge the financial support provided by the National Natural Science Foundation of China (no. 52071337) and the Technological Projects of CNPC under Grant (no. ZD2019-184-004).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank the editors and reviewers for their many constructive suggestions and comments that helped improve the quality of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References


