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Abstract: A catenary anchor leg mooring system (CALM) is one of the main kinds of offshore transport terminals. Its buoyancy is connected by multiple anchor chains fixed on the seabed. Because a large deformation characterizes the anchor chain, it is prone to fatigue failure under dynamic loads in marine environments. These factors lead to many challenges in the design optimization of anchor chains. This study aims to develop a rapid optimization design framework for a mooring anchor chain with cost minimization as the design objective. In this framework, an approximation model of the mooring analysis is built based on an adaptive sampling method, and a combination of a genetic algorithm and a sequential quadratic programming method is utilized to optimize the established approximation model. The results show that the framework significantly reduces the computation time, and the error of the final optimization result obtained by adaptive sampling is significantly reduced. We found that using a quadratic or elliptic function as an adaptive function is good enough to obtain the optimization result.

Keywords: catenary anchor leg mooring system (CALM); adaptive sampling; approximation model; genetic algorithm; optimization

1. Introduction

Owing to the increasing global demand for offshore oil and gas, the development and research of marine equipment have become increasingly popular. A single-point mooring system is one of the main techniques used for offshore oil terminals. Unlike the traditional duck, the single-point mooring system employs “point” mooring system. Hence, the very large crude carrier (VLCC) can be moored to it and directly operated at sea. Currently, the catenary anchor leg mooring system (CALM) is the most widely used in single-point mooring systems.

Due to its low initial investment and high efficiency, many companies have competitively developed CALM. The design of the mooring configuration and analysis of the strength of anchor chains have always been the focus of research in CALM. The efficient design of the configuration of the mooring anchor chain and analysis of its dynamic response characteristics is key to the preliminary design of the CALM. In addition, the variety of anchor chain lengths and tension angle arrangements has increased the difficulty of the configuration design. To meet engineering requirements and specifications, engineers base the preliminary design of the CALM on previous engineering experience. Mooring anchor chain design involves many parameters and usually requires considerable computational time and cost; however, the final result is sometimes not ideal. It is not easy to quickly and effectively evaluate the rationality of design parameters. Therefore, a rapid optimization design framework for the CALM is essential.

Felix-Gonzalez et al. [1] established a fully symmetrical and bilaterally symmetric two-dimensional static equivalent mooring system model. The root mean square error...
of equivalent model displacement and root mean square error of numerical model displacement are taken as objective functions, and the genetic algorithm is used to optimize. Shaheefar et al. [2] proposed a program to optimize the mooring design of floating platforms to reduce the dynamic response of floating platforms. Aqdam et al. [3] established a radial neural network for the damage diagnosis of mooring lines, considering the uncertainty of the mooring line boundary of floating structures. Thomsen et al. [4] used an approximation model to determine the mooring parameters that affect the mooring cost and find a cheap and reliable mooring solution. Sun et al. [5] optimized the cable length and used the breakage strength of the anchor chains as a constraint condition to minimize the longitudinal and transverse values in each wave direction of floating production storage and offloading (FPSO) and obtained more reasonable design parameters. Yetkin et al. [6] used the simulation results of mooring tensions and tanker displacements for the four-point tanker-buoy mooring system to train the ANN structure and created an algorithm to obtain quick predictions. Pillai et al. [7] optimized a mooring system design using a random forest-based surrogate model-assisted multi-objective genetic algorithm. Bruno da Fonseca Monteiro et al. [8] used Particle Swarm to obtain a solution for the mooring system radius. Giron et al. [9] summarized the mooring design method and pointed out the optimization objectives of a mooring system. Li et al. [10] applied Kriging metamodels as surrogates for the responses of time-domain simulations and used a gradient-based search algorithm to find the optimal solutions by exploring the design space. Gumley et al. [11] used metocean and GPS data from an FPSO to train a model using Kriging and neural network methods, and the identified mooring system change was used to predict a mooring line failure. Christiansen N H et al. [12] raised a hybrid method for fatigue analysis to balance the accuracy and time consumption due to more sea states for floating offshore platforms anchored by mooring lines. Saad A M et al. [13] used neural networks to detect mooring line failure in near real-time based on measured motion to predict spread moored FSPO motion.

In a detailed mooring system analysis, many parameters must be obtained through experiments or finite element calculations, all of which require considerable computation cost and time. In optimizing the approximation model, this method can effectively reduce the number of sample points to obtain higher model accuracy, saving considerable time and cost. Sasena et al. [14] adopted a SuperEGO algorithm suitable for adaptive sampling to optimize the approximation model. Hao [15] developed a set of adaptive anchor box optimization algorithms to optimize the kriging model and iteratively solved the problems caused by a large range of design variables. Tian et al. [16] selected competitive sample points to optimize the approximation model based on specific criteria, thereby significantly improving the model calculation efficiency; however, the model accuracy slightly decreased. Hao et al. [15] reduced the design variable space by setting an adaptive function and improving optimization efficiency.

This study optimized platform mooring under the influence of environmental distribution forces and the tension and length of the mooring cables were optimized under the influence of the material and size of each mooring cable. To minimize the total sampling points, an approximation model is established to obtain a global solution roughly, and based on an adaptive sampling technique, a local solution is revised exactly. A combination of a genetic algorithm and a sequential quadratic programming method is utilized to optimize the approximation model to find a set of design parameters for the mooring anchor chains that maximize economic benefits under safety conditions.

The manuscript is structured as follows: Sections 3 and 4 introduce the approximation model and optimization algorithm adopted in this study, Section 5 discusses the adaptive sampling method based on the approximation model, and Section 6 uses the above program framework to analyze specific examples and verify it with commercial software.

2. Problem Description

Figure 1 shows a schematic of the CALM, which consists of an upper buoyancy system and mooring chains. Under working conditions, the anchor chain is subjected to tensile
forces, gravity, and buoyancy caused by the buoyancy system and seawater. A tanker is connected to the CALM buoy. The mooring ship in this study is a 300,000-ton large oil tanker with a scale of 320 m long, 60 m wide, and 30.5 m height. Considering that ballast draft and full load draft are typical loading conditions of mooring, CALM can replace the wharves to transfer crude oil from tanker to shore by pipelines. CALM has the advantage of less investment compared to wharves. However, it is complicated and tedious to choose a scheme with good mooring performance and economy, which brings challenges to mooring design. This study is to establish a program to quickly obtain an optimal mooring scheme to solve this problem.

![Figure 1. Schematic diagram of the catenary anchor leg mooring system.](image)

To ensure the safe operation of the system, engineers must consider various conditions and limit the anchor chain pretension angle and buoyancy system offset within a certain range. The conditions contain environment—wind, current, and wave; tanker loading—full load and ballast or away from the buoy; and the mooring system—intact or one anchor line broken, involving many variables in mooring analysis, which will make the computation complex and time-consuming. Here, we give the optimization formula for the optimized anchor chain system in Equation (1). In the equations, the design objective is to minimize the cost $Co$, the design variables are the anchor diameter $Di$ and pretension angle $PA$, and the constraints are the buoyancy offset $Of$, anchor chain tension safe factor $T$ (the ratio of maximum chain tension and actual tension), fatigue damage $Dm$, and vertical force $Tv$. The list of all parameters are shown in Table A2 of Appendix A.

The constraint conditions are further refined as follows. It can be seen that the derivation of each constraint almost depends on a large amount of numerical calculation work. Since the calculation of these parameters is not the focus of this paper, the paper lists the constraints for the main variables.

**Object**: $\min (Co)$

**Function**: $Co = f(Of, T, Dm, Di, Tv, PA)$

**Design variables**

\[
\begin{align*}
\text{Di}_{\text{lower}} & \leq Di \leq Di_{\text{bound}} \\
\text{PA}_{\text{lower}} & \leq PA \leq PA_{\text{bound}}
\end{align*}
\]

(1)

\[
\begin{aligned}
Of &= \max\left(\text{Of}_{\text{full}}, \text{Of}_{\text{ballast}}, \text{Of}_{\text{sur}}\right) \leq 6m \\
T1 &= \frac{1}{T} \geq 3 \\
T2 &= \frac{1}{T} \geq 3 \\
Dm &= \sum_{i=1}^{n} Dmi \leq 0.33 \\
Tv &\leq 105t
\end{aligned}
\]

Because the anchor chain is slim, it usually exhibits large deformations. The wind and wave loads in a marine environment are simultaneous random loads. All of these
factors cause fatigue damage. Traditionally, engineering design relies on experience and experiments to obtain optimal variables. However, this work relies on sample point data calculated by AQWA and uses MATLAB and ISIGHT to independently develop optimization programs to achieve a rapid automatic design of the anchor chains. The workflow is shown in Figure 2.

![Flowchart of mooring anchor chain optimization based on an approximation model.](image)

**3. Establishment of the Approximation Model**

The essential feature of the approximation model is using the response values of the sample points in the numerical experiment to predict the response values of the unknown points in the design space. In other words, the sample data obtained from the experimental design were fitted to establish an approximate relationship between input and output parameters.

**3.1. Design of Experiment**

The experimental design is based on probability and mathematical statistics. Without prior knowledge, it studies how to efficiently and reasonably conduct experiments and effectively analyze and process the experimental design results. The number and quality of the experimental design samples directly affected the approximation model’s effectiveness for the real solution. If the number of samples is too small or not representative, it cannot reflect the mapping between the approximation model and the real solution. Too many samples cause overfitting, making it impossible to establish the correct mapping relationship.

In this study, the Latin hypercube sampling (LHS) method [17,18] was used to sample the design variables. This method can evenly distribute sample points into the design space and does not have overlapping sample points in small neighborhoods. The main advantage of the LHS is that the generated sample points represent all parts of the vector space, and knowing the problem’s dimensions is unnecessary.

**3.2. Radial Basis Function (RBF)**

At present, approximation models include the response surface method, Kriging method, and radial basis function method with a high nonlinear mapping capability. Because the optimization problem of mooring anchor chains involves relatively high nonlinearity, the radial basis function method (RBF) [19,20] is adopted in this study.

The RBF model uses the distance between the measured and sample points as the independent basis functions and is constructed using linear weighting. It can approximate continuous or discrete functions with arbitrary precision. The RBF model consists of three
layers: the input, hidden, and output layers. Each node of the hidden layer uses a Gaussian function (Equation (2)) as the radial basis function; that is, the data transformation from the input layer to the hidden layer is nonlinear. After the radial basis functions are determined, the results of these functions are weighted and linearly summed to obtain the output value of the RBF neural network (Equation (3)), as shown in Figure 3.

$$h(x) = \exp\left(-\frac{(x - c)^2}{r^2}\right)$$  \hspace{1cm} (2)

$$f(x) = \sum_{j=1}^{m} w_j h_j(x)$$  \hspace{1cm} (3)

Here, $x$ represents the design variable, $c$ represents the central point, $r$ represents the distance between the sample and measured points, $h_j(x)$ represents the radial function, and $w_j$ represents the weight factor.

4. Optimization Algorithm

After the approximation model was established, a combination of a genetic algorithm and a sequential quadratic programming method was selected for optimization. In other words, the global optimization algorithm (GA) is first used to determine the global optimum, and after the preliminary solution is determined, the local quadratic programming method is used for a local optimization to find the final optimization value.

4.1. Genetic Algorithm

The genetic algorithm [21] is a computational model that simulates the natural and biological mechanisms of biological evolution [22,23]. Its main feature is that it directly operates on the structure, with no derivative and function continuity limitations. It has inherent hidden parallelism and a better global optimization ability. It mainly uses a probabilistic optimization method that can automatically obtain and guide the optimized search space without determining rules and adaptively adjusts the search direction.

The genetic algorithm selects sample points based on the fitness function and uses the genetic operators of natural genetics to perform crossover and mutation to generate new individuals that are more suitable for the environment, thereby determining the optimal solution. This process is illustrated in Figure 4.
Mathematical programming problems with general nonlinear constraints are such that:

\[
\begin{align*}
\min f(x) \\
g(x) &\leq 0 \\
h(x) &= 0
\end{align*}
\]  

where \( x \) is the design variable, \( f(x) \) is the objective function, and \( g(x) \) and \( h(x) \) are the inequality and equality constraint functions, respectively.

The Taylor function was used to simplify the objective function of the nonlinear constraint at the iteration point to simplify the quadratic function, and the constraint function was reduced to a linear function to obtain the following quadratic programming problem:

\[
\begin{align*}
\min f(x) &= \frac{1}{2}\left[X - X^k\right]^T \nabla^2 f\left(X^k\right)\left[X - X^k\right] + \nabla f\left(X^k\right)^T \left[X - X^k\right] \\
\text{s.t.} \quad \nabla g\left(X^k\right)^T \left[X - X^k\right] + g\left(X^k\right) &\leq 0 \\
\quad \nabla h\left(X^k\right)^T \left[X - X^k\right] + h\left(X^k\right) &= 0
\end{align*}
\]  

This problem approximates the original constraint optimization problem, but its solution is not necessarily a feasible point of the original problem.

\[
S = X - X^k
\]  

4.2. Sequential Quadratic Programming

Sequential quadratic programming [24] is currently one of the most effective methods for solving constrained nonlinear optimization problems. It has quicker convergence, higher computing efficiency, and strong boundary search capabilities than other gradient-based optimization algorithms. These advantages have received extensive attention and applications. However, each step of the iterative process must solve one or more quadratic programming problems. Generally, it is difficult to use the sparseness and symmetry of the original problem when solving quadratic programming problems. As the scale of the optimization problem increases, the calculation workload and required storage quickly increase. Therefore, the current sequential quadratic programming method generally only applies to small- and medium-sized problems. In addition, because large quadratic programming problems are usually solved using iterative methods, they require higher accuracy and more time while being more unstable than other methods.

Sequential quadratic programming [24] is currently one of the most effective methods for solving constrained nonlinear optimization problems. It has quicker convergence, higher computing efficiency, and strong boundary search capabilities than other gradient-based optimization algorithms. These advantages have received extensive attention and applications. However, each step of the iterative process must solve one or more quadratic programming problems. Generally, it is difficult to use the sparseness and symmetry of the original problem when solving quadratic programming problems. As the scale of the optimization problem increases, the calculation workload and required storage quickly increase. Therefore, the current sequential quadratic programming method generally only applies to small- and medium-sized problems. In addition, because large quadratic programming problems are usually solved using iterative methods, they require higher accuracy and more time while being more unstable than other methods.

The genetic algorithm selects sample points based on the objective function, and the constraint function was reduced to a linear function to obtain the following quadratic programming problem:

\[
\begin{align*}
\min f(x) &= \frac{1}{2}\left[X - X^k\right]^T \nabla^2 f\left(X^k\right)\left[X - X^k\right] + \nabla f\left(X^k\right)^T \left[X - X^k\right] \\
\text{s.t.} \quad \nabla g\left(X^k\right)^T \left[X - X^k\right] + g\left(X^k\right) &\leq 0 \\
\quad \nabla h\left(X^k\right)^T \left[X - X^k\right] + h\left(X^k\right) &= 0
\end{align*}
\]  

This problem approximates the original constraint optimization problem, but its solution is not necessarily a feasible point of the original problem. 

\[
S = X - X^k
\]
Turning the above quadratic programming problem into a question about $S$ gives

\[
\min f(x) = \frac{1}{2} S^T \nabla^2 f \left( X^k \right) S + \nabla f(X^k)^T S \\
s.t. \quad \nabla g(X^k)^T S + g(X^k) \leq 0 \\
s.t. \quad \nabla h(X^k)^T S + h(X^k) = 0
\]  

(7)

Translating the above formula into the general form of the quadratic programming problem gives

\[
\begin{cases}
\min \frac{1}{2} S^T H S + C^T \\
A_S \leq B \\
A_{eq} = B_{eq}
\end{cases}
\]

(8)

By solving this quadratic programming problem, taking its optimal solution $S$ as the next search direction $S^k$ of the original problem, and performing a constrained one-dimensional search of the objective function of the original constraint problem in this direction, an approximate solution $X^{k+1}$ of the original constraint problem can be obtained. The optimal solution to the original problem can be obtained by repeating this process.

5. Adaptive Sampling

The adaptive experimental design obtains relevant information through early sampling to guide later sampling. This method can be used for approximation-model optimization. Because this study’s sample point acquisition must be obtained by AQWA calculation, the calculation time of each group of sample points is approximately 2 h. Therefore, we consider the adaptive function method proposed by Hao et al. [15] to reduce the design space and avoid spending much time updating the approximation model, as shown in Figure 5.

\[
\Delta = \left| \frac{X^{opt}_i - X^{ini}_i}{X^{lim}_i - X^{ini}_i} \right|
\]

(9)

Figure 5. Schematic diagram of the adaptive sampling process.

In the formula, $X^{opt}_i$ represents the first-step optimization value of the $i$-th variable, $X^{ini}_i$ represents the initial value of the $i$-th variable, and $X^{lim}_i$ represents the upper and lower limits of the $i$-th variable.

In the second optimization step, the sample point distribution can be determined using the function $F(\Delta)$. The sampling interval function $F(\Delta)$ is used to describe the sampling interval of the design variable in the adaptation, see Figure 5. For the $F(\Delta)$ function, the sampling interval of the variable is set to decrease from the center to the optimization value.
of the first step. Variables with optimization results close to the upper and lower limits in the first step are considered monotonic with the optimization goal and do not participate in sampling. Based on the above principles, the adaptive function $F(\Delta)$ can be selected independently. When the form of $F(\Delta)$ is determined, the sampling interval of the design variable can be expressed as $[(\max(\Delta - F(\Delta)), -1), (\min(\Delta + F(\Delta)), 1)]$.

6. Case Study
6.1. Mooring Chain Configuration Optimization Based on the Established Approximation Model

In some areas of China, the water depth is relatively shallow, and the docking of large ships, in this case, usually requires a new terminal, which is extremely expensive. Thus, a relatively low-cost single-point mooring method for oil and gas transportation is considered in this study. This section considers the single-point mooring system applied in the Bohai Sea as an example for verifying the proposed approximation model. The constraints are set by the API and ABS specifications [25,26], as shown in Equation (10). The value range of the anchor chain diameter for this project was 60,200, and the range of the pretension angle was from 10° to 80°. This study used the Latin hypercube method to take 50 sampling points for the diameter and tension angle, as shown in Figure 6. The sample point information for each variable after the AQWA calculation is shown in Table A1 of Appendix A. The anchor chain tension safe factor $T_1$ is the ratio of maximum allowable chain tension and actual tension under operation conditions when the VLCC is connected to the CALM buoyancy, while $T_2$ is the ratio under the survival condition when there is the CALM buoyancy only without the VLCC.

$$\begin{align*}
O_f &\leq 6m \\
T_1, T_2 &\geq 3 \\
D_m &\leq 0.33 \\
T_v &\leq 105t
\end{align*}$$

This study adopted the optimization framework shown in Figure 1 to analyze the sample data. In the genetic algorithm, the number of initialized populations was set to 100, the crossover probability of genetic factors was set to 0.8, and the probability of mutation was set to 0.1. The RBF approximation model established based on the sample data in Figure 6 is shown in Figure 7. It can be observed from the figure that the maximum cost occurs when the inner diameter of the anchor chain is maximized, and the tension angle is minimized. Because the cost is proportional to the mass of the anchor chain, an increase in the anchor chain’s inner diameter increases the mass of the anchor chain. When the anchor chain’s inner diameter is maximum, the cost increases with a decrease in the anchor chain’s...
tension angle. Additionally, the larger inner diameter of the anchor chain requires a larger pipeline tension, increasing pipeline quality and cost.

![Figure 7. Surrogate Model of Anchor Chain Cost.](image)

Simultaneously, the commercial software ISIGHT was used to verify the optimization framework proposed in this study. Table 1 shows the optimization results of the ISIGHT and this study. The table shows that the results obtained in this study are 3.2% smaller than those of the ISIGHT software optimization, indicating that the proposed program has slightly greater efficiency. To assess the accuracy of the optimized variables, we used AQWA to verify the study’s parameters. Figure 8 compares the results of the two optimization processes with those calculated using AQWA. The table shows that, except for fatigue damage $D_m$, the calculation errors of the other optimization parameters and AQWA are all less than 2%. However, there was a large error between the fatigue damage $D_m$ results optimized by the program proposed in this study and the calculated values of AQWA. The two optimized results were 71.88% and 92.22%, respectively. Further analysis showed that the fatigue strength of the anchor chain was affected by the uncertainty of the long-period dynamic load in the AQWA calculation. Therefore, the feedback of the sample data had some singularities, leading to errors in the fitting of the approximate model.

<table>
<thead>
<tr>
<th></th>
<th>This Study</th>
<th>ISIGHT</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0$ (CNY)</td>
<td>4,112,300</td>
<td>4,248,159</td>
<td>3.2%</td>
</tr>
</tbody>
</table>

### Table 1. Comparison of ISIGHT results and optimization results in this study.

**6.2. Adaptive Sampling Optimization**

Figure 8 shows a large difference between the optimization results and AQWA calculations for the fatigue life $D_m$. This difference is owing to mainly the approximation model’s low accuracy. To solve the above problems, we perform a secondary optimization on the approximation model to obtain better results. First, we used Equation (14) to calculate the dimensionless coefficient of the design variables. Then, we set $F(\Delta)$ to determine the adaptive sampling interval and used the LHS method for sampling. We used 20 samples, which required less time than 50 sample points. This study selects the primary, quadratic, and elliptic functions as adaptive functions to reduce the interval, as shown in Figure 9.
Figure 8. Comparison of this study's error with that of the AQWA calculation results.

Figure 9. Adaptive function $F(\Delta)$ and adaptive sampling interval.

The adaptive sampling optimization of the approximation model is presented in Tables 2–4. From the data in the tables, the model’s accuracy after the second optimization is improved, and errors in the computation of fatigue life are reduced. The optimization time was significantly shortened due to the number of sampling points reduction. Compared with the optimization results of the three adaptive functions, the error of the fatigue damage calculated by the linear function is 9.37%, which is larger than those of the other two models. The fatigue damage calculated with AQWA employing an elliptic function was 0.34, which is outside the constraint range. From this perspective, this model is unsuitable for the calculation example selected in this study. The quadratic function is used for adaptive sampling, and not only are all variables controlled within the constraint range, but all errors are controlled within 5%. In summary, a better target optimization value is obtained under the constraint conditions when the quadratic function is selected for adaptive sampling.
Table 2. Linear function adaptive sampling optimization results.

<table>
<thead>
<tr>
<th>Method Considered in This Study</th>
<th>AQWA</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di (mm)</td>
<td>104.11</td>
<td>104.11</td>
</tr>
<tr>
<td>PA (°)</td>
<td>49.01</td>
<td>49.01</td>
</tr>
<tr>
<td>Tv (t)</td>
<td>55.42</td>
<td>54.95</td>
</tr>
<tr>
<td>Dm (-)</td>
<td>0.32</td>
<td>0.29</td>
</tr>
<tr>
<td>Of (m)</td>
<td>6.21</td>
<td>6.51</td>
</tr>
<tr>
<td>T1 (-)</td>
<td>3.0000</td>
<td>2.9711</td>
</tr>
<tr>
<td>T2 (-)</td>
<td>3.2308</td>
<td>3.3773</td>
</tr>
</tbody>
</table>

Table 3. Secondary function adaptive sampling optimization results.

<table>
<thead>
<tr>
<th>Method Considered in This Study</th>
<th>AQWA</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di (mm)</td>
<td>104.69</td>
<td>104.69</td>
</tr>
<tr>
<td>PA (°)</td>
<td>46.17</td>
<td>46.17</td>
</tr>
<tr>
<td>Tv (t)</td>
<td>58.70</td>
<td>59.29</td>
</tr>
<tr>
<td>Dm (-)</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>Of (m)</td>
<td>5.87</td>
<td>5.92</td>
</tr>
<tr>
<td>T1 (-)</td>
<td>3.0000</td>
<td>3.0681</td>
</tr>
<tr>
<td>T2 (-)</td>
<td>3.2803</td>
<td>3.3042</td>
</tr>
</tbody>
</table>

Table 4. Elliptic function adaptive sampling optimization results.

<table>
<thead>
<tr>
<th>Method Considered in This Study</th>
<th>AQWA</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di (mm)</td>
<td>104.64</td>
<td>104.64</td>
</tr>
<tr>
<td>PA (°)</td>
<td>46.35</td>
<td>46.35</td>
</tr>
<tr>
<td>Tv (t)</td>
<td>58.99</td>
<td>59.04</td>
</tr>
<tr>
<td>Dm (-)</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>Of (m)</td>
<td>5.85</td>
<td>5.96</td>
</tr>
<tr>
<td>T1 (-)</td>
<td>3.0000</td>
<td>3.0647</td>
</tr>
<tr>
<td>T2 (-)</td>
<td>3.2816</td>
<td>3.3065</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper, a fast optimization framework of the mooring anchor chain is established. The optimization framework is to use RBF to construct the approximate model and then use a genetic algorithm to carry out global optimization of the approximate model. In order to reduce the fatigue damage error, adaptive sampling is carried out on the basis of the global optimal solution, and the sequential quadratic programming algorithm is used to carry out local optimization. Compared with the results calculated by AQWA, all variables satisfy the constraint conditions, and more accurate optimization results are obtained. At the same time, the adaptive sampling method is added to the optimization program to reduce the calculation time and the number of sample points and improve the accuracy of the approximate model. By comparing different types of adaptive functions, the quadratic function is determined to be suitable for anchor chain optimization.
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Appendix A

Table A1. List of all parameters with units.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0$ (CNY)</td>
<td>Yuan</td>
</tr>
<tr>
<td>$O_f$ (m)</td>
<td>Buoyancy offset distance</td>
</tr>
<tr>
<td>$D_i$ (mm)</td>
<td>Anchor diameter</td>
</tr>
<tr>
<td>$PA$ (°)</td>
<td>Pretension angle</td>
</tr>
<tr>
<td>$Tv$ (N)</td>
<td>Vertical force</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Anchor chain tension safe factor (the ratio of maximum chain tension and actual tension)</td>
</tr>
<tr>
<td>$Dm$</td>
<td>Fatigue damage factor</td>
</tr>
</tbody>
</table>

Table A2. List of the sample point information by AQWA.

<table>
<thead>
<tr>
<th>Di (mm)</th>
<th>PA (°)</th>
<th>Tv (t)</th>
<th>T1 (-)</th>
<th>T2 (-)</th>
<th>Of (m)</th>
<th>Dm (-)</th>
<th>Co (CNY)</th>
</tr>
</thead>
<tbody>
<tr>
<td>177.14</td>
<td>30</td>
<td>245.14</td>
<td>9.6252</td>
<td>8.7749</td>
<td>1.638</td>
<td>0.170</td>
<td>1.516 × 10^7</td>
</tr>
<tr>
<td>77.14</td>
<td>24.29</td>
<td>62.96</td>
<td>2.7626</td>
<td>2.4236</td>
<td>3.106</td>
<td>15.799</td>
<td>2.876 × 10^6</td>
</tr>
<tr>
<td>122.86</td>
<td>75.71</td>
<td>44.62</td>
<td>4.4541</td>
<td>4.4087</td>
<td>13.271</td>
<td>0.064</td>
<td>7.295 × 10^6</td>
</tr>
<tr>
<td>91.43</td>
<td>31.43</td>
<td>67.74</td>
<td>3.4677</td>
<td>3.1298</td>
<td>3.711</td>
<td>3.386</td>
<td>4.040 × 10^6</td>
</tr>
<tr>
<td>171.43</td>
<td>60</td>
<td>113.35</td>
<td>8.7421</td>
<td>7.7771</td>
<td>7.222</td>
<td>0.010</td>
<td>1.420 × 10^7</td>
</tr>
<tr>
<td>200</td>
<td>32.86</td>
<td>271.06</td>
<td>11.3827</td>
<td>10.4717</td>
<td>1.616</td>
<td>0.093</td>
<td>1.933 × 10^7</td>
</tr>
<tr>
<td>142.86</td>
<td>72.86</td>
<td>62.94</td>
<td>4.7890</td>
<td>5.7599</td>
<td>11.679</td>
<td>0.019</td>
<td>9.863 × 10^6</td>
</tr>
<tr>
<td>165.71</td>
<td>70</td>
<td>88.26</td>
<td>7.8000</td>
<td>7.3527</td>
<td>10.178</td>
<td>0.007</td>
<td>1.327 × 10^7</td>
</tr>
<tr>
<td>168.57</td>
<td>10</td>
<td>270.92</td>
<td>2.9765</td>
<td>2.7801</td>
<td>0.270</td>
<td>0.464</td>
<td>1.373 × 10^7</td>
</tr>
<tr>
<td>117.14</td>
<td>18.57</td>
<td>180.88</td>
<td>5.0072</td>
<td>4.2110</td>
<td>1.148</td>
<td>1.984</td>
<td>6.632 × 10^6</td>
</tr>
<tr>
<td>140</td>
<td>45.71</td>
<td>104.20</td>
<td>6.6846</td>
<td>5.8818</td>
<td>4.932</td>
<td>0.122</td>
<td>9.472 × 10^6</td>
</tr>
<tr>
<td>128.57</td>
<td>65.71</td>
<td>58.41</td>
<td>5.0969</td>
<td>5.0969</td>
<td>9.771</td>
<td>0.044</td>
<td>7.989 × 10^6</td>
</tr>
<tr>
<td>131.43</td>
<td>11.43</td>
<td>270.95</td>
<td>3.3371</td>
<td>3.0569</td>
<td>0.445</td>
<td>1.374</td>
<td>8.348 × 10^6</td>
</tr>
<tr>
<td>65.71</td>
<td>44.29</td>
<td>24.58</td>
<td>1.5998</td>
<td>1.9705</td>
<td>7.315</td>
<td>11.055</td>
<td>2.087 × 10^7</td>
</tr>
<tr>
<td>71.43</td>
<td>34.29</td>
<td>38.09</td>
<td>2.0728</td>
<td>2.2233</td>
<td>5.199</td>
<td>7.750</td>
<td>2.466 × 10^6</td>
</tr>
<tr>
<td>191.43</td>
<td>12.86</td>
<td>270.95</td>
<td>3.5826</td>
<td>3.3593</td>
<td>0.256</td>
<td>0.295</td>
<td>1.771 × 10^7</td>
</tr>
<tr>
<td>120</td>
<td>47.14</td>
<td>74.92</td>
<td>4.8952</td>
<td>4.6530</td>
<td>5.720</td>
<td>0.157</td>
<td>6.959 × 10^6</td>
</tr>
<tr>
<td>111.43</td>
<td>28.57</td>
<td>109.07</td>
<td>5.0315</td>
<td>4.2981</td>
<td>2.602</td>
<td>1.822</td>
<td>6.001 × 10^6</td>
</tr>
<tr>
<td>105.71</td>
<td>38.57</td>
<td>72.42</td>
<td>4.1405</td>
<td>3.9298</td>
<td>4.538</td>
<td>0.749</td>
<td>5.401 × 10^6</td>
</tr>
<tr>
<td>125.71</td>
<td>37.14</td>
<td>105.11</td>
<td>5.8715</td>
<td>5.1622</td>
<td>3.706</td>
<td>0.532</td>
<td>7.637 × 10^6</td>
</tr>
<tr>
<td>134.29</td>
<td>55.71</td>
<td>77.22</td>
<td>5.6840</td>
<td>5.4933</td>
<td>7.103</td>
<td>0.043</td>
<td>8.715 × 10^6</td>
</tr>
<tr>
<td>188.57</td>
<td>67.14</td>
<td>118.98</td>
<td>9.9977</td>
<td>8.8221</td>
<td>8.768</td>
<td>0.014</td>
<td>1.718 × 10^7</td>
</tr>
<tr>
<td>160</td>
<td>80</td>
<td>69.13</td>
<td>5.9228</td>
<td>6.5748</td>
<td>14.191</td>
<td>0.009</td>
<td>1.237 × 10^7</td>
</tr>
<tr>
<td>88.57</td>
<td>71.43</td>
<td>25.26</td>
<td>2.5096</td>
<td>2.7563</td>
<td>12.837</td>
<td>1.083</td>
<td>3.791 × 10^6</td>
</tr>
<tr>
<td>100</td>
<td>47.14</td>
<td>52.57</td>
<td>3.5882</td>
<td>3.5489</td>
<td>6.319</td>
<td>0.410</td>
<td>4.833 × 10^6</td>
</tr>
<tr>
<td>151.43</td>
<td>17.14</td>
<td>270.96</td>
<td>5.4956</td>
<td>4.8691</td>
<td>0.643</td>
<td>0.619</td>
<td>1.108 × 10^7</td>
</tr>
<tr>
<td>102.86</td>
<td>78.57</td>
<td>29.90</td>
<td>2.8659</td>
<td>3.2337</td>
<td>15.094</td>
<td>0.056</td>
<td>5.113 × 10^6</td>
</tr>
<tr>
<td>97.14</td>
<td>21.43</td>
<td>110.72</td>
<td>3.9919</td>
<td>3.4342</td>
<td>1.996</td>
<td>5.007</td>
<td>4.560 × 10^6</td>
</tr>
<tr>
<td>80</td>
<td>51.43</td>
<td>30.74</td>
<td>2.2621</td>
<td>2.5897</td>
<td>7.994</td>
<td>2.133</td>
<td>3.093 × 10^6</td>
</tr>
<tr>
<td>62.86</td>
<td>15.71</td>
<td>64.79</td>
<td>2.2915</td>
<td>1.8112</td>
<td>2.261</td>
<td>79.389</td>
<td>1.910 × 10^6</td>
</tr>
</tbody>
</table>
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