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Abstract: It is recognized that orbital forcing of the ice sheet is through the summer air temperature, which however covaries with the sea surface temperature and both precede the ice volume signal, suggesting the ocean as an intermediary of the glacial cycles. To elucidate the ocean role, I present here a minimal box model, which entails two key physics overlooked by most climate models. First, I discern a robust ‘convective’ bound on the ocean cooling in a coupled ocean/atmosphere, and second, because of their inherent turbulence, I posit that the climate is a macroscopic manifestation of a nonequilibrium thermodynamic system. As their deductive outcome, the ocean entails bistable equilibria of maximum entropy production, which would translate to bistable ice states of polar cap and Laurentide ice sheet, enabling large ice-volume signal when subjected to modulated forcing. Since the bistable interval is lowered during Pleistocene cooling, I show that its interplay with the ice–albedo feedback may account for the mid-Pleistocene transition from 41-ky obliquity cycles to 100-ky ice-age cycles paced by eccentricity. Observational tests of the theory and its parsimony in resolving myriad glacial puzzles suggest that the theory has captured the governing physics of the Pleistocene glacial cycles.
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The SST is regulated by the meridional overturning circulation (MOC), which is comprised partly of random eddy exchange across the subtropical front [16,17]. For primitive-equation models that do not resolve eddies, the MOC takes the form of a laminar overturning cell whose strength depends critically on the diapycnal diffusivity [18], which is in effect a free parameter finely tuned to yield the observed state [19]. To prognose MOC variability from primitive equation models [20], there seems to be no substitute than resolving eddies, which remains prohibitive because of the long integration needed to simulate glacial cycles (see further discussion in Section 5). A theoretical construct, however, is free from such restraint and, applying a probability law of the nonequilibrium thermodynamics (NT), I have previously deduced that the MOC would self-propel on millennial timescale toward maximum entropy production (MEP), which may replicate the current climate without tuning [21]. In this paper, I shall show that the interplay of this ‘MEP adjustment’ with orbital forcing and ice-albedo feedback may provide a robust explanation of the Pleistocene glacial cycles while resolving many longstanding puzzles.

One such puzzle is the mid-Pleistocene transition (MPT) from 41- to 100-ky cycles when there is no appreciable change in MI [22,23]. Although early focus was on the genesis of the 100-ky cycles, not to be overlooked is their absence in early Pleistocene, which would weed out some resolutions of the ‘100-ky problem’. These include internal ice sheet oscillations [24–27] and stochastic dynamics [28–30] since these mechanisms should be operative in early Pleistocene when the northern hemisphere glaciation has already set in [31] and yet there are no 100-ky cycles. Then there are conceptual and dynamic-system models tuned to match observed glacial cycles [32–37], but since some key parameters do not correspond to measurable quantities hence are unconstrained, these models are mostly unfalsifiable to constitute testable physical theories.

A plausible and well-explored paradigm of the glacial cycles is that the ice sheet is bistable, so eccentricity can generate 100-ky cycles through its modulation of the forcing amplitude, and if the hysteresis thresholds were lowered by putative decrease of pCO$_2$ or regolith removal during Pleistocene, one could have a plausible account of MPT [14,23,38]. However, there is little evidence of pCO$_2$ trend through MPT [39] and regolith change is poorly constrained by observation, rendering their timing of the MPT uncertain. Even more problematic, the postulated ice bistability involves ice-free state [40,41], which cannot characterize the interglacial, as attested by the present Greenland ice sheet, and if such ice-free state were realized in early Pleistocene, the ice volume signal would be minimal [42], hence at odds with the pronounced 41-ky cycles observed [43]. To preserve the hysteresis paradigm, one therefore needs to invoke different bistability, which, as we shall see, can be engendered by the ocean.

Since the main difference of our theory is an eddying ocean filtering the orbital forcing of the ice margin, I shall formulate a minimal box model to isolate this physics. In the following, I elucidate first the inner working of our coupled climate system in Section 2 and then discuss how the ocean may filter the orbital forcing to generate glacial cycles in Section 3. I highlight how the theory may resolve prevailing Pleistocene puzzles in Section 4 and provide additional discussion in Section 5 to conclude the paper.

2. Coupled Climate Model

The model configuration sketched in Figure 1 pertains to the North Atlantic where glacial cycles are more sharply defined. Both ocean and atmosphere are divided into warm/cold masses by mid-latitude fronts—a discernible first-order description of the observed state, and ice sheets may form on continents terminating at an ice-covered Arctic Ocean. Since both forcing and response of the glacial cycles are dominated by that of the cold boxes, the model variables are the cold-box deviations (primed) from global means (overbarred, assumed known), which are nondimensionalized by scales (bracketed) listed in Appendix A, the latter also contains all symbols and parameters used in the model. Given the small range of the SST relative to its global mean (in absolute unit), we neglect for simplicity latitudinal variation of the outgoing and surface long-wave (LW) fluxes
compared with the absorbed short-wave (SW) and convective fluxes (both are twofold greater), and given the large thermal inertia of the ocean, we neglect its seasonality [44] (their figure 15). Retaining dominant balances therefore, the external forcing is the cold-box deficit of the annual absorbed SW flux ($q'$), which would induce a deficit in the SST ($T'$), hence the convective flux ($q'_c$). The accompanying atmospheric heat hence moisture transport would induce a salinity deficit ($S'$), which counters the temperature deficit in the manifested density surplus ($\rho'$). The latter drives the MOC (of strength $K$) across the subtropical front, which is composed partly of random eddies. For the ice sheet, the total ablation ($A_b$) and accumulation ($A_c$), both are prognostic, would constrain the equilibrium line (EL) altitude (ELA, $h_e$), hence its x-coordinate ($l_e$) as well as the ice margin ($l_i$).

Figure 1. The model configuration of a coupled ocean/atmosphere composed of warm/cold masses aligned at mid-latitudes and an ice sheet on continents terminating at an ice-covered Arctic Ocean. The model variables are the cold-box deviations from global means of the absorbed SW flux ($q'$), SST ($T'$), convective flux ($q'_c$), salinity ($S'$) and density ($\rho'$), the last drives the MOC ($K$) involving random eddy exchange across the subtropical front. Total accumulation ($A_c$) and ablation ($A_b$), both are prognostic, would constrain the ELA ($h_e$) hence its x-coordinate ($l_e$) and ice margin ($l_i$).

2.1. Regime Diagram

Readers are referred to [21] for detailed mathematical derivation of our climate model, but the following discussion should suffice in elucidating the model physics. For this purpose, I draw in Figure 2 a ‘regime diagram’ spanned by the (nondimensionalized) MOC (abscissa) and density surplus (ordinate, markings pertain to the temperature deficit), so a climate state is specified by the intersect of two lines: the ‘density line’ (thick solid)—an outcome of the thermohaline balances of the ocean, and the ‘MOC line’ (thick dashed) encoding the MOC dependence on the density surplus, as discussed sequentially below.

The density surplus line represents the spacing between temperature and salinity deficit lines (thin solid), whose dependence on the MOC is readily discerned from the thermohaline balance of the ocean. Decreasing the MOC, for example, would cool the subpolar water (that is, raise the temperature line), which would reduce the convective flux (not shown) to augment the atmospheric heat transport. The latter in turn would moderate the ocean cooling in reducing the slope of the temperature line. There is, however, a limit to such moderation since the convective flux may not be negative, and with its deficit ($q'_c$) from the global mean ($\overline{q'_c}$) being $T'/2$ (the factor 2 stemming from concurrent cooling of the surface air [21]), we deduce a ‘convective bound’ at:

$$T' = 2\overline{q'_c}$$  

as indicated by the vertical dashed line, which would divide the climate regime into warm/cold branches. In the cold branch, the convective flux is nil, so the atmospheric heat
transport has saturated at $q_c$ to no longer moderate the ocean cooling, resulting in a steeper temperature line.
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Figure 2. The regime diagram in which the subpolar water properties (temperature/salinity deficits $T'/S'$ and density surplus $\rho'$) are plotted against the MOC ($K$) (all nondimensionalized). Vertical dashed is the convective bound that divides warm/cold branches and the intersect of the density (thick solid) and MOC (thick dashed) lines specifies the climate states (solid ovals, the open oval being an unrealized saddle point). The MOC line is subjected to microscopic fluctuations (shaded cone) to pivot on millennial timescale toward MEP (rectangles). Temperature markings on the ordinate are the forcing ($q'$), the global convective flux ($\bar{q}_c$) and the freezing point ($T'_f$).

Since the atmospheric heat transport also transports moisture, it freshens the subpolar water, more so when the MOC weakens as seen in the rising salinity line. In the warm branch, the salinity line, being compounded by the increasing moisture transport, is steeper than the temperature line. In the cold branch, however, the moisture transport has saturated with the atmospheric heat transport, so the salinity deficit increases at the same rate as the temperature deficit (inverse in the MOC). Since the density surplus is the difference of the two, the density line exhibits a break in its slope at the convective bound so that it may remain positive in the cold branch. This feature, being a consequence of the ocean/atmosphere coupling via the convective bound, is absent from ocean-only models [45] for which the density line would continue its downward trend as the MOC decreases to become negative, a state unrealized in the North Atlantic.

The density line constitutes a climate continuum and an additional constraint on the MOC is needed to specify the climate state. For simplicity, I assume the MOC to be linear in the density surplus [46] with the proportional constant coined ‘admittance’ (drawing its analogy in electrostatics with density/MOC playing the role of voltage/current), whose inverse sets the slope of the MOC line. In primitive equation models that do not resolve eddies, the MOC takes the form of a laminar overturning cell, and the admittance is encapsulated by the diapycnal diffusivity, which in effect is a free parameter finely tuned to yield the observed state. For the example shown in Figure 2, the ocean is bistable and the two equilibria (solid ovals, the open oval being an unrealized saddle point) are those uncovered by [47] in a coupled model and, in support of our convective bound, their cold state is indeed characterized by a vanishing convective flux [47] (their figure 18).

In the actual ocean, on the other hand, the admittance is not a free parameter but subjected to microscopic fluctuations associated with random eddy exchange across the subtropical front. Applying the fluctuation theorem (FT), a generalized second law [48], ref. [21] deduces that the admittance would self-propel on millennial timescale toward MEP, a tendency termed ‘MEP adjustment’. Although the veracity of MEP remains debated, it has gained growing acceptance among climate theorists [49–51] and if, as contended
by [21], it is a deductive outcome of FT—the latter being of considerable mathematical rigor and has been tested in a laboratory setting [52,53], it would further strengthen the physical basis of MEP. In addition, a recent direct numerical simulation (DNS) of horizontal convection has produced a mid-latitude front [54], a feature that is absent from laminar models [55] but is just as predicted by MEP [56] to offer a palpable computational support. As a further demonstration of its utility, ref. [57] has recently shown that MEP adjustment may provide an integrated account of abrupt climate changes of the late Pleistocene. With the above, I am justified to pose MEP adjustment as a working hypothesis in the closure of our theory. To aid the visualization, I have blurred the MOC line in Figure 2 to signify microscopic fluctuations, whose probability bias in accordance with FT would pivot the MOC line over millennial timescale toward MEP, the latter are as marked by rectangles and discussed in the next section.

To recap, I have argued that since the convective flux may not be negative in a coupled ocean/atmosphere, there is a limit to the cooling of the subpolar ocean, giving rise to a robust convective bound that divides warm/cold climate regimes. The latter may account for the bistable ocean states uncovered in coupled models, which thus provides a computational support of the convective bound.

2.2. MEP States

For a quasi-steady state ocean, the irreversible entropy production equals the entropy flux exiting its upper surface [51,56], locally a division of the heat flux by the SST (in absolute unit). Given the small SST variation and the box approximation, the global entropy flux is further reduced to a product of the ocean heat transport \( KT' \) and the differential temperature \( T' \). One readily sees from Figure 2 that this product could have a local maximum in the warm branch, which is derived to be:

\[
(T', K) = \left( q', 1/2 \right)
\]

and will be referred as the warm MEP. The cold box SST thus varies linearly with the forcing or dimensionally (starred) \( T^* = q^*/\alpha^* \), where \( \alpha^* \) is the relatively well-constrained air–sea transfer coefficient. Setting \( \alpha^* = 12.5 \text{ Wm}^{-2} \text{ C}^{-1} \) [21], an absorbed SW flux 100 Wm\(^{-2}\) below the global mean would induce a subpolar water 8 °C cooler than the global mean, not unlike the current interglacial [44] (their figure 15). Somewhat surprising, the MOC in (2) is unaffected by forcing, which can be attributed to the latter’s buffering by the thermal response. In fact, from its scaling definition, we see that the MOC is a function only of the air–sea transfer coefficient to yield a transport of 14 Sv (for a basin width of 6000 km), which is commensurate with the observed one [58]. Since our MOC contains no free parameter, this observational test is more stringent than that involving tinned diapycnal diffusivity [18].

For the cold branch, the atmospheric heat transport has saturated, so has the ocean heat transport—for a given forcing. As such, the entropy production increases unabated with \( T' \) until the subpolar water is cooled to the freezing point:

\[
T' = T'_f
\]

that is nonetheless free of the perennial ice, which will be referred as the cold MEP. The freezing-point coldness is consistent with that seen in the last glacial maximum (LGM) [44] (their figure 15), and the absence of the perennial ice is because such ice would cut down the ocean cooling to weaken the ocean heat transport, contradicting the MEP. It should be noted, however, that since MEP adjustment occurs over millennial timescale, such ice-free ocean does not preclude sea ice formation over shorter timescales, including the seasonal one. In fact, with the subpolar water hovering around the freezing point during the LGM, extensive sea ice necessarily forms in winter, as is the observed case, but tellingly the subpolar ocean remains largely open in summer [59] (their figure 10, upper-left panel), which may be
explained by the MEP. The absence of the summer sea ice incidentally downgrades its role in limiting the moisture source hence in regulating the glacial cycles [60]. With the fixed temperature no longer buffering the orbital forcing, the MOC of the cold MEP is variable, which nonetheless is quite a bit weaker than that of the warm MEP, as seen in observations [61,62].

To recap, I have identified MEPs in both warm/cold branches: the warm MEP being characterized by subpolar SST proportional to the forcing and a MOC that depends only on the air/sea transfer coefficient, and the cold MEP by the freezing-point subpolar water that is nonetheless free of the perennial ice. Their distinctions comport with observed glacial/interglacial (G/IG) oceans to support the latter’s interpretation as MEP states. I shall now apply our climate model in an expanded theoretical framework to examine the glacial cycles, the object of the present study.

3. Glacial Cycles

3.1. Orbital Forcing

With the ocean being the primary entry point of the orbital forcing into the climate system and the neglect of the seasonal SST, the relevant forcing of the glacial cycles is the annual absorbed SW flux. At orbital periods, this forcing is dominated by that over the high latitudes, being an order of magnitude greater than that over the tropics [63] (their figure 2.7), and then over the high latitudes, it is dominated by that of the summer due to both the vanishing, hence unvarying, winter insolation [64] (his figure 18b) and the ice–albedo feedback that preferentially depresses the forcing trough. These are general properties of both obliquity and precession forcings, whose latitudinal difference [65] is also somewhat allayed by spatial averaging over the subpolar ocean. This insensitivity to the forcing partition is incidentally consistent with model calculations [41].

This commonality notwithstanding, we must recognize the critical importance of the ice–albedo feedback in instituting the precession forcing, which otherwise would be nil because of the Kepler’s second law. This constraint is often overlooked and cannot be bypassed by positing an ablation dependence on insolation [66]—as it would conflict with the dominant ablation control by the summer SAT [67]. Since our forcing is the annual absorbed SW flux, the above Kepler’s stricture is naturally removed by the activation of the ice–albedo feedback as Pleistocene cools, and since the albedo increase during glacial period can be inferred from observation, its effect on the forcing can be quantified, as estimated next.

Based on [68], I take the G/IG ice cover difference to be half the subpolar area and assume ice/land albedo difference of 0.6, then the albedo increase that depresses the glacial summer insolation is 0.3. Setting MI range of [450,500] Wm\(^{-2}\) [69] and a planetary albedo and atmospheric attenuation of 0.3, the absorbed SW flux would have a range of \(0.7 \times (550 - 450 \times 0.7) = 165\) Wm\(^{-2}\) in summer, which would be halved to 83 Wm\(^{-2}\) for the annual mean. As this is of the same order of magnitude as the MI range, I shall take MI as a convenient proxy for late Pleistocene forcing. I should stress that our use of MI is not because of its direct effect on the summer SAT, as erroneously applied previously [66,70], but because it mimics the annual absorbed SW flux that drives the SST, which anchors the summer SAT.

To recap, since the relevant forcing of the ocean is the annual absorbed SW flux regulable by ice albedo, it entails little precession signal in the warm early Pleistocene because of Kepler’s second law but mimics the MI in late Pleistocene when the ice–albedo feedback is activated by the Pleistocene cooling.

3.2. Hysteresis

It is readily seen from Figure 2 that subjected to freshwater perturbation that moves the density line up and down, the ocean may exhibit hysteresis between warm and cold branches, a topic widely explored previously [19,21]. Such short-term hysteresis, however,
has no import on the orbital-induced hysteresis between warm/cold MEPs propelled by the pivoting MOC line, as illustrated in the regime diagram shown below (Figure 3).

Figure 3. The evolution of the warm MEP (solid arrows from solid to open rectangles) when the forcing deficit \( q' \) (hence temperature and density lines) is raised and the cold MEP (dashed arrows from solid to open ovals) when \( q' \) is lowered. Vertical dashed lines are convective bounds, thick dashed lines are the MOC lines of the cold MEP, and shaded cone signifies microscopic fluctuations.

Suppose one is at the warm MEP of fixed MOC (rectangles), lowering the summer insolation would cool and densify the subpolar water (that is, raising both temperature and density lines) to move the warm MEP upward (the solid arrows from solid to open rectangles), and when the temperature deficit exceeds the convective bound \( 2q_c \), there is no longer warm MEP and the ocean would enter the cold branch to be propelled toward the cold MEP (ovals). With (1) and (2), this cold transition occurs at:

\[
q_{\text{cold}}' = 2q_c \tag{4}
\]

as a function only of the global convective flux, an external parameter.

Now suppose one is at the cold MEP of freezing point SST (ovals), then raising the summer insolation would warm and lighten the subpolar water (that is, lower the temperature and density lines) to move the cold MEP as indicated by the dashed arrows from solid to open ovals. The flattened MOC line (thick dashed) compounded by microscopic fluctuations (shaded cone) may no longer intersect the density line in the cold branch, thus propelling the ocean into the warm branch. As a conservative upper bound of the warm transition, one may set it to when the MOC line is level to yield [21] (from his equations (8), (12) and (13) setting \( \rho' = 0 \)):

\[
q_{\text{warm}}' = (1 + \mu)q_c \tag{5}
\]

where \( \mu \) is a dimensionless moisture parameter with a value of about 0.3 [21] (his appendix D). The above two thresholds (4)–(5) define the ‘bistable interval’, which thus is a function only of the global convective flux, and if this bistable interval is traversed by the orbital forcing, there would be hysteresis between warm/cold MEPs of the ocean.

To recap, I show that the ocean may exhibit hysteresis between warm/cold MEPs when the orbital forcing traverses the bistable interval set by the global convective flux. The cold transition occurs when forcing-induced cooling exceeds the convective bound to vault the ocean into the cold branch, and the warm transition occurs when forcing-induced warming hence lightening the subpolar water may no longer contain the weak MOC, which would be reactivated to vault the ocean into the warm branch.

I shall next examine how the bistable MEP states of the ocean may translate to that of the ice margin, which anchors the glacial cycles.
3.3. Ice Margin

For simplicity, I take the southern margin of the continental ice sheet to be zonal [68], so it is regulated by the summer SAT of the adjacent ocean, which moreover is approximated by the underlying SST because of the convective bound (Section 1). To institute latitudinal temperature variation within the cold box needed for a variable ice margin, I assume that the SST is at the freezing point abutting the Arctic Ocean because of the perennial sea ice and that the ocean dynamics has smoothed its latitudinal gradient to render a linear profile, so it is as shown by the solid line in Figure 4 for the interglacial but flush with the x-axis for the glacial. The assumed SST profile and its alignment with the summer SAT are supported by observations [5] (their figure 7.5) [44] (their figure 15). Such spatial variation only slightly modifies the entropy production of the box model, so the earlier derivation of the MEP state remains valid. Setting a constant lapse rate of \( \gamma = 6 \, ^\circ C \, km^{-1} \), the solid line also represents the interglacial snowline whose height is as marked on the ordinate, and the glacial snowline is aligned with the x-axis. In the following derivation, variables are subscripted \( d \), \( e \) and \( i \), respectively, for ice ‘divide’, ‘equilibrium’ line, and ‘ice’ margin. The ice sheet would advance southward by accumulation until it is halted by increasing ablation, that is, when the snowline on its southern face attains the ELA to be derived below.

A prognosis of the ELA necessarily involves ice dynamics and mass balance. For minimal dynamics, I assume a plastic ice sheet of yield stress \( \tau \) so the longitudinal momentum balance states [71]:

\[
-d(h^2) = -c \cdot dx
\]

where \( h \) is the ice height and \( c \equiv 2\tau(g \rho_i)^{-1} \) with \( g \) the gravitational acceleration and \( \rho_i \) the ice density. To check the adequacy of (6), an integration across half continental width \( w \) yields an ice divide height of:

\[
h_d = (cw)^{1/2}
\]

and setting \( \tau = 1 \) bar [72] and \( w = 500/1000 \) km for Greenland/North America, the ice divide would stand at 3.3/4.6 km, commensurate with the present Greenland ice sheet and the Laurentide ice sheet (LIS) [68].

The yearly accumulation above the EL is dominated by the summer season because of the much colder, hence drier, winter air, and this accumulation is approximately the moisture transport crossing the EL since the moisture reaching beyond the ice divide is
likely negligible [73] (his figure 10). As discussed in [74], the moisture transport (hence total accumulation $A_c$) can be linked to the atmospheric energy transport $F_a$ via:

$$A_c = \mu^* F_a$$  \hspace{1cm} (8)

where $F_a$ is now the summer energy transport into the polar cap (referring to the land ice in this paper) and the moisture parameter is defined by:

$$\mu^* = \left[ \rho_w L_s (1 + Bo) \right]^{-1}$$  \hspace{1cm} (9)

with $\rho_w$ being the water density, $L_s$, the latent heat of sublimation and $Bo$, the ratio of sensible to latent heat transports. This ratio in turn varies with the surface temperature $T$ as:

$$Bo \propto T / e_{sat}$$  \hspace{1cm} (10)

where $e_{sat}$ is the saturation vapor pressure, a sharply decreasing function of cooling air on account of the Clausius–Clapeyron relation. Over the EL (of freezing-point temperature), $Bo$ is about 5 [74] (his figure 4), so $\mu^* = 1.8 \times 10^{-3} \text{ m}^3 \text{ W}^{-1} \text{ y}^{-1}$. If we set the summer energy transport into the latitude of the polar cap (say, 60° N) to be $10^{15} \text{ W}$ [5] (their figure 13.19), then, dividing by the length of the latitude circle, it yields $F_a = 5.3 \times 10^7 \text{ Wm}^{-1}$, resulting in total accumulation of $A_c = 9.5 \times 10^4 \text{ m}^2 \text{ y}^{-1}$ from (8). As a cursory check, for a distance of 500 km between EL and ice divide, the mean accumulation rate would be 0.19 m y$^{-1}$, which is commensurate with the current Greenland ice sheet [75]. It is notable that the energy balance requirement and Clausius–Clapeyron relation have produced the observed accumulation regardless the vagaries of the atmospheric motion that carries the moisture [76]. On the other hand, although the total accumulation above the snowline is insulated from the surface climate, the local accumulation may vary strongly through the glacial cycles [77] due to the latitudinal movement of the snowline.

To prognose the ablation, I plot in Figure 5 (taken from [78], his figure 2) the positive degree day (PDD, the solid line) against July SAT for a seasonal amplitude of $10^\circ \text{C}$ representative of the high northern latitudes [5] (their figure 7.9). Applying a melt factor of 0.007 m per PDD [78], the melt rate is as marked on the right ordinate, which I approximate by the straight (dashed) line:

$$m = \lambda T$$  \hspace{1cm} (11)

with $\lambda = 0.8 \text{ my}^{-1} \text{ ^\circ C}^{-1}$. Integrating (11) over the ablation zone, we derive, using (6):

$$A_b = \int_{h_e}^{h_u} m \, dx \quad = \lambda \int_{h_e}^{h_u} T \, dx \quad = -\frac{\lambda T}{e} \int_{h_e}^{h_u} (h_e - h) \, d(h^2) \quad = \frac{\lambda T}{e} h_e^3$$  \hspace{1cm} (12)

Equating ablation with the accumulation, we arrive at the ELA:

$$h_e \approx \left( \frac{3cA_c}{\lambda \gamma} \right)^{1/3}$$  \hspace{1cm} (13)

Applying the above estimate of accumulation yields $h_e = 1.1 \text{ km}$ hence an ice margin marked by sea level summer SAT of about $7^\circ \text{C}$, both are commensurate with the present Greenland ice sheet [5] (their figure 7.4b), [79]. Pegging the ice margin by a specific summer isotherm has been used by [80], but their choice of 0 \text{ ^\circ C} isotherm is deficient since there would be little summer ablation (Figure 5) to remove the yearly accumulation, and then it would yield an ice-free Greenland, contradicting the observed one. Although there are considerable uncertainties of the parameters entering (8) and (13), the sensitivity is dampened by the 1/3 power, so the deduced marking temperature of mid-single digits should generally apply. More significantly perhaps, this marking temperature is primarily
an intrinsic property of the ice sheet, so the climate influence is relegated to moving the summer isotherms hence the temperature-tagged ice margin, as discussed next.

Figure 5. The positive degree-day (PDD) plotted against July temperature for seasonal amplitude of 10 °C (solid line, taken from [78] (his figure 2). The corresponding melt rate is marked on the right ordinate and approximated by the straight dashed line (license link: https://creativecommons.org/licenses/by/4.0/, accessed on 1 January 2023).

For the interglacial, the summer SAT is seen in Figure 4 to vary linearly with the forcing, but with the snowline pivoting about the Arctic rim, as indicated by the dark cone, there is always a polar cap (medium-shaded) whose southern margin thus moves with the forcing. For the glacial, on the other hand, the snowline is flush with the sea level in the subpolar zone, so the ice sheet would grow to the subtropical front corresponding to the LIS (light-shaded). Our model may thus explain the presence of Greenland ice sheet during the interglacial [6], the mid-latitude extent of the LIS [68], and why all ice ages seem to have comparable global ice volume [81].

Our bistable ice states differ fundamentally from that considered previously when the snowline, instead of pivoting about the Arctic rim, is displaced vertically [40,82], which would yield bistable equilibria of glacial polar cap and ice-free interglacial, the latter when the snowline no longer intersects the EL over land (the dash-dotted line). Since such a snowline intrudes deeply into the Arctic Ocean, it is predicated on an ice-free Arctic Ocean, a state not realized since about 5 million years ago (Ma) [83] hence cannot anchor their posited ice hysteresis.

To recap, I have derived a marking temperature of the ice margin as an intrinsic property of the ice dynamics, so bistable equilibria of the ocean would translate to that of the land ice of variable polar cap and a LIS extending to mid-latitudes, enabling large ice-volume signal during glacial cycles. Since glacial cycles exhibit qualitative transitions through the Pleistocene, any physical explanation of the glacial cycles must also account for such transitions, as discussed next.

3.4. Pleistocene Transitions

The MPT of glacial cycles from obliquity to eccentricity periods poses a significant challenge to the astronomical theory since MI displays no discernible change [14]. Unlike putative pCO$_2$ decrease and regolith removal that are poorly constrained by observation (Section 1), there is pronounced Pleistocene cooling of more than 10 °C [31], a continuing trend of the tertiary [64] that is likely tectonic in origin and possibly involve several mechanisms [84,85]. Since tectonics is of multi-million to longer timescales, I shall take the Pleistocene cooling as external to the orbital forcing and examine its effect on glacial cycles.
I have shown earlier (Section 3.2) that the bistable interval is set by the global convective flux, and I shall next argue that this flux is lowered during Pleistocene cooling on account of the global ocean heat balance, which is of the form:

\[ \bar{q}(1 - a_i) = \bar{q}_c + \bar{q}_{LW} \]  

(14)

where \( \bar{q}, \bar{q}_c, \) and \( \bar{q}_{LW} \) are the global absorbed SW, convective and surface LW fluxes, respectively, and \( a_i \), the global ice cover. Pleistocene cooling would expand the ice cover and increase \( \bar{q}_{LW} \) due to the drier air hence smaller downward LW flux, both thus reinforcing each other to reduce the global convective flux. Differentiating (14) with respect to the global SST, its rate of reduction is

\[ \frac{dq_c}{dT} = \left( \frac{dq}{dT} + \frac{d\bar{q}_{LW}}{dT} \right) \]

\[ \approx 6 \text{ Wm}^{-2} \text{ ^oC}^{-1} \]  

(15)

for which I have set \( \bar{q} = 200 \text{ Wm}^{-2} \) and assumed an ice surface expanding by 15% of the global area by 10 °C cooling [68] and a surface LW flux increasing by 3 Wm−2 per degree cooling [86] (his figure 1c). For 10 °C cooling, the global convective flux thus would decrease by 60 Wm−2, which is quite substantial considering that it is only about 100 Wm−2 in the current interglacial. Although there is no proxy data for the convective flux, the inferred large decrease underscores its robustness, which certainly dwarfs the greenhouse effect of decreasing pCO₂ (several Wm−2 [87]), so is the observed cooling compared with the pCO₂-induced cooling of O (1 °C) [88] (their table 3). It is peculiar, therefore, that it is the greenhouse effect of pCO₂ rather than the drying air that is commonly invoked to explain the MPT.

Based on the discussion to follow, I draw in Figure 6 the time evolution of the Pleistocene glacial cycles, which consists of three stages and their transitions. In support of the model deduction, the three stages correspond roughly to those depicted in [89] and their transitions, the early and middle Pleistocene transitions identified by [90]. For each stage, I sketch the forcing envelope (of time-mean \( \hat{q} \) and amplitude \( \Delta \hat{q} \), neglecting periods of the obliquity and precession) and its enclosed shades signify varied ice signals. The vertical bars are bistable intervals (4)–(5), which move upward (that is, of decreasing magnitude) by the Pleistocene cooling.

Figure 6. A schematic of the Pleistocene evolution of the forcing envelope and ice-volume signal (varying shades) deduced from our model, which consists of three stages and their transitions. The vertical bars are bistable intervals, which move upward by Pleistocene cooling. The three stages are dominated successively by 41-ky interglacial cycles (dark-shaded), 21-ky G/IG cycles (light-shaded) and 100-ky ice-age cycles (unshaded).
At Stage 1 in the early Pleistocene, there is little ice–albedo feedback to effectuate the precession forcing (Section 3.1), so the ice signal is simply that of the polar cap varying linearly with obliquity. The forcing envelope is dark-shaded to signify the 41-ky interglacial cycles, which is identified with the time before 1.5 Ma. The Pleistocene cooling would activate the ice–albedo feedback, hence the precession forcing, with both attaining a maximum when the deepest precession trough exceeds the cold threshold (4) to generate the glacial state. This being the precondition for the full-fledged precession forcing that defines Stage 2, I thus set:

$$q_c = \left( \hat{q}' + \Delta q' \right) / 2$$

as the marker for its onset. For the forcing shown in the figure, this marker is 75 Wm$^{-2}$, and if one assumes a linear cooling of 10 °C from 1.5 Ma to the present and a global convective flux of 100 Wm$^{-2}$ at 1.5 Ma, this marker would be crossed at 0.9 Ma according to (15). As such, I set 1.5 to 1 Ma as the model-deduced early Pleistocene transition (EPT) from Stage 1 to 2 when the precession forcing gradually emerges by the activation of the ice-albedo feedback. Since such feedback primarily depresses the precession troughs (Section 3.1), the precessional broadening of the forcing, hence the ice-volume envelope during the EPT, would manifest mainly in the deepening of the latter’s centerline, which indeed is a pronounced feature in observations [91].

Stage 2 is defined by the full-fledged precession forcing (hence modulated by eccentricity) when the bistable centerline still lies below the forcing centerline. Although glacial states are now generated by precession troughs during high eccentricity, they are invariably nullified by next precession peaks, and the phase span of this bistable oscillation is light-shaded to signify the presence of glacial ice sheet. Outside this phase span, the precession troughs no longer clear the cold threshold so there is only interglacial ice signal (hence dark-shaded). Stage 2 thus is dominated by 21-ky G/IG cycles, which, however, undergo qualitative change when the continuing cooling would elevate the bistable centerline to cross the forcing centerline, which defines Stage 3.

At Stage 3, there are again bistable oscillations during high eccentricity indicated by the light shade, outside of which however the precession peaks no longer clear the warm transition, so the glacial state would persist through the low eccentricity to propel full growth of the ice sheet to mid-latitudes (hence unshaded, defining our ice age). Stage 3 is thus dominated by 100-ky ice-age cycle, and by equating bistable and forcing centerlines, I drive the following marker for its onset:

$$\bar{q}_c = 2 \hat{q} / (3 + \mu)$$

Based on Figure 6, it has a value of 61 Wm$^{-2}$ and is crossed around 0.5 Ma according to (15). Making allowance for the transition, we thus set 1 to 0.7 Ma as the duration of Stage 2 and 0.7 to 0.5 Ma as MPT from Stage 2 to 3.

With above depiction of the three stages, power spectra would shift from that dominated by the obliquity to the emergence of the precession to that dominated by the eccentricity, a deduction that is consistent with their observed change [64,89,90]. Differing from previous conjectures, however, I have provided specific transition markers in terms of time-mean and amplitude of the orbital forcing, and their deduced timings are broadly in accord with the observed ones. For a coarser depiction, one may combine EPT, Stage 2 and MPT into a broader MPT from 41- to 100-ky cycles, which would span 1.5 to 0.5 Ma, also consistent with its traditional designation [23]. Although the model-deduced transition timings depend on Pleistocene cooling, which is far from being linear, they are nonetheless inevitable, hence a robust outcome of the model physics.

To recap, since bistable interval of the orbital forcing is set by the global convective flux that is lowered during Pleistocene cooling on account of the global heat balance, I have derived specific markers for transitions from obliquity- to eccentricity-dominated glacial cycles, which underscore their inevitability and may explain the observed timing.
3.5. Timeseries

To visualize the glacial cycles, I next present generic timeseries calculated for Stage 2 and 3 (there is no need to show Stage 1 characterized by interglacial signals linear in the obliquity forcing). Since the ice–albedo feedback hence the precession forcing is fully operative during these two stages, the model forcing can be approximated by the MI (Section 3.1), which is set to:

$$q' = \hat{q}' + \sum_{i=1}^{3} A_i \cos \omega_i t$$

where the time-mean is $\hat{q}' = 100 \text{ Wm}^{-2}$, obliquity ($i = 1$) has a period of 41 ky and amplitude $A_1 = 10 \text{ Wm}^{-2}$, and precessions ($i = 2$ and 3) have periods of 18.5 and 23 ky with amplitudes $A_2 = A_3 = 20 \text{ Wm}^{-2}$, respectively, which renders a 21 ky precession modulated by 95 ky eccentricity. Together, they result in a forcing amplitude of $\Delta q' = 50 \text{ Wm}^{-2}$, as shown in Figure 6. Since MI is only a proxy of the forcing (Section 3.1), above amplitudes need not be precise.

With the above forcing, our climate model would produce (time-varying) ‘equilibrium’ cold-box SST (Section 2.2) and ice margin (Section 3.3), which are now subscripted ‘eq’ for distinction. To calculate the timeseries, we integrate the relaxation equations:

$$\frac{dT'}{dt} = \left( T_{eq}' - T' \right) / \tau_T$$

and:

$$\frac{dl}{dt} = \left( l_{eq} - l \right) / \tau_I$$

where the time constant for temperature $\tau_T$ is the MEP adjustment time of 1 ky and $\tau_I$ is the time constant for the ice margin, which I distinguish between ice advance/retreat. The ice advance is limited by accumulation: a rate of 0.3 my$^{-1}$ for example would build up an ice sheet 3 km high in 10 ky, which is set to be the ice advance time constant; since the melt rate is an order of magnitude greater than the accumulation rate (11), I set the ice retreat time constant to be 1 ky. The relaxation equations being linear, using different time constants merely affects the lag of the timeseries but produces no material difference.

I show in Figure 7 timeseries (time $t$ proceeds to the left) and power spectra of the forcing ($q$, in equivalent temperature, the solid line), the cold-box SST ($T$, the dashed line) and ice margin ($l$, in fractional extension into the subpolar ocean, the dotted line) for Stage 2. For illustration, the global convective flux is set at 69 Wm$^{-2}$, same as in Figure 6, a choice that has no import on the generic glacial behavior of the stage. The integration is initiated at warm MEP and carried forward for 400 ky. Since the timeseries equilibrates within the first eccentricity cycle, only the last one needs to be shown. The upper axis represents the global absorbed SW flux and SST ($T = 14 \degree C$), and the forcing is expressed in its temperature equivalent (that is, divided by air–sea transfer coefficient, so 100 Wm$^{-2}$ deficit, for example, would convert to 8 °C below the global SST) with its time-mean indicated by the thin horizontal line, the ice margin is its fractional extension into the subpolar ocean, and the shaded horizontal bar marks the bistable interval (the vertical bar in Figure 6).

It is seen that the forcing resembles the observed summer insolation [69] (their figure 3a) and expectedly contains no power at the eccentricity period. Only one precession trough during high eccentricity has exceeded the cold threshold to induce the glacial state characterized by freezing-point SST. Other than this single glacial episode lasting half the precession period, the interglacial SST simply tracks the forcing with slight delay accompanied by small polar cap variation. Given the short duration of the glacial state, SST and ice margin spectra show no appreciable power at the eccentricity period.

I show in Figure 8 the timeseries and power spectra of Stage 3, for which the global convective flux is set to 56 Wm$^{-2}$, same as in Figure 6, a choice again has no import on the generic glacial cycle of the stage. It is seen that the timeseries differ qualitatively from that of Stage 2; there are episodes of interglacial during high precession peaks, which, however, always revert to glacial by the next precession trough, but as eccentricity
decreases, the lowered precession peak no longer clears the warm threshold, so the glacial state would persist through the low eccentricity. The prolonged coldness allows the ice sheet to grow to the subtropical front representing the LIS, which defines the ice age. Like Stage 2, the SST and ice-margin spectra retain the precession and obliquity peaks, but as a dramatic difference, they now show a strong eccentricity peak, a contrast seen distinctly in observation [89] (their figure 3).

Figure 7. Timeseries (time t proceeds to the left) and power spectra of the forcing (q, in equivalent temperature), subpolar SST (T) and ice margin (l, in fractional extension into the subpolar ocean) for Stage 2 of Figure 6. The upper axis marks the global absorbed SW flux and SST, the forcing is expressed in its temperature equivalent with the time-mean forcing (horizontal line) and bistable interval (shaded bar) indicated. There is only one episode of the glacial state lasting half precession period, so SST and ice margin spectra exhibit only precession and obliquity peaks, just like the forcing.

Figure 8. Same as Figure 7 but for Stage 3 of Figure 6. There are G/IG cycles during high eccentricity corresponding to the observed marine isotope stages, and a glacial state spanning the low eccentricity to propel full growth of the ice sheet to the subtropical front. In contrast to Stage 2, the SST and ice-margin spectra exhibit strong eccentricity peaks absent in the forcing.
The timeseries of Stage 3 bears sufficient resemblance to the last ice-age cycle to allow labeling of the observed marine isotope stages (MIS), which thus may be interpreted by the model physics as follows. The cold substages are characterized by freezing-point subpolar water, as seen in the polar front migrating to mid-latitudes and the appearance of polar species in the subpolar water [92,93]. Although the ice sheet growth is limited by the half precession period, it has nevertheless reached half-way to the mid-latitude front, as can be inferred from the observed sea level change and ice-rafted debris (IRD) predicated on a substantial ice sheet [8]. Lending support to the modelled substages being representative of warm/cold branches, the observed SST covaries with the North Atlantic Deep Water (NADW) formation and salinity [7,23,62], as expected from Figure 2. Unlike preceding cold substages, MIS 4 is not reversed due to the decreasing eccentricity, which thus marks the onset of the ice age when ice sheet would grow to the subtropical front [94].

To recap, despite its extreme crudeness, our minimal model has nonetheless reproduced the last ice-age cycle characterized by precessional MIS during high eccentricity and an ice age spanning the low eccentricity. The former is due to large amplitude forcing traversing the bistable interval of the ocean, and the latter is when the lowered precession peak no longer clears the warm threshold in reactivating the MOC. The resemblance with the observed signal supports its interpretation by the model physics.

4. Resolving Pleistocene Glacial Puzzles

Our minimal model may resolve prevailing Pleistocene puzzles, as highlighted below:

- 41-ky problem: since the ocean is forced by the absorbed SW flux, the absence of ice–albedo feedback in the relatively warm early Pleistocene naturally filters out the precession forcing on account of the Kepler’s second law. On the other hand, since the sea-level snowline remains landward of the Arctic Ocean because of the perennial ice, there is always a (continental) polar cap to facilitate the 41-ky obliquity signal [43];
- 100-ky problem: the active ice–albedo feedback in late Pleistocene has nullified Kepler’s second law in instituting the precession forcing modulated by eccentricity. Because of the atmospheric coupling, an eddying ocean is bistable, which translates to bistable ice states of polar cap and LIS. The latter, however, is attained only during low eccentricity when precession peaks no longer clear the warm threshold, thus allowing a prolonged coldness that defines the ice age. This results in 100-ky ice-age cycles paced by eccentricity [95,96];
- MPT problem: the bistable interval is set by the global convective flux, which is lowered during Pleistocene cooling on account of the surface heat balance. Combined with increasing ice–albedo feedback, it segregates the 41- and 100-ky cycles to early and late Pleistocene, respectively, resulting in their mid-Pleistocene transition. Differing from previous conjectures, however, our model has produced specific markers of the MPT (Equations (16) and (17)), which are broadly in accord with the observed timings [23];
- 400-ky problem: so long as the ice-age is already paced by eccentricity of the shorter 100-ky period, the amplitude of the ice-age cycles would be set by the bistable ice states hence unaffected by the longer-period 400-ky eccentricity even though it has comparable amplitude as the shorter one [89];
- Stage-11 problem: despite bistable ice states, a smaller eccentricity would lengthen the ice age to augment the ice signal, thus resolving the Stage-11 problem [89]. By the same token, the time-varying power of the 100-ky eccentricity would anti-correlate with that of the ice-age cycle, as noted by [97], which thus need not involve unknown climate feedback;
- Variable termination problem: Since onset and termination of the ice age are threshold phenomena, both can be off by one precession period depending on the precise timing, the ice-age cycles thus may vary between 80- and 120-ky [98];
- Polar synchronization problem: with Antarctica iced over since late Miocene, it exerts no ice–albedo feedback in instituting the precession forcing—irrespective of its sea-
sonal insolation being anti-phase with its northern counterpart [99]. Then with the glacial cycles dominated by the northern ice sheet, it would feedback into the global balance [88] to synchronize the Antarctic climate, as suggested by its slight lag [96].

Various mechanisms have been proposed in the past in solving these puzzles, our theory is notable in that it resolves them in a single dynamical framework and additionally, differing from previous conjectures, it has produced specific markers of the MPT that may account for the observed timing.

5. Discussion

The central hypotheses of our theory are that the ocean is the intermediary of the orbital forcing of the ice sheet, and that the ocean is inherently turbulent to be propelled toward MEP. To isolate the essential physics and lessen the allowance for tunning, I have presented a minimal model to allow its more stringent test against observations. With this perspective, simplifying assumptions are justified so long as they do not alter the basic closure to materially impact the model derivation.

With the ocean playing a key role of the glacial cycles, one obvious question concerns the diapycnal diffusivity typically regarded as an enabler of the MOC in overcoming the potential-energy barrier [55]. This conception however does not conflict with our MOC being propelled by MEP adjustment regardless the diapycnal diffusivity (Section 2.2); this is because the potential energy barrier depends also on the thermocline depth, which is no longer constrained by the laminar momentum balance—a degree of freedom that is in effect closed by the MEP adjustment. In other words, varying diapycnal diffusivity would only regulate the thermocline depth without impacting the MOC hence the model derivation.

Since MEP is a global property, it negates the relevance of eddy diffusivity diagnosed from observation or derived from local turbulence closure, so to capture MEP adjustment from primitive equation models, there seems to be no substitute than resolving eddies, which obviously poses a daunting challenge to glacial-cycle simulations because of the long integration needed. A phenomenological approach, however, may be feasible by implementing the MEP adjustment equation of [21] explicitly (his equation (23)) but replacing the admittance by the equivalent diapycnal diffusivity \( \nu \) because of their power law dependence. The equation now states:

\[
\frac{d(\ln \nu)}{dt} = \left( \frac{\epsilon}{n} \right)^2 \frac{d}{d(\ln \nu)} (\ln S)
\]  

where \( \epsilon \) is the fluctuation amplitude set by density stratification (a ratio of the decorrelation distance of eddy shedding to basin width), \( n \), the exponent of the power law (about 0.5, [18]) and \( S \), the entropy production. Given a diapycnal diffusivity, one may calculate the entropy production (a simpler task via the boundary entropy flux, see Section 2.2) and from its neighboring realizations of slightly different diapycnal diffusivity, one may calculate the right-hand side of the equation to allow a forward marching of the climate, which should propel toward MEP. Differing from prior studies [100–102], however, our selection of the diapycnal diffusivity as the optimizing parameter is justifiable by the fluctuation theorem.

In conclusion, I have demonstrated through a minimal model that the mere positing of an eddying ocean as the intermediary of the orbital forcing of the ice sheet is sufficient to account for Pleistocene glacial cycles and resolve many longstanding puzzles.
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Abbreviations

DNS Direct numerical simulation
EL Equilibrium line
ELA Equilibrium-line altitude
EPT Early Pleistocene transition
FT Fluctuation theorem
G/IG Glacial/interglacial
IRD Ice-rafted debris
LGM Last glacial maximum
LIS Laurentide ice sheet
LW Long-wave
Ma Million years ago
MEP Maximum entropy production
MI Milankovitch insolation
MIS Marine isotope stage
MOC Meridional overturning circulation
MPT Mid-Pleistocene transition
NADW North Atlantic Deep Water
NT Nonequilibrium thermodynamics
PDD Positive degree-day
SAT Surface-air temperature
SST Sea-surface temperature
SW Short-wave

Appendix A

\( a_i \) Global ice cover
\( A_h \) Ablation
\( A_c \) Accumulation
\( A_f \) Forcing amplitudes
\( B_0 \) Ratio of sensible to latent heat transports
\( c \) Ice dynamics parameter \((=2\tau (g\rho_i)^{-1} = 22 \text{ m})\)
\( C_{p,w} \) Specific heat of water \((=4.2 \times 10^3 \text{ J Kg}^{-1}\text{K}^{-1})\)
\( e_{sat} \) Saturation vapor pressure
\( F_a \) Atmospheric energy transport
\( g \) Gravitational acceleration \((=9.8 \text{ m s}^{-2})\)
\( h \) Ice height
\( h_{eq} \) ELA
\( K \) MOC strength
\([K]\) Scale of \( K (=a^* L (2\rho_w C_{p,w})^{-1} = 4.5 \text{ m}^2\text{s}^{-1})\)
\( l_x \) x-coordinate of EL
\( l, l_i \) x-coordinate of ice margin
\( l_{eq} \) Equilibrium \( l \)
\( L_a \) Latent heat of sublimation \((=2.84 \times 10^6 \text{ J Kg}^{-1})\)
\( m \) Melt rate \((=\lambda T)\)
\( n \) Exponent of admittance power law
\( \eta \) Global absorbed SW flux
\( \eta' \) Cold-box deficit of absorbed SW flux
\( \eta^* \) Dimensional \( \eta' \)
\( \eta_c \) Cold-box deficit of convective flux
\( \hat{\eta} \) Time-mean of \( \eta' (=100 \text{ Wm}^{-2})\)
\( \Delta \eta' \) Amplitude of \( \eta' (=50 \text{ Wm}^{-2})\)
\([\eta']\) Scale of \( \eta' (=\hat{\eta} = 100 \text{ Wm}^{-2})\)
\( \eta_c \) Global convective flux
\( \eta_{LW} \) Global surface LW flux
\[\dot{q}_{\text{cold}}\] Cold-transition threshold
\[\dot{q}_{\text{warm}}\] Warm-transition threshold
\[S^\prime\] Cold-box salinity deficit
\[\beta\] Scale of \(S'(=a[T']/\beta = 1.79)\)
\[S\] Entropy production rate
\[S_0\] Sverdrup (=10\(^6\) m\(^3\)/s\(^{-1}\))
\[T\] Global SST (14 °C)
\[T^*\] Cold-box SST deficit
\[T^e\] Dimensional \(T^e\)
\[T^e(=0.8\text{My})\] Scale of \(T^e[/]a^* = 8 °C\)
\[T^e(=0.3, [21])\] Equilibrium \(T^e\)
\[T_f^e\] Freezing-point
\[w\] Half continental width
\[\alpha\] Thermal expansion coefficient (=1.7 \times 10^{-4} °C\(^{-1}\))
\[\alpha^*\] Air-sea transfer coefficient (=12.5 Wm\(^{-2}\) °C\(^{-1}\), [21])
\[\beta\] Saline contraction coefficient (=7.6 \times 10^{-4})
\[\gamma\] Lapse rate (=6 °C km\(^{-1}\))
\[\epsilon\] Fluctuation amplitude
\[\rho'\] Cold-box density surplus
\[\rho'_t\] Scale of \(\rho' (=\rho_0[\beta[T]^t = 1.36 \text{Kg m}^{-3}\))
\[\rho_i\] Ice density (=0.92 \times 10^3 Kg m\(^{-3}\))
\[\rho_w\] Water density (=10^3 Kg m\(^{-3}\))
\[\tau\] Yield stress (=1 bar)
\[\tau_t\] Ice time constant (=1/10 ky for retreat/advance)
\[\tau_r\] Temperature time constant (=1 ky)
\[\lambda\] Melt rate per degree temperature (=0.8 my\(^{-1}\) °C\(^{-1}\))
\[\mu^*\] Moisture parameter
\[\mu\] Dimensionless moisture parameter (=0.3, [21])
\[\nu\] Diapycnal diffusivity
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