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Abstract: In instances where vessels encounter impacts or other factors leading to communication
impairments, the status of electrical equipment becomes inaccessible through standard communica-
tion lines for the controllers. Consequently, the shipboard power system enters the partial observable
state. Failure to timely ascertain and respond to the current state of the shipboard power system
with appropriate restorative controls can result in irreversible damages to the electrical infrastructure
and potentially precipitate a complete systemic failure. In this paper, an innovative fault-tolerant
control and state estimation approach is proposed to address the partial observability problem of
shipboard power systems, based on distributed control architecture and hybrid automata modeling,
where controllers are unable to fully acquire equipment status due to device failures like sensor
malfunctions. This approach infers the overall state of subsystems using data from intact equipment
and discrete events from circuit breakers. Through fault-tolerant control techniques, it ensures that
the subsystem state avoids invalid regions, effectively preventing the system from entering unhealthy
operational states and significantly reducing the risk of performance degradation or systemic collapse
due to faults. Simulation results confirm that this approach can quickly and accurately estimate the
system’s current state under partial observation, enabling subsequent fault recovery strategies to
accurately pinpoint fault locations and identify optimal recovery solutions.

Keywords: shipboard power system; partial observation; state estimation; fault-tolerant control

1. Introduction

The comprehensive shipboard power system (SPS) has emerged as the primary focus
for the future of maritime vessels. In comparison to traditional ships, an SPS significantly
reduce lifecycle costs, enhance comfort, and provide crucial support for propulsion, detec-
tion, combat, communication, navigation, and daily life. Numerous electrical components
on ships are powered through the electrical grid [1], contributing to increased complexity
in the network topology [2] as the scale and complexity of SPSs continue to grow [3].

The interdependence of power supply networks, generator inertia, power generation
capacity limitations, and stringent emission requirements, coupled with continuous loads
such as electric propulsion systems and intermittent high-power loads like electromagnetic
guns and radars [4], renders SPSs more fragile and susceptible to failures. Considering
the extreme operating environments of ships, the probability of multiple and consecutive
failures in an SPS is elevated.

The causes of SPS failures can be broadly categorized into two types: failures in
electrical equipment [5], causing minimal damage with limited impact, usually resolved
through protective control systems, and failures resulting from external factors such as
collisions or enemy attacks. The latter type can lead to severe damage to both the ship
and its power system. Additionally, during combat, the ship may encounter multiple
concurrent failures after sustaining hits.
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Due to the relatively small reserve capacity of an SPS, abnormal operation or failures
causing single-point faults can significantly disrupt the system, potentially resulting in
complete power loss across the entire ship. This, in turn, jeopardizes the safe and reliable
operation of the ship and may lead to catastrophic events. Therefore, in the event of system
failures and partial observability, prompt fault detection and localization are essential [6].
Subsequent measures must be taken to restore power to the faulty area rapidly, reduce the
affected power outage area, and enhance ship safety [7].

Current research efforts by both domestic and international experts predominantly
focus on improving algorithmic optimization capabilities to address stochastic failure
issues [8]. An enhanced particle swarm optimization algorithm (ASODSTA), combining
discrete state transition with binary particle swarm optimization, demonstrated improved
computational speed and superior global convergence in scenarios involving ship circular
grid lines and generator failures [9]. Intelligent retrieval of ship failure information was
achieved through preprocessing of ship failure data and designing an intelligent retrieval
algorithm [10]. A cloud computing-supported algorithm was presented for the complex
querying of extensive ship failure data, focusing on query performance prediction [11].
A hybrid fault diagnosis method for SPS generator-end short-circuit faults was proposed,
integrating multi-level wavelet decomposition networks, deep gated recurrent neural
networks, and fully convolutional networks [12]. Vector quantization feature coding
technology was employed for distributed storage structure analysis of extensive ship
failure data, and segmented adaptive regression analysis was employed for spectral feature
analysis [13].

Most studies consider the system in a fully observable state. However, traditional fault
localization methods are ineffective when partial information about electrical equipment is
missing. In partially observable scenarios, fault-tolerant control and state estimation are
utilized to mitigate the effects of faults [14]. An active fault-tolerant control (AFTC) strategy
for load frequency control (LFC) has been proposed, ensuring a smooth transition of LFC
systems during physical/network faults, thereby enhancing grid reliability [15]. A fault-
tolerant FSTP SSC strategy based on DFIM-SPS, namely PCSVM-DPC, has been introduced,
offering easy implementation without significant computational burden [16]. Employing
fault-tolerant BTBPC to traverse single-bridge faults allows DFIM-SPS to operate continu-
ously at sea [17]. A fault-tolerant load frequency control (LFC) design for grid-connected
wind power systems has been investigated. Compared to traditional LFC schemes, the
fault-tolerant LFC scheme addresses known and unknown actuator faults caused by load
disturbances and wind speed fluctuations [18]. A data-driven fault detection and fault-
tolerant control scheme for large-scale systems has been researched. For paired subsystems,
observer-based residual generators and observer-based state feedback controllers have
been further developed in a distributed manner for fault detection and fault-tolerant control
purposes [19]. However, fault-tolerant control in SPS is still rarely addressed.

Furthermore, fault state estimation under various fault conditions was addressed
in several studies. A distributed control algorithm was designed to analyze scenarios
involving four to six fault positions along with multiple concurrent failures [20]. The
economic benefits of distributed SPS methods were quantified using a case study of a cruise
ship with nine fire zones [21].

In this paper, the authors continue their research based on a previous hybrid model [22].
In combining with a distributed control framework, this paper proposed a state estimation
approach under partial observability, where controllers deduce the current state of the
system based on the status and events of observable devices. This approach, in conjunction
with fault-tolerant control strategies, ensures that the system does not enter invalid states
that could lead to failure.

Based on hybrid modeling, the novelty and intellectual merits of this paper can be
summarized as the following;:
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(1) This paper presents a state estimation approach capable of rapidly and accurately
locating fault positions within a partially observable SPS, thereby determining the
current state of the system.

(2) The state estimation approach is proposed based on distributed fault-tolerant con-
trol, which fully leverages the zonal distribution structure of SPS and ensures that
subsystems do not enter invalid states.

(38) Simulation cases are conducted to show that a state estimation approach significantly
reduces computational workload and time, surpassing traditional fault localization
methods by achieving a computational time reduction of two orders of magnitude, thus
enhancing the efficacy of fault recovery strategies and overall system management.

The remainder of this paper is organized as follows: Section 2 introduces the dis-
tributed fault-tolerant control of an SPS, proposing two fault-tolerant control methods.
Section 3 explains the state estimation of an SPS under partial observability, deriving state
range estimates under different fault conditions and recoverable conditions. Simulation
processes and results are provided in Section 4, followed by the conclusions.

2. Distributed Fault-Tolerant Control of an SPS

In this section, a distributed fault-tolerant control strategy is proposed, building
upon the hybrid modeling framework from previous work to prevent the system from
entering invalid states that could lead to a potential collapse. Due to the characteristics
of high integration, increased power equipment, and substantial control complexity in an
SPS, traditional centralized control strategies are no longer suitable for current maritime
developments. In leveraging the advantages of fast computational speed and the absence of
single-point failure risks inherent in distributed control methods, this paper integrates the
topological features of an SPS to construct a distributed fault-tolerant control that enhances
system resilience. Based on the control tasks assigned to the system’s internal devices, both
intra-region and inter-region control tasks are defined, decomposing fault recovery tasks
into subsystem and global coordination layers to separately calculate different objectives.

2.1. Distributed Control System

The distributed control framework adopted in this paper comprises two hierarchical
levels: the subsystem control layer and the global coordination layer, as illustrated in
Figure 1. The SPS is divided into finite regions, with each region treated as a subsystem.
Each subsystem has its local controller, executing tasks involving intra-region control, com-
munication with adjacent regions, and communication with the coordinator. Additionally,
each device within the system has its internal controller to reflect and control the device’s
connectivity and accept commands from the local controller in the respective region. Finally,
a communication network exists between the coordinator and distributed controllers to
transmit necessary fault information, enabling inter-region control and completing the
system’s global control tasks.

Under the distributed control framework, the control tasks of each distributed con-
troller include intra-region fault protection, basic load management, and response to sudden
disturbances within its designated region. This paper exclusively considers intra-region
control tasks. Correspondingly, the coordinator can be employed to execute more complex
inter-region control, although in this context, only its global coordination control tasks are
considered. When fault recovery plans generated by distributed controllers are insufficient
to resolve system faults, controllers request the coordinator to execute global control while
concurrently awaiting the coordinator’s feedback. The coordinator receives proposed solu-
tions from all relevant controllers, selects the optimal global coordination plan based on
fault conditions, and communicates the plan to the respective controllers for the execution
of fault-tolerant control.
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Figure 1. Diagram of the distributed control topology for an SPS.

2.2. SPS Distributed Control Model

This paper also employs the hybrid modeling method from the referenced litera-
ture [22], representing subsystem hybrid models as hybrid automata:

H=(Q X, Y,U,Init f,g, X EG,T,R) @

where Q U X is the state space, Q is finite, Y is the set of output variables, U is the set of con-
tinuous control inputs, Init C Q x X x U is the set of initial conditions, f : Q x X x U — X
is the set of continuous state evolution laws describing the continuous state corresponding
toeachg € Q, g: QO x X xY xU — Y is the set of algebraic equations for each g € Q,
and X = X, U X, is the set of discrete events, where Y. is the set of controllable events,
%, is the set of uncontrollable events, EG : X x U — X is the event generator function,
T:% x Q — 29 is the discrete state transition relation, and R : Q x X x U — 2X*U ig the
reset relation; that is, the control behavior generator function.

Considering the impact of extreme events on the discrete dynamics of regional areas,
an extended regional hybrid model is established. Extreme events, such as external attacks,
have two types of impacts on the regional discrete dynamics: the initiation of pulse loads
within the region and the disruption caused by attacks to various areas (including commu-
nication, cables, etc.), resulting in faults. The former is considered a normal operational
configuration, while the latter represents a fault configuration. The transition event set be-
tween normal and fault configurations for each region is defined, leading to the derivation
of the extended hybrid model for each region:

S = (H,FT,RE, Hy) )

where H is the set of all possible configurations of the subsystem S and H is the initial
configuration of the subsystem S. FT and RE are the set of transition events between the
normal operation configuration and the failure configuration.

Assume that there are s zones in the SPS (in this paper, it is 4), and the zone Si(k = 1,
2,...,4) has (n + m), configurations. Therefore, the distributed configuration of the SPS
can then be denoted by

C= (H1,11/ H2,12/ Ry Hs,ls) 3)
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where Hy is the zone configuration in C, Iy = 0,1,..., (n + m),. The set of all possible
distributed configurations of SPS can be denoted by & So, the global model for SPS can be
represented as the following:

= (%,Co) (4)

where Cy is the initial distributed configuration of the SPS.

2.3. Fault-Tolerant Control Method

The occurrence of unobservable fault events alters the discrete and continuous dy-
namics of subsystems, causing the subsystem to uncontrollably transition from a normal
running structure to a fault running structure. While a subsystem can maintain system
balance safely and stably in a normal running structure, entering a fault structure may dis-
rupt system balance, impacting system operation. Therefore, fault-tolerant control becomes
crucial to ensure that a subsystem succeeds in the following:

1. Does not enter invalid states in the fault structure; or
2. Recovers to the normal operating structure.

When a subsystem cannot return to the normal running structure, controllers need to
implement fault-tolerant control to ensure the safe and stable operation of the subsystem in
the fault structure, potentially sacrificing some subsystem performance.

The states Q; in the fault operating structure are divided into two parts: the legal state
set Qj,; and the invalid state set Q; ;. To ensure the safe operation of the subsystem in the
fault structure, fault-tolerant control must prevent the subsystem from entering invalid
states. Additionally, it must ensure that the subsystem prioritizes returning to the normal
running structure, meaning that it prioritizes entering the state set Q,, ; that can return to
the normal running structure.

When a subsystem is in a completely observable state, a controller can be constructed:

9j: Q= 2%j=n+1n+2,...,n+m (5)

where ¢;(q) defines the set of events that the subsystem can trigger, and there are no
restrictions on the uncontrollable events in ¢;(q). For Vq ¢ Q;, let ¢;(q) = @.

Thus, the controlled subsystem can be considered to be a monitored hybrid system:
/S where @ := @1 A@ni2 Avo o A@uimand D(9) = @1 (9) U @nia(9) U ..U @nim(q).

Therefore, all accessible states within the subsystem are defined as R(®/S). The
language of the subsystem is represented as L(®/S).

When a fault occurs for the first time, the subsystem transitions from the normal
running structure H;(i = 1,2,...,n) to the fault structure Hj(i =n+1,n+2,...,n+m).
The initial state of the fault structure depends on the current state of the system when the
fault event occurs and on the fault event itself. The initial state set Qo ; of the fault structure
Hj is defined as the following:

Qoj=1{1€Qj: (3¢ € Q)ft(q) =4} (6)

Furthermore, if multiple faults occur, and the subsystem transitions from the fault
structure H]-(i =n+1,n+2,...,n+m) to a fault structure Hy(n +1,n +2,...,n+m;
k # j), then the initial state set Qg of the fault structure Hy is defined as the following:

Qurk=1{9€Q: (39 €Q))ft(qd) =4} )

The set of all states that uncontrollably enter invalid state set Q; ; is defined as the following:

Qh; = {‘1 €Q: (35 € ZZC,]‘)T]‘(%S) € Qil,j} ®)
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The set of all states that enter state set Q,, ; that can return to normal running structure
is defined as the following;:

Q,;={a€Q: (35 €T))Ti(a,5) € Quj} ©

When the subsystem is in a completely observable state, and if the subsystem S is
recoverable, the following conditions hold:

L Q,nQl =2
2. Based on 1, it holds that Qg ; N Qjej # 2.

If the subsystem satisfies the above analysis conditions, a controller, as expressed in
Equation (10), can be constructed, ensuring that the subsystem never enters invalid states
and has the opportunity to return to normal operation.

. 7] other (10)
2.0(g) = {7 € X} : Tj(q,0) € Quj }a € QL

The first control method represents a fault-tolerant control approach, ensuring that
the system, even in the presence of faults, never enters invalid or unsafe states in the
fault structure. The second control method enables the system to maximize its recovery to
normal operation.

3. State Estimation for the SPS
3.1. State Estimation Flowchart

Based on the current observable events in the system, state estimation is conducted.
The derived fault-tolerant control conditions and conditions for triggerable recovery events
are combined with the state estimation to maintain the system in a safe state or provide
an opportunity for recovery to a normal operational structure. During the reconfiguration
operation of an SPS, there are observable events (such as sensor readings) and unobserv-
able events (such as line faults, communication failures, or sensor damage). Therefore,
after a fault occurs, state estimation needs to be performed at the subsystem level. This
involves determining the type of fault based on a series of observable event sequences
and subsequently implementing appropriate fault recovery measures. The state estimation
process is depicted in Figure 2.

The state estimation in an SPS is integrated with fault-tolerant control. The local
controller of a subsystem first detects damaged communication lines for some devices
within its region, where the controller is unaware of the information about these devices.
Subsequently, the controller initiates a state estimation algorithm. Using the information
provided for the damaged device and the system’s pre-fault state, the controller infers the
possible current state of the system, considering this as the current state of the system.
Fault-tolerant control is then applied, restricting the subsystem to legal states by controlling
controllable events within the subsystem. This prevents the system from entering invalid
states and potentially leading to a system collapse.

3.2. State Estimation under Partial Observability

In the fault recovery operation of an SPS, there are observable events (such as sensor
readings) and unobservable events (such as line faults, communication failures, or sensor
damage). Therefore, after a fault occurs, fault estimation needs to be performed on the
SPS, determining the type of fault based on a series of observable event sequences to take
appropriate measures.
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Figure 2. State estimation flowchart.

The definition of the projection operator P : ¥* — X is given by the mapping from
the event sequence set 2* to the set of observable event sequences X, as follows:

P(e) = e, eis an empty event
P(0) =e, if and only if the event o € ¥. — ¥,, that 0 € Xy, (11)
P(o) =0, if and only if the event 0 € %,

where ¥, is the set of observable events and ¥, is the set of unobservable events for any
event sequence s € X* and for any event o € X, P(so) = P(s)P(0).
The inverse projection mapping of the projection operator: P~1(sg) ={s € L : P(s)=Sp}.
To determine whether a system is diagnosable, the following two assumptions are
established:

1.  The system’s language is live, meaning that every state in the system has at least one
corresponding state transition function;
2. There are no closed-loop paths consisting solely of unobservable events in the system:

(Ing € N)(Yust € L)[(s € Zy,) =s|< no] (12)

Based on these assumptions, the diagnosability of the system is defined:
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If there exists an unobservable event 0y, € ¥, that is diagnosable under the mapping
P if and only if
(3n; € N)(Vsy € 0)(Vt)[|t|> n; = D] (13)

where s, represents the last event of the path s and ¢ represents a suffix of s.
The diagnosability condition function D: £* — {0,1} is defined as follows:

[ 1ifwe P P(st)] = Ly €w
D(st) = { 0, others (14)

Diagnosability can be described as follows: let s be a sentence of the system, ¢ be
the fault event, and t be any sufficiently long suffix of s. If for all paths with the same
mapping as st, the fault event ¢ is included, then the event ¢ is diagnosable. In other words,
when a fault occurs in the system, the occurrence of the fault event o can be determined by
observing the system’s output.

In particular, if all fault events in the system are diagnosable, then the system is diagnosable.

With the definition of diagnosability and the extended hybrid automaton, the fault-
determined state is defined as the following:

(3s,8" € L(Hexa)) Texa(q0,8) = A P(s) = P(s") A Tora(qo,8") € Q; (15)

Therefore, by determining whether a fault has occurred, the current state of the
system can be estimated, providing the current state for subsequent subsystem control and
global control.

Due to the presence of unobservable events, system state estimation needs to be per-
formed based on observable event sequences to determine the current state of the system.

When observable events occur, the system needs to first calculate the possible states
that the system can directly reach, represented by the observable range OR(-):

OR(f(j - 1)10) = {q € Qexd : (Elq/ € 3?(] - 1))’7 = Texd(q/r‘f)} (16)

where £(j — 1) is the previous state estimate of the current state estimate and 0 € ¥ ;4 is
an observable event. The state prediction value is x(j) = OR(%(j — 1), 0).

Finally, calculate £(j) and 5](92( j)), where £(j) is the set of states that the system can
reach from x(j) through some unrestricted unobservable events. The definition of the
unobservable range is as follows:

UR(x(j)/Zd) = {q € Qexd : (Elq/ € x(]))(zls € ( Zo,exd _(P))q = Texd(qlfs)} (17)

Thus, by the observable events that occur in the system, state estimation can be
obtained. If, according to the state estimation, it is determined that the current state is likely
to lead the system to an invalid state, fault-tolerant control from the previous section is
applied, disabling controllable events that can enter the set Qle, ; to ensure that the system
always stays in a safe state. Otherwise, no action is taken. When the system’s elements are
all recoverable after state estimation, recovery events can be triggered to return the system
to a normal structure. The recoverable condition under partial observability is given by
the following:

QojNQL; # ¢ A£() € Qe (18)

4. Simulation and Results Analysis

An illustrative analysis of state estimation in observable segments of the SPS is
conducted in this section. A simulation of the actual state of equipment post-system
malfunction is performed, followed by a comparative analysis with conventional fault
localization algorithms.
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The simulation system comprises two main turbine generators (MTGs), each rated for
36 MW, three auxiliary turbine generators (ATGs), each rated for 4 MW, and one backup
diesel generator (BDG), rated for 0.5 MW. The generator units are linked to power conver-
sion modules (PCMs), enabling each power generation module (PGM) to supply power
independently or simultaneously to both port and starboard busbars. Power distribu-
tion occurs through both port and starboard longitudinal medium voltage (MV) buses,
operating at 5 kV DC.

As for the loads, the system includes two propulsion loads, two radar loads, one
pulse load, and four load centers. The largest loads within the system are the port and
starboard propulsion motor modules (PMMs), each demanding 36 MW, although they
typically function at substantially lower power levels during normal operations. Internally,
the load centers are divided into vital loads (VL), semi-vital loads (SL), and non-vital loads
(NL). The interconnection of internal equipment within the system can be independently
controlled through internal circuit breakers within the devices.

Table 1 displays the component specifications of the SPS under study, whose detailed
parameters can be found in [23].

Table 1. SPS equipment parameters.

Equipment Zone 1 Zone 2 Zone 3 Zone 4
BDG ATG 4 WM ATG 4 WM
PGM 0.55 MW MTG 36 MW MTG 36 MW ATG4MW
PMM - PM 36 MW PM 36 MW -
o Radar 1 MW
Mission load (ML) - EMRG 20 MW Radar 1 MW -
VL 0.5 MW 0.5 MW 0.5 MW 0.5 MW
SL 1MW 1MW 1MW 1MW
NL 1MW 1MW 1MW 1MW

The fault locations for the case study are marked in Figure 3.

The simulation was performed on a MATLAB 2017 b platform and a Windows 10
operating system, utilizing an i7-6500U CPU @2.50 GHz 2.60 GHz processor and 4.00 GB
of memory. The initial simulation state was established with all components operating at
rated power, except for the standby generator and pulse load. The total simulation time
was set to 8 s and the step size was set to 10~ s.

4.1. Case 1

For clarity, the analysis begins with Zone 1. This zone includes two types of devices:
standby generators and a load center. As the standby generator is in standby mode, it does
not affect the system in this scenario. Consequently, the simplified Zone 1 only includes
the load center. To clarify the operational state of Zone 1, symbols “1”7, “2”, and “3” are
used to denote the connection status of the load center: “1” indicates the load center is
not connected to the bus (unloaded state), “2” indicates connection to Zone 2, and “3”
indicates connection to the starboard bus. Additionally, three digits represent the internal
connection status of the load center: “1” for load offline, “2” for primary load online, and
“3"” for secondary load online. Thus, the discrete states of the load center in Zone 1 result in
3 X 2 x 2 x 2 =24 states. For instance, if Zone 1’s state is “3222”, it signifies that the load
center is connected to the starboard, the second digit “2” represents that important loads
are online in the load center, the third digit “2” represents that secondary loads are online
in the load center, and the fourth digit “2” represents that general loads are online in the
load center.



J. Mar. Sci. Eng. 2023, 11, 2380 10 of 22
PORT
ZONE 4 ZONE 3 ZONE 2 ZONE 1
i4
— SWBD SWBD SWBD —
n [ | [ |
MTG ERadar
- + IPNC |
PCM LA
n ATGE ATG o
— PM # E i o
T EMRG 2
~ ‘
2| | oA
_— EBDG
ATG PCM
X
L Ll
— SWBD ; SWBD - + SWBD —
4s K
STARBOARD
X Case 1 Fault A Case 2 Fault
Figure 3. SPS case study fault setting.
In addition, control events need to be defined, as shown in Table 2.
Table 2. Load center control event list.
Event Initial State Transferred State

el 1111 2111

e2 1111 3111

e3 1111 1211

ed 1111 1121

eb 1111 1112

In Case 1, it is assumed that the SPS experiences an impact and a fault occurs in
the fifth second of system operation. After detecting the fault, the system enters a fault
operation structure, and the assumed fault positions are the left busbar branch of the radar
in Zone 3, the right busbar branch of the propulsion load and radar in Zone 2, and the right
busbar branch of the load center in Zone 4. The fault locations are marked in Figure 3.

Based on the previous analysis, the invalid states are calculated:

1112,1121,1122, 1211, 1212, 1221, 1222
Ql, = 2112,2121,2122,2212 (19)
3112,3121,3122, 3212

These invalid states are derived based on load priorities. Therefore, any state in Zone 1
that includes the last three states “112”, “121”, “122”, and “212” is considered invalid.
Similarly, when the load center is offline, states with any load status other than “1” are
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considered invalid. These invalid states are updated when a fault occurs, increasing due to
the emergence of fault-induced invalid states.

If sensor damage occurs after a fault, rendering device status information unobserv-
able, and the controller cannot obtain valid information like current and voltage, the
previously described state estimation algorithm is required. For ease of description, as-
suming fault-induced invalid states are eliminated through fault-tolerant control, the state
transition of Zone 1 after moving to the fault structure can be presented as shown in
Figure 4.

—1€,7€;1€, €

::fz

|
|
|
|
|
|
: —|€]—|€3—|€4—|€5
|
|
|
|

Normal Condition

Fault Condition

Figure 4. The discrete state transition diagram of Zone 1.

Assuming an initial state x(0) = {3222}, a fault f1 occurs at time 5 s, and a communi-
cation fault causes unknown device status, as the fault is unobservable and uncontrollable,
the state estimation at this point is £(0) = {3222}. Subsequently, with an observation
of event —e2, which is the inverse process of event €2, the estimated state of the system
becomes £(1) = {1222}. Since the control algorithm identifies {1222} as an invalid state,
the controller continues the state estimation. Based on the initial state x(0) = {3222} and
the first estimation £(1) = {1222}, the subsequent state estimation is £(2) = {1111}.

Considering Zone 1’s initial state as “3222” and its transition to “1111” after a power
supply branch failure, states previously powered by the faulty branch are deemed invalid.
The updated set of invalid states is the following;:

1112,1121,1122,1211,1212,1221,1222

o 2112,2121,2122,2212
Qilfl o 3112,3121,3122,3212 (20)
3222,3221,3211,3111
Therefore, the reachable state set for Zone 1 is the following;:
Qreachable = {1111,2111,2211,2221,2222} (21)

The reachable states mentioned above exclude the states that begin with “3”, indicating
that using the starboard power supply for load centers is an invalid state after a fault occurs.

Similar to Zone 1, the state estimation process for other zones follows a comparable
procedure. The state estimation for Case 1 is summarized in Table 3.
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Table 3. Simulation results for Case 1 state estimation.
Zone System Status  State Estimation  Total Generator Total Load State Estimation

before Fault Result Power (MW) Power (MW) Time (s)

1 3222 1111 0 0 0.000434

2 44,332,222 44,112,222 40 2.5 0.001368

3 44,223,222 44,213,222 40 38.5 0.001291

4 42,222 - 4 2.5 -

Voltage (V)

5500
5400
5300
5200
5100
5000
4900
4800
4700
4600
4500

Table 3 reveals that the state estimation time for Zone 1 is significantly less than for
Zones 2 and 3. This discrepancy is attributed to the lower number of states in subsystem 1,
resulting in a smaller search space for the controller and, consequently, a reduced computa-
tion load. The state estimation times for Zones 2 and 3 are comparable due to their similar
state counts. However, since Zone 4 does not experience a fault, the controller does not
perform a state estimation for this zone, as indicated in Table 3.

After the occurrence of the specified faults in the SPS, the system undergoes distur-
bances. To comprehensively understand the actual impact of the faults on the system,
Figure 5 depicts the real-time operation of the system from 0 to 8 s under fault conditions.

Compared to the normal operation of the SPS before the fault occurrence at 5 s, Figure 5
illustrates a substantial impact of the simultaneous faults at the 5 s mark. In the aftermath
of the fault at 5 s, as shown in Figure 5a, the sudden disconnection of the load causes
voltage fluctuations in both left and right busbars. The impact on the left busbar is minimal,
resulting in a fluctuation of around a dozen volts, while the right busbar experiences a
significant disturbance of approximately 160 V. Subsequently, the system self-adjusts, with
the busbar voltages quickly returning to stability. However, due to the offline status of
the high-power propulsion load in Zone 2, the right busbar voltage eventually stabilizes
at around 5100 V, while the left busbar voltage remains around 5000 V. As shown in
Figure 5b, the fault-induced load disconnection causes a drop in busbar current i3s, with a
maximum fluctuation of about 4 kA. Other busbar currents at different locations do not
exhibit significant changes.

B Port Busbar b
L —— Starboard Busbar| -
| Faul _
- 5003V -
1 2 3 4 5 6 7 8
Time(s)

(a)

Figure 5. Cont.
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Figure 5. Operation status of the SPS under the fault condition in Case 1. (a) Busbar voltage. (b) Busbar
current. (c¢) Main generator and propulsion motor power. (d) Main generator and propulsion motor
current. (e) Auxiliary generator power. (f) Auxiliary generator current. (g) Radar and regional load
power. (h) Radar and regional load current. (i) System total power.

For generator sets, as shown in Figure 5c, the power changes in the two main gas
turbine units are almost identical. At the moment of the fault, the output power experiences
a brief increase, followed by a rapid decline to around 15 MW, ultimately stabilizing at
approximately 19 MW. As shown in Figure 5e, the power trends for the three auxiliary gas
turbine units resemble those of the main gas turbines, with a transient increase followed
by a swift decrease, stabilizing at around 1.8 MW. For load devices, as shown in Figure 5c,
after the fault, the high-power propulsion load in Zone 2 goes offline, consuming zero
power. The propulsion load in Zone 3, however, experiences a sudden rapid increase in
power consumption due to busbar voltage fluctuations, stabilizing at a level greater than
36 MW. However, as shown in Figure 5g, the radar load changes are relatively simple, with
both radars going offline after the fault, consuming zero power. Additionally, after the
fault, the load center in zone 1 goes offline, reducing power consumption to zero, while
the load centers in the other three zones exhibit transient fluctuations before returning
to stability. Since the load center in Zone 3 is connected to the right busbar, its power
fluctuates significantly, while the other zones maintain power consumption levels similar
to those before the fault. The overall system power curve is shown in Figure 5i, following a
trend similar to that of the generator units. The system stabilizes at approximately 44 MW.
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From Figure 5d,{h, it is evident that the curves of equipment currents within the system
closely resemble the power curves.

4.2. Case 2

With an unchanged initial state, faults are assumed to occur at the fifth second. After
detecting the fault, the system enters the fault structure, and the assumed fault locations
are the left busbar branch of the distribution board from Zone 2 to Zone 3, the branch
connecting the propulsion load in Zone 3 to the left busbar, the branch connecting the
auxiliary engine to the right busbar, and the line connecting the load center from Zone 3 to
Zone 4. The fault locations are marked in Figure 3. To comprehensively understand the
actual impact of the faults on the system, Figure 6 depicts the real-time operation of the
system from 0 to 8 s under fault conditions.
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Figure 6. Operation status of the SPS under the fault condition in Case 2. (a) Busbar voltage. (b) Busbar
current. (¢) Main generator and propulsion motor power. (d) Main generator and propulsion motor
current. (e) Auxiliary generator power. (f) Auxiliary generator current. (g) Radar and regional load
power. (h) Radar and regional load current. (i) System total power.

The port bus is split into two halves with no connection between the left and right
sides. The propulsion load in Zone 2 is powered by an adjacent region, maintaining a power
output of 36 MW before and after the fault. In Zone 3, the propulsion load is powered by a
non-adjacent region, with power output at 36 MW before the fault and 0 MW after. The
main gas turbine in Zones 2 and 3, powering non-adjacent regions, operated at 36 MW
before the fault and reduced to 20 MW after. The auxiliary gas turbine in Zone 2, supplying
anon-adjacent region, reduced to 2.2 MW after the fault. Zone Load 3, powering an adjacent
region, maintained a power output of 2.5 MW before and after the fault, while Zone Load
4, supplying a non-adjacent region, decreased to 2.6 MW after the fault. Consequently, the
total system power after the fault is 42 MW.

The state estimation for Case 4.2 is presented in Table 4.

Table 4. Simulation results of Case 2 state estimation.

Zone System Status  State Estimation  Total Generator Total Load State Estimation
before Fault Result Power (MW) Power (MW) Time (s)
1 3222 - 0 2.5 -
2 44,332,222 - 40 39.5 -
3 44,223,222 24,123,222 38 3.5 0.001063
4 42,222 42,222 4 2.5 0.000469

Table 4 shows that, due to the significantly larger number of states in Zone 3 compared
to Zone 4, the state estimation time for Zone 3 is much greater than that for Zone 4. This
observation aligns with the findings from Case 1. In combining the results from Cases 1
and 2, it is evident that local controllers can independently perform state estimation tasks
without interference from other controllers or coordinators. Moreover, the computation
time is mainly determined by the number of states within the subsystem, showcasing the
independence of each controller in performing its task.

4.3. Comparison and Discussion

The state estimation method compares with the commonly used centralized fault
localization method (genetic algorithm). All results are based on computations conducted
on a computer equipped with an Intel i7-6500U processor and 4 GB of memory, using
Matlab 2017b software. For the genetic algorithm’s state estimation, a population size of
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200 and termination evolution generation of 400 are set, with crossover probability at 0.9
and mutation probability at 0.06.

Table 5 presents the fault location results for Cases 1 and 2. As the compared algorithm
employs a centralized approach, fault location is considered from a holistic perspective,
resulting in the total runtime being the only information provided in Table 5.

Table 5. Traditional fault location calculation resuts.

Case

Node Status before the
System Failure

Fault Location Result Fault Location Result Fault Location Time

0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,

0,0,0,01,-1,-1,1,0 0,0,0,0,0,0,0,1,0

24 0.447650 s

OIOIOIOIOIOIOIOIOIOIOIOIOIOIOIOI 0/0/OIOIOIOIOIOIOIOIOIO/O/O/OIOI

21 0.438440 s

0,0,0,01,1,1,-11 0,0,0,0,1,0,0,0,0

The first 20 nodes in Table 5 reflect the current status of equipment within the system,
while the last 5 nodes indicate busbar currents. A value of “0” signifies normal current at
the node, “1” represents abnormal current, and “2” denotes reverse-directional abnormal
current. The table reveals that, when the SPS experiences a fault with sensor damage,
rendering the controller unaware of device information at the fault location, the controller
relies on busbar current to infer faults within the system. However, the computed results,
indicating faults between Zone 3 and Zone 4 for Case 1 and between Zone 2 and Zone 3 for
Case 2, may not be accurate and could potentially be incorrect.

Comparing Tables 3 and 4, it is evident that when the system is partially observable, it
is still possible to infer the system’s state from information about other devices, thereby
preparing for subsequent state recovery. In terms of computation time, the proposed
state estimation method is two orders of magnitude faster than traditional fault local-
ization methods, mainly because genetic algorithms involve iterative calculations across
the population, significantly extending the computation time. Additionally, centralized
computing methods need to consider the entire system, leading to an exponential increase
in data volume with growing system states, resulting in increased computation time. In
contrast, the distributed method divides the system states into different subsystems, signifi-
cantly reducing the computational load on controllers and thus achieving relatively faster
computation times.

In the following discussion, different state estimation methods are compared from
different aspects: configuration, fault type, number of faults, simulation platform, and
computation time. The results are shown in Table 6. It can be seen that most state estimate
studies focus solely on electrical faults or communication faults, and our approach is
capable of handling both. This capability enhances the applicability and robustness of the
proposed method in complex, real-world scenarios. Furthermore, while other methods
exhibit computation times ranging from 0.1 s to above 2.4 s, the proposed distributed
approach achieves a computation time of approximately 0.001 s. This efficiency is crucial
for real-time applications and quick response in fault detection and resolution.

Table 6. Comparison of different state estimation methods.

Research

Configuration

Simulation Computation

Fault Type Number of Faults Platform Time (s)

[24]
[25]
[26]
[27]

]

N

7
[28
Our work

Centralized
Centralized
Centralized
Distributed
Distributed
Distributed

Electrical faults 2 DIgSILENT Above 0.3
Electrical faults 136 Matlab 0.1
Communication faults 6 - Above 2.4
Electrical faults 11 Matlab -
Electrical faults 34 OpenDSS -
Electrical + Communication faults 4 Matlab About 0.001
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In summary, the proposed state estimation algorithm demonstrates lower computa-
tional overhead and faster processing speed. It does not burden controllers significantly,
and the method can compute fault locations in partially observable system conditions,
providing a novel approach to fault localization.

5. Conclusions

This paper introduces an innovative approach for state estimation in an SPS under
partial observability, emphasizing the integration of distributed fault-tolerant control mech-
anisms. The fault localization method, achieved through fault-tolerant control, prevents
subsystems from entering invalid states. Under the conditions of partial observability,
it rapidly and accurately identifies the location of faults, thereby providing correct fault
location information for subsequent fault control algorithms in search of optimal solutions.
The case studies’ results indicate that the proposed algorithm is approximately two orders
of magnitude faster than traditional fault localization methods based on genetic algorithms.
It accurately and swiftly identifies fault locations even in the event of communication
failures, where traditional methods fail to correctly determine the fault points.

As an extension of our work, future research will focus on integrating advanced fault
prediction technologies into an SPS, which aims to significantly enhance the systems” ability
to manage and mitigate complex, concurrent fault scenarios, thereby elevating the overall
reliability and efficiency of an SPS in an increasingly digital and interconnected era.
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