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Abstract: In sound signal processing, angle of arrival indicates the direction from which a propa-
gating sound signal arrives at a point where multiple omnidirectional microphones are positioned.
Considering a small underwater platform (e.g., underwater unmanned vehicle), this article addresses
how to estimate a non-cooperative target’s signal direction utilizing the minimum number of om-
nidirectional microphones. It is desirable to use the minimum number of microphones, since one
can reduce the cost and size of the platform by using small number of omnidirectional microphones.
Suppose that each microphone measures a real-valued sound signal whose speed and frequency
information are not known in advance. Since two microphones cannot determine a unique AOA
solution, this study presents how to estimate the angle of arrival using a general configuration
composed of three omnidirectional microphones. The effectiveness of the proposed angle of arrival
estimator utilizing only three microphones is demonstrated by comparing it with the state-of-the-art
estimation algorithm through computer simulations.

Keywords: direction of arrival; phase difference; micro-positioning; bearing measurements; omnidirectional
microphone array

1. Introduction

In underwater environments, electromagnetic signal is easily dissipated; thus, sound
is mainly used for underwater target localization. In sound signal processing, angle of
arrival (AOA) indicates the direction from which a propagating sound signal arrives at a
point where multiple omnidirectional microphones are positioned. Microphones are used
to measure a non-cooperative target’s signal in a passive manner. It is argued that AOA is
desirable, since it does not require active ping generation. Thus, AOA is power-efficient
and the non-cooperative target cannot detect the presence of passive microphones.

In underwater environments, sound speed can change according to various environ-
mental effects (e.g., water temperature and salinity) [1]. Moreover, as microphones measure
the signal of a non-cooperative target, the target signal frequency may not be known to
a microphone.

Thus, this paper considers the case where each omnidirectional microphone measures
a real-valued sound signal whose speed and frequency information are not known in
advance. The problem is to find the target signal’s direction relative to the array position.

Considering a small underwater platform (e.g., underwater unmanned vehicle), this
study addresses how to estimate the signal direction utilizing the minimum number of
microphones. By integrating the AOA measurements of the target’s sound signal, one or
more underwater platforms can estimate the target position without being detected by the
target [2–6].

It is desirable to use the minimum number of microphones, since one can reduce
the cost and size of the platform by using a small number of microphones. Every omni-
directional microphone collects signals uniformly in all directions. Every microphone is
connected to every other microphone. Then, readings of all microphones are processed for
AOA estimation.
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There are many papers on AOA estimation based on signal measurements at multi-
ple microphones. Various AOA estimators (Minimum Variance Distortionless Response
(MVDR) beamformer [7–9], Estimation of Signal Parameters via Rotational Invariance
Technique (ESPRIT) [10], or MUltiple SIgnal Classification (MUSIC) [11–13]) utilize phase
measurements at each microphone for estimating the signal direction.

In the field of array signal processing, the MUSIC estimator is a classical spectrum
estimation algorithm. MUSIC [11–13] estimates the autocorrelation matrix utilizing an
eigenspace method. MUSIC [11–13] is based on the idea that the signal subspace is orthogo-
nal to the noise subspace. The reference [14] addressed an adaptive beamformer to achieve
high performance in the case of low input signal-to-noise ratio (SNR). The reference [15]
integrated a MUSIC-based AOA estimation method that applies to both full arrays and
sparse arrays. In reference [16], the authors analyzed the MUSIC estimator in the uniform
linear array (ULA) and studied various factors which affect the estimation performance.
The authors of [17] modified the classic MUSIC to be competent in unknown non-uniform
noisy environments. For estimating the AOA of coherent signals in the ULA, MUSIC
was modified by reconstructing a noise subspace [18]. In [19], a DOA estimation method
based on spatial difference and a modified projection subspace algorithm was proposed
for handling serious misalignment in the AOA estimation of multi-path signals under the
background of impulse noise. The reference [20] introduced a modified MUSIC estimator
to compute the AOA of multiple radio frequency signals, considering an antenna array
with an imperfectly calibrated array response. In [21], the authors studied how to optimize
parameters of the MUSIC estimator in order to improve the estimation performance.

To the best of our knowledge, every AOA estimator in the literature used more than
three microphones. However, it is desirable to reduce the number of microphones, as we
consider the cost and size of the platform.

Since two microphones cannot determine a unique AOA solution, this article presents
how to estimate the AOA using a general configuration composed of only three micro-
phones. The outperformance of the proposed AOA estimator utilizing only three micro-
phones is demonstrated by comparing it with the MUSIC estimator through computer
simulations. One proves that the proposed AOA estimator outperforms the MUSIC estima-
tor considering both estimation accuracy and computation time.

This study is organized as follows. Section 2 introduces the definitions and assump-
tions. Section 3 introduces the proposed AOA estimator using only three microphones.
MATLAB simulations are addressed in Section 4. Section 5 provides the discussion. Con-
clusions are addressed in Section 6.

2. Definitions and Assumptions

Let s(∗) = sin(∗) and c(∗) = cos(∗) for notation simplicity. Let atan2(y, x) denote
the angle (phase) of x + jy. atan2(y, x) exists in the interval [−π, π]. Considering a list, L,
max(L) denotes an element with the maximum value in L. Also, min(L) denotes an element
with the minimum value in L. For instance, min([1, 2, 3]) = 1 and max([1, 2, 3]) = 3.

Let Si (i ∈ {1, 2, 3}) define the 2D coordinates of the i-th microphone. The microphone
configuration with three microphones is depicted in Figure 1. In Figure 1, r defines the
distance from every microphone to the origin of the frame. For avoiding the phase wrapping
case, this paper assumes that r is less than half of the wavelength. In MATLAB simulations,
we set r as 0.4 of the wavelength.

This study considers a target which is sufficiently far from the microphones. Let u
define the unit vector from the origin to the target. Let ϕ define the azimuth angle of the
target signal, such that −π < ϕ ≤ π. Here, ϕ is measured from the x-axis of the microphone
configuration. See Figure 1. We have

u = (c(ϕ), s(ϕ))T . (1)

Our problem is to estimate the AOA ϕ based on signal measurements at three micro-
phones. Recall that every microphone is synchronized to every other microphone.
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S1 = (r, 0)T

S2 = r(c(2π3 ), s(
2π
3 ))

T

S3 = r(c(−2π
3 ), s(−2π

3 ))T

u

φ

P1

P2

P3

Figure 1. The microphone configuration with three microphones. u defines the unit vector from
the origin to the target. ϕ defines the bearing angle of the target signal, such that −π < ϕ ≤ π. Si

(i ∈ {1, 2, 3}) defines the 2D coordinates of the i-th microphone. Pi defines the projection of Si onto u.

Let Pi define the projection of Si onto u, as depicted in Figure 1. We have

∥Pi∥ = ∥Si · u∥. (2)

Here, (·) operator indicates the inner product operation, defined as

Si · u = ∥Si∥∥u∥ cos(a) (3)

where a is the angle formed by two vectors u and Si. Also, ∥u∥ = 1, since u is a unit vector.
Fourier analysis converts a signal from its original time domain to a representation in

the frequency domain. DC offset is first removed from the time domain signal at Si. By
applying Fast Fourier Transform (FFT) to the time domain signal, one computes the signal
amplitude at different frequencies in the frequency domain. Then, in the frequency domain,
one finds a frequency where the signal amplitude is maximized. Let fi define the frequency
where the signal amplitude is maximized.

Let angle( fi) denote the angle (phase) at fi (i ∈ {1, 2, 3}). Let Di (i ∈ {1, 2, 3}) define
the signal delay measurement using the i-th microphone. Using angle( fi), we can compute
the signal delay Di as

Di =
angle( fi)

2π fs
. (4)

Here, fs denotes the sampling frequency.
Let C denote the signal speed. Then, we have

Di =
Si · u

C
. (5)

This implies that in the case where Si · u > 0, Di > 0. In addition, in the case where
Si · u < 0, Di < 0. For instance, in Figure 1, S3 · u < 0. Thus, D3 < 0. On the other hand, if
S1 · u > 0, then D1 > 0.

3. AOA Estimator Using Three Microphones

Before presenting the proposed AOA estimator using three microphones, we show
that two microphones cannot determine a unique AOA solution. Suppose that we have
only two microphones, S1 and S2, as plotted in Figure 2. Then, we draw a straight infinite
line connecting these two microphones. In Figure 2, dotted arrows indicate the signal
direction at each microphone. Utilizing the phase differences at the two microphones, we
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cannot determine whether the target exists to the left or to the right of this line. Therefore,
we require at least three microphones for determining a unique AOA solution.

S1 S2

Figure 2. There are two microphones, S1 and S2. A straight infinite line connects these two mi-
crophones. Dotted arrows indicate the signal direction at each microphone. Utilizing the phase
differences at these two microphones, we cannot determine whether the target exists to the left or to
the right of this line.

Using (5), we obtain

D2 − D1 =
S2 · u

C
− S1 · u

C
. (6)

Using (1) and Figure 1, we further obtain

D2 − D1

r
=

c( 2π
3 )c(ϕ) + s( 2π

3 )s(ϕ)
C

− c(ϕ)
C

. (7)

Using (5), we have

D2 − D3 =
S2 · u

C
− S3 · u

C
. (8)

Using (1) and Figure 1, we further obtain

D2 − D3

r
=

c( 2π
3 )c(ϕ) + s( 2π

3 )s(ϕ)
C

− c( 2π
3 )c(ϕ)− s( 2π

3 )s(ϕ)
C

. (9)

(7) and (9) lead to

C
r
(D2 − D1, D2 − D3)

T = M(c(ϕ), s(ϕ))T , (10)

where

M =

(
c( 2π

3 )− 1 s( 2π
3 )

0 2s( 2π
3 )

)
. (11)

Then, (10) leads to

r
C
(c(ϕ), s(ϕ))T = M−1(D2 − D1, D2 − D3)

T . (12)

Using the fact that ∥(c(ϕ), s(ϕ))∥ = 1, we estimate (c(ϕ), s(ϕ)) as

(c(ϕ), s(ϕ))T =
M−1(D2 − D1, D2 − D3)

T

∥M−1(D2 − D1, D2 − D3)T∥ . (13)



J. Mar. Sci. Eng. 2024, 12, 874 5 of 14

We then estimate ϕ as

ϕ = atan2(s(ϕ), c(ϕ)). (14)

Note that we do not have to access either r or C, since (c(ϕ), s(ϕ))T is derived using (13).
Recall that using the phase at fi (i ∈ {1, 2, 3}), we can compute the signal delay Di.

It is acknowledged that (13) is singular when D1 = D2 = D3. In this case, the signal
delay of every microphone is identical to that of any other microphone. In this case, one
cannot estimate the bearing angle ϕ under (14). Next, we present the requirement to enable
a microphone configuration with three microphones to estimate ϕ.

3.1. AOA Estimator with a General Configuration Composed of Three Microphones

In this subsection, we consider an AOA estimator which has a general microphone
configuration with three microphones, which is distinct from Figure 1. This paper considers
a general configuration composed of three microphones. A general microphone configu-
ration considered in this subsection is depicted in Figure 3. In this figure, Aj denotes the
angle of the j-th microphone measured in the counter-clockwise direction starting from
the x-axis of the microphone configuration. Moreover, rj denotes the distance between the
center and the j-th microphone.

Considering a general microphone configuration with three microphones, rj ̸= rk
is feasible, where j ̸= k. To avoid the phase wrapping case, this paper assumes that
max([r1, r2, r3]) is less than half of the wavelength.

S1 = (r1, 0)
T

S2 = r2(c(A2), s(A2))
T

S3 = r3(c(A3), s(A3))
T

u

φ

P1P2

P3

Figure 3. A general configuration with three microphones. u defines the unit vector from the origin
to the target. ϕ defines the bearing angle of the target signal, such that −π < ϕ ≤ π. Si (i ∈ {1, 2, 3})
defines the 2D coordinates of the i-th microphone. Pi defines the projection of Si onto u. Aj denotes
the angle of the j-th microphone measured in the counter-clockwise direction starting from the x-axis
of the microphone configuration. Moreover, rj denotes the distance between the center and the
j-th microphone.

Figure 4 shows a singular microphone configuration where D1 = D2 = D3. In this
configuration, P1 = P2 = P3. Thus, one cannot determine whether the signal direction is u
or −u. Therefore, a microphone configuration with three microphones must satisfy

(D1 − D2)
2 + (D2 − D3)

2 ̸= 0. (15)

Suppose that (15) is satisfied for a microphone configuration with three microphones.
Using (5), we obtain

D2 − D1 =
S2 · u

C
− S1 · u

C
. (16)
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Using (1) and Figure 3, we further obtain

D2 − D1 =
r2(c(A2)c(ϕ) + s(A2)s(ϕ))

C
− r1c(ϕ)

C
. (17)

Using (5), we have

D2 − D3 =
S2 · u

C
− S3 · u

C
. (18)

S1 = (r1, 0)
T

S2 = r2(c(A2), s(A2))
T

S3 = r3(c(A3), s(A3))
T

u

φ

P1 = P2 = P3

Figure 4. A singular microphone configuration where D1 = D2 = D3. u defines the unit vector
from the origin to the target. ϕ defines the bearing angle of the target signal, such that −π < ϕ ≤ π.
Si (i ∈ {1, 2, 3}) defines the 2D coordinates of the i-th microphone. Pi defines the projection of Si

onto u. Aj denotes the angle of the j-th microphone measured in the counter-clockwise direction
starting from the x-axis of the microphone configuration. Moreover, rj denotes the distance between
the center and the j-th microphone. One cannot determine whether the signal direction is u or −u.

Using (1) and Figure 3, we further obtain

D2 − D3 =
r2(c(A2)c(ϕ) + s(A2)s(ϕ))

C
− r3(c(A3)c(ϕ) + s(A3)s(ϕ))

C
. (19)

(17) and (19) lead to

C(D2 − D1, D2 − D3)
T = G(c(ϕ), s(ϕ))T , (20)

where

G =

(
r2c(A2)− r1 r2s(A2)

r2c(A2)− r3c(A3) r2s(A2)− r3s(A3)

)
. (21)

Then, (20) leads to

1
C
(c(ϕ), s(ϕ))T = G−1(D2 − D1, D2 − D3)

T . (22)

Using the fact that ∥(c(ϕ), s(ϕ))∥ = 1, we estimate (c(ϕ), s(ϕ)) as

(c(ϕ), s(ϕ))T =
G−1(D2 − D1, D2 − D3)

T

∥G−1(D2 − D1, D2 − D3)T∥
. (23)

In order to satisfy the existence of G−1, G must be invertible. For making G invertible,
the condition number of G must be as close to one as possible. As the condition number
of G increases, G becomes ill-conditioned. Hence, the condition number of G in (21) is
applied as the observability index of the AOA estimator.

Once the condition number of G in (21) is less than a certain threshold, Thres, and (15)
is met, we then estimate ϕ using the proposed AOA estimator (23). Note that we do not
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have to access either r or C, since (c(ϕ), s(ϕ))T is derived using (23). Recall that using the
phase at fi (i ∈ {1, 2, 3}), we can compute the signal delay Di.

3.2. Computation Load Analysis

In the proposed AOA estimator, FFT is used to find a frequency where the signal
amplitude is maximized. The computation load of FFT is O(N × logN), where N denotes
the data size. Reference (14) is used to estimate the target’s bearing angle. Once FFT is done,
the computation of (14) does not depend on the data size, N. Thus, the computation load
of the proposed AOA estimator is O(N × logN). In the next section, MATLAB simulations
show that the proposed AOA estimator outperforms MUSIC estimators considering both
computation load and estimation accuracy.

4. MATLAB Simulations

MATLAB simulations (version: MATLAB R2022a) are applied to demonstrate the
effectiveness of the proposed AOA estimator with only three microphones. The sampling
frequency is fs = 500, 000 Hz, and the signal length is set as only 50 samples. Once the
condition number of G in (21) is less than Thres = 2 and (15) is met, then we estimate the
AOA ϕ using the proposed AOA estimator (23).

Suppose that each microphone measures a real-valued sound signal whose frequency
information or speed are not known in advance. The measured signal is a sinusoidal signal
with frequency f = 10, 000 Hz. Note that the signal frequency f is not known in advance,
since one considers a non-cooperative target. The signal speed C is 1400 m/s, but C is
not known in advance. In underwater environments, sound speed can change according
to various environmental effects (e.g., water temperature and salinity) [1]. In the AOA
estimation, a wrong signal speed, e.g., Cw = 1200 m/s, is used.

Let sig[n] (n ∈ 1, 2, ..., 100) denote the real-valued signal sampled at sampling index n.
As the real-valued signal, we use

sig[n] = c(2π f nts) + G, (24)

where ts = 1/ fs indicates the sampling period. Considering measurement noise, G indi-
cates a Gaussian noise having zero mean and standard deviation σG = 0.5. This implies
that the signal-to-noise ratio (SNR) is 10log( 1

0.5 ) = 10log(2) in dB.
Recall that the signal delay Di (i ∈ {1, 2, 3}) was addressed in (5). Then, the signal at

each microphone Si (i ∈ {1, 2, 3}) is modeled using

sigi[n] = c(2π f nts + 2π fsDi) + G. (25)

Note that c(2π f nts + 2π fsDi) is the real part of a complex-valued exponential number
ej2π f nts × ej2π fsDi . Since Di =

Si ·u
C under (5), we have

ej2π fsDi = ej 2π fs
C Si ·u. (26)

A vector with 3 rows, whose i-th row (i ∈ {1, 2, 3}) is ej2π fsDi in (26), is termed the steering
vector in MUSIC estimators [11–13,15].

For robust verification of the proposed estimator using three microphones, we use
100 Monte Carlo (MC) simulations. Recall that ϕt denotes the true bearing angle. Let ϕ̂[m]
denote an estimate of the bearing angle ϕ in the m-th MC simulation (m ∈ {1, 2, ..., 100}).
Then, we define avgErr (in degrees) as

avgErr =
1

100

100

∑
m=1

(ϕ̂[m]− ϕ). (27)

We define stdErr (in degrees) as
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stdErr =

√√√√ 1
100

100

∑
m=1

(ϕ̂[m]− ϕ)2. (28)

The computation time required for all MC simulation is termed ComputeTime in seconds.

4.1. AOA Estimation Using a Sensor Configuration as Plotted in Figure 1

As the first computer simulation scenario, we use the microphone configuration as
plotted in Figure 1. In addition, r, the radius of microphone configuration, is 0.4 of the
wavelength. Here, the wavelength, λ, is given as λ = C

f . See that r is less than half of the
wavelength, for removing aliasing in the AOA estimator.

Recall that the condition number of G in (21) is applied as the observability index of
the AOA estimator. For making G invertible, the condition number of G must be as close to
one as possible. The condition number of G is 1.73, as we use the microphone configuration
in Figure 1. Observe that this condition number is less than Thres = 2.

Figure 5 shows the signal strength at every microphone. The target’s true bearing
angle ϕ is −180 degrees. Under the proposed AOA estimator, we get avgErr = 0.2 degrees.
In addition, we get stdErr = 1.3 degrees. ComputeTime is 0.04 s. Observe that the proposed
estimation is accurate and fast.

0 5 10 15 20 25 30 35 40 45 50

sampleNumber

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

re
c
e
iv

e
d
S

ig
n
a
l

receiver 1

receiver 2

receiver 3

Figure 5. The signal strength at every microphone (σG = 0.5). This implies that the signal-to-noise
ratio (SNR) is 10log( 1

0.5 ) = 10log(2) in dB.

4.1.1. Change the Target’s Bearing Angle

For comparison with the proposed AOA estimator using only three microphones,
this study uses the MUSIC estimator [11–13]. Considering the case where only three
microphones are used, one shows that the proposed estimator outperforms the MUSIC
estimator considering both estimation accuracy and computation time.

The MUSIC estimator [11–13] estimates the autocorrelation matrix utilizing an eigenspace
method. In the MUSIC estimator, AOA search is used with step size (0.5 degree) in the
range of (−180, −179.5, ..., 179.5, 180) in degrees. One can decrease the step size to improve
the estimation accuracy. However, decreasing the step size increases the AOA computation
load; thus, there is a trade-off between decreasing the step size and the computation load.

We change the target’s bearing angle gradually and test the performance of the pro-
posed AOA estimator (Pro) and the MUSIC estimator (MU). Table 1 depicts the simulation
results. Considering measurement noise, (24) uses σG = 0.1. This implies that the signal-to-
noise ratio (SNR) is 10log( 1

0.1 ) = 10 in dB.
The unit for angle measurements in the table is degrees. ComputeTime for all Pro MC

simulations in Table 1 is 0.6 s, and ComputeTime for all MU MC simulations in Table 1 is 2 s.
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Table 1. Algorithm comparison (SNR = 10).

ϕ Pro(avgErr) Pro(stdErr) MU(avgErr) MU(stdErr)

−180 0.04 0.2 −0.01 0.4
−160 −0.02 0.2 −134 0.5
−140 0.03 0.2 134 0.5
−120 0.03 0.2 0.02 0.4
−100 0.04 0.2 −134 0.4
−80 −0.03 0.2 134 0.3
−60 −0.04 0.2 −0.05 0.4
−40 −0.007 0.2 −134 0.3
−20 0.001 0.2 134 0.4

0 −0.004 0.2 −0.05 0.4
20 0.01 0.2 −134 0.3
40 0.009 0.2 134 0.4
60 0.01 0.2 0.02 0.3
80 −0.01 0.2 −134 0.3

100 −0.009 0.2 134 0.3
120 −0.004 0.2 −0.01 0.4
140 0.01 0.2 −134 0.3
160 0.02 0.2 136 0.4

For all angles in Table 1, min(Pro(avgErr)) = −0.04 and max(Pro(avgErr)) = 0.04.
For all angles in Table 1, min(MU(avgErr)) = −134 and max(MU(avgErr)) = 136. Table 1
shows that the proposed AOA estimator outperforms the MUSIC estimator considering
both accuracy and computation time.

4.1.2. Change the Noise Level

We change the noise level σG in (24) and test the performance of the proposed AOA
estimator. We change the noise level σG in (24) to 1. This implies that the signal-to-noise
ratio (SNR) is 10log( 1

1 ) = 0 in dB.
Table 2 depicts the simulation results, as we set SNR as zero. ComputeTime for all Pro

simulations in Table 2 is 0.6 s and ComputeTime for all MU simulations in Table 2 is 2 s.
For all angles in Table 2, min(Pro(avgErr)) = −0.5 and max(Pro(avgErr)) = 1.8. For

all angles in Table 2, min(MU(avgErr)) = −128 and max(MU(avgErr)) = 125. Table 2
shows that the proposed AOA estimator outperforms the MUSIC estimator considering
both accuracy and computation time.

Table 2. Algorithm comparison (SNR = 0).

ϕ Pro(avgErr) Pro(stdErr) MU(avgErr) MU(stdErr)

−180 0.17 2.5 −0.5 32
−160 0.09 2.5 −121 45
−140 0.1 2.3 115 53
−120 1.8 2.5 −0.1 39
−100 −0.5 2.8 −118 54
−80 0.29 2.5 119 50
−60 0.15 2.6 −6 25
−40 0.4 2.7 −128 53
−20 0.2 2.5 125 57

0 −0.3 2.6 −1 19
20 0.01 2.2 −120 50
40 0.003 2.9 119 60
60 −0.5 2.7 −1 27
80 0.3 2.9 −119 65

100 −0.3 2.6 119 65
120 −0.2 2.9 2 23
140 0.01 2.6 −110 58
160 0.1 2.5 109 61
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4.2. AOA Estimation Using a General Configuration with Three Microphones

In this subsection, we consider a general configuration with three microphones. Con-
sider the case where A2 = π/2 and A3 = −π/2 in Section 3.1. Moreover, we set r1 = 0.4λ,
r2 = r1/2, and r3 = r1/3. For avoiding the phase wrapping case, this paper assumes that
max([r1, r2, r3]) is less than half of the wavelength.

See Figure 6 for this general configuration. Recall that the condition number of G in
(21) is applied as the observability index of the AOA estimator. For making G invertible,
the condition number of G must be as close to one as possible. The condition number of G
is 1.76, as we use the microphone configuration in Figure 6. Observe that this condition
number is less than Thres = 2.

S1 = (r1, 0)
T

S2 = r2(c(A2), s(A2))
T

S3 = r3(c(A3), s(A3))
T

u

φ

Figure 6. This figure depicts a general microphone configuration. We set A2 = π/2 and A3 = −π/2
in Section 3.1. Moreover, we set r1 = 0.4λ, r2 = r1/2, and r3 = r1/3.

The true signal speed C is 1400 m/s, but C is not known in advance. Thus, in each MC
simulation, the proposed AOA estimator sets a random number in the interval [0, 1400] as
a wrong signal speed Cw.

In this subsection, we change the target’s bearing angle gradually and test the perfor-
mance of the proposed AOA estimator (General) with this general microphone configura-
tion. Considering the general microphone configuration, Table 3 depicts the simulation
results. Considering measurement noise, (24) uses σG = 0.1. This implies that the signal-to-
noise ratio (SNR) is 10log( 1

0.1 ) = 10 in dB.
The unit for angle measurements in the table is degrees. ComputeTime for all General

MC simulations in Table 3 is 1 s. For all angles in Table 3, min(General(avgErr)) = −0.08,
and max(General(avgErr)) = 0.1. Note that General outperforms MU in Table 1.

Table 3. Algorithm evaluation (SNR = 10).

ϕ General(avgErr) General(stdErr)

−180 0.03 0.5
−160 −0.009 0.5
−140 −0.02 0.5
−120 −0.04 0.4
−100 0.07 0.3
−80 0.04 0.4
−60 −0.04 0.4
−40 0.07 0.4
−20 0.1 0.4

0 0.01 0.4
20 0.07 0.4
40 −0.08 0.4
60 0.05 0.4
80 0.02 0.4

100 −0.06 0.3
120 −0.08 0.5
140 0.1 0.5
160 0.008 0.5
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Considering the general microphone configuration with three microphones, Table 4
depicts the simulation results. Considering measurement noise, (24) uses σG = 1. This
implies that the signal-to-noise ratio (SNR) is 0. The unit for angle measurements in the
table is degrees. ComputeTime for all General MC simulations in Table 4 is 1 s. For all
angles in Table 4, min(General(avgErr)) = −0.9 and max(General(avgErr)) = 0.9. Note
that General outperforms MU in Table 2.

Table 4. Algorithm evaluation (SNR = 0).

ϕ General(avgErr) General(stdErr)

−180 −0.17 5
−160 −0.04 8
−140 0.9 4
−120 −0.4 4
−100 0.6 3
−80 −0.007 5
−60 0.8 4
−40 0.5 5
−20 −0.7 5

0 0.9 5
20 0.7 9
40 0.2 5
60 0.05 4
80 −0.3 3

100 −0.1 4
120 −0.9 4
140 −0.2 5
160 −0.2 5

4.3. AOA Estimation Using Random Configurations with Three Microphones

In this subsection, we consider random configurations with three microphones. In
each MC simulation, we set A2 in Section 3.1 as a random number in the interval [−π, π].
Also, in each MC simulation, we set A3 in Section 3.1 as a random number in the interval
[−π, π]. We set r1 = 0.4λ. In each MC simulation, r2 = r1 ∗ rand and r3 = r1 ∗ rand, where
rand returns a random number in the interval [0, 1]. In this way, we generate a random
microphone configuration at each MC simulation.

For making G in (21) invertible, the condition number of G must be as close to one
as possible. Thus, in the case where the condition number of G is less than Thres = 2
and (15) is met, the associated MC simulation uses the randomly generated microphone
configuration.

The true signal speed C is 1400 m/s, but C is not known in advance. Thus, in each MC
simulation, the proposed AOA estimator sets a random number in the interval [0, 1400] as
a wrong signal speed Cw.

We change the target’s bearing angle gradually and test the performance of the pro-
posed AOA estimator (Random) with a randomly generated microphone configuration.
Considering a random microphone configuration, Table 5 depicts the simulation results.
Considering measurement noise, (24) uses σG = 0.1. This implies that the signal-to-noise
ratio (SNR) is 10log( 1

0.1 ) = 10 in dB.
ComputeTime for all Random MC simulations in Table 5 is 1 s. For all angles in

Table 5, min(Random(avgErr)) = −0.1186, and max(Random(avgErr)) = 0.0867. Note
that Random outperforms MU in Table 1.

Next, we check the effect of loosening the requirements for microphone configuration.
For making G invertible, the condition number of G must be as close to one as possible.
In the case where the condition number of G is less than Thres = 200 and (15) is met, the
associated MC simulation uses the randomly generated microphone configuration. Using a
large Thres implies that we use loose requirements for microphone configuration.
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Table 5. Algorithm evaluation (SNR = 10)

ϕ Random(avgErr) Random(stdErr)

−180 0.006 0.8
−160 −0.0007 0.6
−140 −0.0731 0.6
−120 0.0428 0.5
−100 −0.0144 0.5
−80 −0.0251 0.4
−60 −0.0552 0.5
−40 −0.0955 0.7
−20 0.0788 0.7

0 0.0713 0.6
20 −0.1147 0.7
40 −0.1186 0.5
60 0.0708 0.5
80 −0.0136 0.4

100 0.0631 0.4
120 0.0867 0.5
140 −0.0250 0.5
160 −0.0391 0.6

ComputeTime for all Random MC simulations in Table 6 is 1 s. For all angles in Table 6,
min(Random(avgErr)) = −1.2953, and max(Random(avgErr)) = 0.8627. Compared to
Table 5, the estimation accuracy decreased in Table 6, since the requirements for microphone
configuration are loose in Table 6. This shows that the condition number of G is suitable
for the observability index of the AOA estimator.

Table 6. Algorithm evaluation of loose requirements for microphone configuration (SNR = 10)

ϕ Random(avgErr) Random(stdErr)

−180 −0.9335 6
−160 −0.1944 5
−140 −0.4441 5
−120 −0.1736 3
−100 0.0418 1
−80 0.1143 1
−60 −0.3400 4
−40 −0.0172 2
−20 −0.2771 7

0 −0.6291 6
20 −1.2953 7
40 0.8627 3
60 −0.0311 1
80 −0.4495 4

100 −0.2153 1
120 −0.1763 2
140 0.0353 2
160 0.4147 5

5. Discussion

This study handles the case where only a single sound source exists. In practice,
there can be multiple signal sources [22–24]. Under the assumption that sound sources
rarely overlap in the time-frequency domain, one can apply the proposed AOA scheme
for estimating the AOA of every sound source. Thereafter, delay-and-sum beamforming
in [25–27] can separate sound arriving from an estimated sound direction.
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6. Conclusions

Considering a small underwater platform (e.g., underwater unmanned vehicle), this
article addresses how to estimate the signal direction utilizing the minimum number of
omnidirectional microphones. Suppose that each omnidirectional microphone measures
a real-valued sound signal whose speed and frequency information are not known in
advance. This paper addresses how to estimate the AOA of the incoming signal utilizing
only three omnidirectional microphones. This study further presents how to estimate the
AOA using a general configuration composed of three microphones.

The effectiveness of the proposed AOA estimator with only three omnidirectional
microphones is demonstrated by comparing it with the MUSIC algorithm under computer
simulations. Considering the case where only three microphones are used, this paper
shows that the proposed estimator outperforms the MUSIC estimator considering both
estimation accuracy and computation time.

In the future, we will extend the proposed AOA estimator to 3D environments. In 3D
environments, one needs more than three omnidirectional microphones to estimate the
elevation and azimuth of a 3D non-cooperative target. We will study the minimum number
of omnidirectional microphones for estimating the elevation and azimuth of a 3D non-
cooperative target.
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