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Abstract: The spatial-temporal distribution of underwater sound speed plays a critical role in determining the propagation mode of underwater acoustic signals. Therefore, rapid estimation and prediction of sound speed distribution are imperative for facilitating underwater positioning, navigation, and timing (PNT) services. While sound speed profile (SSP) inversion methods offer quicker response times compared to direct measurement methods, these methods often focus on constructing spatial sound velocity fields and heavily rely on sonar observation data, thus imposing stringent requirements on data sources. To delve into the temporal distribution pattern of sound speed and achieve SSP prediction without relying on sonar observation data, we introduce the hierarchical long short-term memory (H-LSTM) neural network for SSP prediction. Our method enables the estimation of sound speed distribution without the need for on-site data measurement, significantly enhancing time efficiency. Compared to other state-of-the-art approaches, the H-LSTM model achieves a root mean square error (RMSE) of less than 1 m/s in predicting monthly average sound speed distribution. Its prediction accuracy has improved several-fold over alternative methods, which validates the robust capability of our proposed model in predicting SSP.
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1. Introduction

The distribution of underwater sound speed is a critical parameter for underwater positioning, navigation, and timing (PNT) systems, as it directly influences the propagation of underwater acoustic signals [1,2]. With the increasing demand for precision performance in PNT, there is a pressing requirement to quickly and accurately acquire the regional sound speed distributions, and even predict the future sound speed distributions.

The acquisition of an ocean sound speed profile (SSP) primarily involves two methods: SSP measurement and SSP inversion. Measurement can be conducted directly using a sound velocity profiler (SVP) [3], or indirectly through a conductivity, temperature, and depth profiler (CTD) [4,5] or an expendable CTD profiler (XCTD) [6] combined with empirical sound speed equations. However, these methods typically entail lengthy measurement times. For instance, obtaining an SSP at a depth of 2000 m with an SVP or CTD requires at least 80 min [7]. Although using an XCTD can significantly reduce this time to about 20 min for the same depth range, it still lacks real-time capability and is constrained by sensor pressure resistance limits, restricting the measurement depth range.

In recent years, there has been extensive research into ocean SSP inversion methods aimed at rapidly obtaining sound speed distributions. Traditional inversion methods for SSP primarily consist of three categories: matched field processing [8,9], compressed sensing [10–12], and deep learning [13,14]. Most SSP inversion methods focus on the
construction of spatial SSP, and most of them rely on real-time sonar observations and other related data such as temperature and salinity. However, studies focusing on SSP prediction are relatively scarce.

In 1979, Munk and Wunsch introduced the concept of SSP [15,16], laying the groundwork for its inversion by utilizing sound speed propagation time as foundational information. Tolstoy, in 1995, introduced a matching field processing framework for SSP inversion [8], offering an effective solution that circumvents the challenge of establishing a relationship to map sound field distribution to SSPs. In 1995, Markaki et al. introduced a matching field processing method incorporating genetic algorithms (MFP–GA) for SSP inversion [9]. Subsequently, in 1997, Taroudakis integrated matching field processing with modal phase inversion [17]. Yu et al. demonstrated the feasibility of SSP inversion using an MFP–GA method in shallow sea areas in 2010 [18]. Zhang et al. proposed an SSP inversion method based on matched beam processing [19] that was capable of reconstructing SSPs in shallow waters. However, these methods did not achieve satisfactory accuracy in SSP inversion.

To improve the accuracy, Liu et al. introduced an improved method for estimating SSP based on the single empirical orthogonal function (EOF) regression method [20]. Dai et al. introduced an improved particle-filtering technique for sound speed field inversion [21]. Zhang proposed an inversion technique relying on three-dimensional (3D) spatial characteristic sound ray searching and sound propagation time calculation models [22,23]. Zhang et al. presented a method for constructing a time-varying model of regional small-time-scale SSPs based on layered EOFs [24]. In our prior study, we introduced a deep-learning model for SSP inversion [25]. While these methods have improved SSP inversion accuracy, they depend on real-time sonar observation data, thus compromising time efficiency. Recently, Li et al. proposed a self-organizing map (SOM) neural network that incorporates surface sound speed for SSP estimation [26]. This approach achieves SSP construction without relying on sound field observation data, although there remains considerable room for accuracy enhancement. Furthermore, it lacks the ability to predict future sound speed distributions.

While the above various inversion methods can achieve relatively accurate spatial-dimension SSP inversions, they fall short in capturing the temporal evolution of sound speed distribution. Addressing the challenge of SSP prediction in the time domain, we propose a method based on hierarchical long short-term memory (H-LSTM) neural networks. The method mainly learns the change patterns and intrinsic dependencies of the time series of historical sound speed profiles at different sea depths in the spatial domain of the prediction task to realize the precise forecast of future SSP.

The contribution of this research is that we propose an H-LSTM method for the rapid prediction of the future sound speed distribution. The method facilitates accurate predictions of sound speed distributions throughout the entire ocean depth, drawing from historical SSP data. With our SSP prediction method, sound speed distributions can be estimated without the need for on-site data measurements, significantly enhancing time efficiency. We first process the historical sound speed distribution data in layers and establish distinct H-LSTM neural network models for various depth layers. Subsequently, we train and forecast sound speed time series data across different depth layers, ultimately amalgamating the prediction outcomes from each H-LSTM model’s layer to construct a full-ocean depth SSP.

The remainder of this paper is structured as follows. Section 2 outlines the H-LSTM prediction method, along with the specific implementation details of the H-LSTM prediction experiment. In Section 3, we present the experimental results and discussions, thoroughly validating the H-LSTM model and comparing its performance with other state-of-the-art methods. Finally, Section 4 provides conclusions drawn from our findings.
2. Methodology

Taking into account seasonal temperature fluctuations, which impact sound speed, and the disparate variations across different depths, we present a novel approach termed H-LSTM for sound speed prediction, leveraging depth stratification. This section begins with an exposition of the conventional LSTM model, followed by an elucidation of our H-LSTM framework.

2.1. Structure of LSTM

2.1.1. LSTM

The long short-term memory (LSTM) neural network is a distinctive variant of recurrent neural networks (RNN) designed to tackle the issues of gradient vanishing and explosion commonly encountered in traditional recurrent architectures. Renowned for its efficacy in time series prediction tasks [27], the LSTM is a formidable solution in this domain.

LSTM regulates information flow through the incorporation of a gating mechanism comprising input gates, forgetting gates, and output gates. Central to LSTM is the “cell state,” an internal state capable of reading, writing, and purging information across various time steps in the sequence. The forgetting gate dictates the extent to which information from the preceding cell state \( C_{t-1} \) is to be discarded or retained in the current cell state \( C_t \). Meanwhile, the input gate determines the incorporation of current input information into the current cell state \( C_t \). Finally, the output gate governs the transfer of information from the cell state \( C_t \) to the estimated value \( h_t \) for subsequent time steps. The architectural layout of an LSTM unit is shown in Figure 1.

![Figure 1. The unit structure of LSTM.](image)

For simplicity, we consolidate multiple LSTM units for clarity, as shown in Figure 2. In the figure, “X” and “+” denote multiplication and addition operations, respectively, while each LSTM unit embodies the same underlying structure as the intermediate unit. \( \sigma \) and \( \tanh \) represent the sigmoid and Tanh activation functions, respectively. Notably, the subscripts \( t-1, t, \) and \( t+1 \) denote the previous, current, and subsequent moments, respectively. Thus, \( S_{t-1}, S_t, \) and \( S_{t+1} \) denote the SSP input values spanning from moment \( t - 1 \) to \( t + 1 \), while \( C_{t-1}, C_t, \) and \( C_{t+1} \) represent the memory units at these respective time instances. Additionally, \( \hat{S}_i, \hat{S}_{i+1}, \) and \( \hat{S}_{i+2} \) signify the estimated SSP values of the hidden layer output from moment \( i - 1 \) to \( i + 1 \). Finally, \( W \) and \( b \) denote the weight matrices and biases corresponding to the three gate types.
The calculation process of the LSTM neural network mainly consists of the following steps.

(1) Calculating output $f_t$ of the forgetting gate:
$$f_t = \sigma(W_f \cdot [\hat{S}_t, S_t] + b_f),$$  \hspace{1cm} (1)
where $W_f$ represents the weight matrix of the forgetting gate and $b_f$ represents the bias of the forgetting gate;

(2) Calculating output $i_t$ of the input gate and candidate cell state $\tilde{C}_t$:
$$i_t = \sigma(W_i \cdot [\hat{S}_t, S_t] + b_i),$$  \hspace{1cm} (2)
$$\tilde{C}_t = \tanh(W_c \cdot [\hat{S}_t, S_t] + b_c),$$  \hspace{1cm} (3)
where $W_i$ and $W_c$ represent the weight matrices of the input gate and candidate cell state inputs, respectively. $b_i$ and $b_c$ represent the biases of the input gate and candidate cell state inputs, respectively;

(3) Updating cell state $C_t$:
$$C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t.$$  \hspace{1cm} (4)

(4) Predicting $o_t$ of the output gate and output $\hat{S}_{t+1}$ of the hidden layer:
$$o_t = \sigma(W_o \cdot [\hat{S}_t, S_t] + b_o),$$  \hspace{1cm} (5)
$$\hat{S}_{t+1} = o_t \cdot \tanh(C_t),$$  \hspace{1cm} (6)
where $W_o$ represents the weight matrix of the output gate and $b_o$ represents the bias of the output gate.

2.1.2. H-LSTM

While LSTM excels in time series prediction models, it faces a significant limitation when handling spatiotemporal data. It necessitates the conversion of input features into one-dimensional time series before processing, inevitably resulting in the loss of certain associated feature information during this transformation.

Given the diverse velocity fluctuations across various depths, we introduce the hierarchical long short-term memory neural network model. Our methodology is grounded in the concept of treating sound speed distributions at different depths as distinct, time-varying sequences. To this end, individual H-LSTM models are formulated for each depth layer, trained independently to forecast sound speed values at specific depths for a given
moment. Subsequently, the final full-ocean depth SSP is derived by amalgamating the predicted sound speed values across different depth layers.

In this study, the H-LSTM model comprises an input layer, an H-LSTM layer, a fully connected layer, and an output layer. The architecture of the H-LSTM model is shown in Figure 3, where \( d_j \) denotes the \( j \)th depth layer, and \( H\text{-LSTM}_j \) signifies the H-LSTM model designated for the \( j \)th layer. Before data input, the dataset is stratified based on distinct depth layers and subsequently normalized into a hierarchically standardized SSP dataset. The input hierarchical standardized SSP data undergoes processing within the H-LSTM layer, preserving crucial information while discerning relationships among SSP data across different time points. Introducing a fully connected layer between the H-LSTM layer and the output layer aims to enhance model-fitting performance, culminating in the provision of future SSP prediction outcomes by the output layer.

![Figure 3. The architecture of the H-LSTM.](image)

### 2.2. Flowchart of H-LSTM for SSP Prediction

The detailed implementation steps of the sound speed distribution prediction method based on the H-LSTM neural network are shown in Figure 4. These steps encompass dataset preprocessing, H-LSTM neural network building, model training, model validation, and SSP prediction.
2.2.1. Dataset Pre-Processing

(1) Data acquisition

Firstly, the research area covers a range of 1 longitude and 1 latitude, according to the specific prediction task of SSP distribution. Historical SSP data within this spatial region are selected from the global Argo dataset as reference profiles. The temporal resolution \( \tau \), forecast start time \( t_0 \), and maximum forecast duration \( T_{\text{max}} \) are determined based on the requirements of the sound speed distribution forecasting task.

(2) Data layering by depth

To accommodate the diverse velocity fluctuations at varying depths, the data undergo a layering process before being fed into the H-LSTM model. Initially, the SSP data undergo an unequally spaced layering process along the depth axis, resulting in a total of \( J \) layers. The specific unequally spaced layering process is outlined below, taking a depth of 2000 m as an example. From 0 to 10 m, layers are delineated at 5 m intervals; from 10 to 180 m, layers are established at 10 m intervals; from 180 to 460 m, layers are defined at 20 m intervals; from 500 to 1250 m, layers are set at 50 m intervals; from 1300 to 1900 m, layers are assigned at 100 m intervals; depths exceeding 1900 m constitute a single layer. The data are then temporally sorted with a temporal resolution of one month.
The standardized dataset representing the historical hierarchical sound speed distribution is expressed as follows:

\[ S = S_1, S_2, \ldots, S_i, i = 1, 2, \ldots, I, \]  

(7)

where \( S_i \) represents the \( i \)th SSP. \( S_i \) can be expressed in detail as follows:

\[ S_i = [s_{i,d_1}, s_{i,d_2}, \ldots, s_{i,d_J}]^T, j = 0, 1, \ldots, J, \]  

(8)

where, \( s_{i,d_j} \) denotes the sound speed value of the \( i \)th SSP at the \( j \)th depth layer, with the subscript \( d_j \) representing the \( j \)th depth layer. The dataset \( S \) in Equation (7) is chronologically ordered, featuring a monthly time resolution. In Equation (8), \( J \) serves as the depth layer index label, with \( d_J \) representing the maximum common depth layer for the sound speed distribution across the entire sea. Consequently, the dataset \( S \) can be expressed in matrix form using Equations (7) and (8):

\[
S = \begin{bmatrix}
  s_{1,d_1} & s_{2,d_1} & \cdots & s_{i,d_1} \\
  s_{1,d_2} & s_{2,d_2} & \cdots & s_{i,d_2} \\
  \vdots & \vdots & \ddots & \vdots \\
  s_{1,d_j} & s_{2,d_j} & \cdots & s_{i,d_j}
\end{bmatrix},
\]  

(9)

(3) Data segmentation

To assess and refine the performance of the H-LSTM neural network model, we partitioned the historical standardized dataset representing the hierarchical sound speed distribution over time, denoted as \( S \), into training and validation sets. Taking the minimum duration period of the sound speed data fluctuation as \( C \) and predicting the SSP at the time \( t + 1 \) as the target task, the training dataset is the SSP time series data within \( n \) cycles from the moment \( t + 1 - nC \) \( (t > nC) \) to the moment \( t \), and the validation dataset is the SSP at the moment \( t + 1 \). The hierarchical training set \( T \) and the hierarchical validation set \( V \) are denoted as follows:

\[
T = \begin{bmatrix}
  s_{t-nC+1,d_1} & s_{t-nC+2,d_1} & \cdots & s_{t,d_1} \\
  s_{t-nC+1,d_2} & s_{t-nC+2,d_2} & \cdots & s_{t,d_2} \\
  \vdots & \vdots & \ddots & \vdots \\
  s_{t-nC+1,d_j} & s_{t-nC+2,d_j} & \cdots & s_{t,d_j}
\end{bmatrix},
\]  

(10)

\[
V = \begin{bmatrix}
  s_{t+1,d_1} \\
  s_{t+1,d_2} \\
  \vdots \\
  s_{t+1,d_j}
\end{bmatrix},
\]  

(11)

(3) Data normalization

To expedite convergence and enhance the model’s generalization capability, we undertake normalization of the hierarchical training sets. The specific method of data normalization employed is as follows:

\[
\tilde{S} = \frac{S_{i,d_j} - \mu}{\sigma}
\]  

(12)

where \( S_{i,d_j} \) represents the time series of SSP at layer \( J \), \( \mu \) denotes the mean of the corresponding depth layer time series, and \( \sigma \) stands for the standard deviation.

Following normalization, the feature values of the data are constrained to the range \([-1, 1]\), with a mean of 0 and a variance of 1. Normalization is performed by scaling the SSP time series data using the mean and standard deviation, which not only preserves the
distribution shape of the original data but also reduces the impact of outliers on prediction results. Subsequently, we partition the normalized dataset into a training input set and a training output set.

The hierarchical training dataset \( \mathbf{T} \) is normalized to \( \tilde{\mathbf{T}} \) as follows:

\[
\tilde{\mathbf{T}} = \begin{bmatrix} 
\tilde{s}_{t-nC+1,d_1} & \tilde{s}_{t-nC+2,d_1} & \cdots & \tilde{s}_{t,d_1} \\
\tilde{s}_{t-nC+1,d_2} & \tilde{s}_{t-nC+2,d_2} & \cdots & \tilde{s}_{t,d_2} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{s}_{t-nC+1,d_j} & \tilde{s}_{t-nC+2,d_j} & \cdots & \tilde{s}_{t,d_j} 
\end{bmatrix}.
\] (13)

Subsequently, the normalized \( \tilde{\mathbf{T}} \) is segregated into the hierarchical training input set \( \tilde{\mathbf{T}}^{in} \) and the hierarchical training output set \( \tilde{\mathbf{T}}^{out} \). We adopt a staggered one-step training approach for the training set, wherein the \( j \)th column of data is utilized to predict the \( j+1 \)th column. The hierarchical training input set \( \tilde{\mathbf{T}}^{in} \) and the hierarchical training output set \( \tilde{\mathbf{T}}^{out} \) are represented as follows:

\[
\tilde{\mathbf{T}}^{in} = \begin{bmatrix} 
\tilde{s}_{t-nC+1,d_1} & \tilde{s}_{t-nC+2,d_1} & \cdots & \tilde{s}_{t-1,d_1} \\
\tilde{s}_{t-nC+1,d_2} & \tilde{s}_{t-nC+2,d_2} & \cdots & \tilde{s}_{t-1,d_2} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{s}_{t-nC+1,d_j} & \tilde{s}_{t-nC+2,d_j} & \cdots & \tilde{s}_{t-1,d_j} 
\end{bmatrix},
\] (14)

\[
\tilde{\mathbf{T}}^{out} = \begin{bmatrix} 
\tilde{s}_{t-nC+2,d_1} & \tilde{s}_{t-nC+3,d_1} & \cdots & \tilde{s}_{t,d_1} \\
\tilde{s}_{t-nC+2,d_2} & \tilde{s}_{t-nC+3,d_2} & \cdots & \tilde{s}_{t,d_2} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{s}_{t-nC+2,d_j} & \tilde{s}_{t-nC+3,d_j} & \cdots & \tilde{s}_{t,d_j} 
\end{bmatrix}.
\] (15)

### 2.2.2. H-LSTM Neural Network Building

Because SSP prediction is performed layer by layer, we build an H-LSTM network for each depth layer. The model structure of each layer includes the sequence input layer, the H-LSTM layer containing \( N \) neurons, and the fully connected layer. The schematic diagram of the model structure has been given in the H-LSTM principle introduction section.

### 2.2.3. Model Training

During model training, H-LSTM networks at each depth layer undergo separate training processes. We set a different initial dynamic learning rate \( \alpha_{d_1} \) and the number of iterations \( m_{d_1} \) for each depth layer, where \( d_1 \) represents the corresponding depth layer. During training of the H-LSTM \( i \) network, the input comprises the time series \( \tilde{\mathbf{T}}^{in}_{d_1} = \left[ \tilde{s}_{t+1-nC,d_1}, \tilde{s}_{t+2-nC,d_1}, \ldots, \tilde{s}_{t-1,d_1} \right] \), while the model yields the corresponding output time series \( \tilde{\mathbf{T}}^{out}_{d_1} = \left[ \tilde{s}_{t+2-nC,d_1}, \tilde{s}_{t+3-nC,d_1}, \ldots, \tilde{s}_{t,d_1} \right] \).

### 2.2.4. Model Validation

(1) Model output

Following model training, the final column of the hierarchical training output set \( \tilde{\mathbf{T}}^{out} \) is employed as the model input to forecast future SSP. During layered validation, considering the first depth layer as an illustration, the model input is \( \tilde{\mathbf{T}}^{out}_{d_1}(end) = \tilde{s}_{t,d_1} \). The predicted SSP data for the first layer at the subsequent time step is denoted as \( P_{d_1} = \tilde{s}_{t+1,d_1} \), where \( \tilde{s}_{t+1,d_1} \) represents the predicted sound speed value in the first depth layer.
By consolidating the predicted results from each layer into a hierarchical column vector, the ultimate predicted hierarchical SSP is represented as \( \hat{\mathbf{P}} \):

\[
\hat{\mathbf{P}} = \begin{bmatrix}
\hat{s}_{t+1,d_1} \\
\hat{s}_{t+1,d_2} \\
\vdots \\
\hat{s}_{t+1,d_j}
\end{bmatrix}, j = 1, 2, \ldots, J. \tag{16}
\]

(2) Output data denormalization

To facilitate comparison and analysis, the predicted sound speed data undergoes denormalization. This restoration process entails reverting the predicted results \( \hat{\mathbf{P}} \) to the scale range of the original data:

\[
\hat{\mathbf{P}} = \begin{bmatrix}
\hat{s}_{t+1,d_1} \\
\hat{s}_{t+1,d_2} \\
\vdots \\
\hat{s}_{t+1,d_j}
\end{bmatrix}, j = 1, 2, \ldots, J, \tag{17}
\]

where \( \hat{s}_{t+1,d_j} \) represents the outcome of reverse-normalizing the predicted sound speed value in the \( j \)th depth layer.

(3) Model convergence determination

The root mean square error (RMSE) between the predicted SSP data and the original SSP data serves as the adopted Loss function:

\[
RMSE = \sqrt{\frac{\sum_{j}(\hat{\mathbf{P}} - \mathbf{V})^2}{J}}. \tag{18}
\]

If the Loss value tends to be stable, it can be determined that the model has converged and the SSP prediction in step 5 is performed; otherwise, return to step 2.

2.2.5. SSP Prediction

Based on the designated prediction time resolution and the initiation time of the prediction task, we ascertain the number of prediction iterations and identify the historical hierarchical sound speed reference dataset corresponding to the task. Firstly, we use this dataset to train the model and obtain prediction results. Subsequently, we repeat the data denormalization to derive the predicted hierarchical SSP data. Ultimately, we conduct full-ocean depth interpolation on the predicted hierarchical data to obtain future full-ocean depth SSP data.

3. Results and Discussion

3.1. Experiment Settings

3.1.1. Data Source

To validate the efficacy of the H-LSTM SSP prediction method, we selected a specific region highlighted in Figure 5 as the prediction location, situated in the central Pacific Ocean area at coordinates 168.5° E and 16.5° N.

For assessing the performance of our proposed H-LSTM SSP prediction model, we utilized 60 months of measured SSP historical data obtained from the global Argo dataset spanning from 2017 to 2021 at this designated prediction location. The Argo dataset is provided by the China Argo Real-Time Data Center [28]. The Argo dataset comprises a global grid dataset characterized by a spatial resolution of 1° × 1° and a monthly temporal resolution. Details of the data employed in this section are outlined in Table 1.
3.1.2. Label Data Generation

Before training the H-LSTM prediction model, the data undergo standardization in the depth direction. Following the partitioning method outlined in Section 2, the data are segmented into 58 layers. Subsequently, the data are organized in the time dimension, considering the selected data spanning from 2017 to 2021, encompassing a total of 60 months.

The resulting historical hierarchical sound speed distribution time standardized dataset $S$, after deep stratification and time-sorting processing, can be represented as a sound speed value data matrix with 58 rows and 60 columns:

$$S = \begin{bmatrix}
s_{1, d_1} & s_{2, d_1} & \cdots & s_{60, d_1} \\
s_{1, d_2} & s_{2, d_2} & \cdots & s_{60, d_2} \\
\vdots & \vdots & \ddots & \vdots \\
s_{1, d_{58}} & s_{2, d_{58}} & \cdots & s_{60, d_{58}}
\end{bmatrix}$$

(19)

3.1.3. H-LSTM Parameters and Baseline

All data processing procedures conducted in this study were implemented using MATLAB R2023b. In order to ensure the predictive performance of the H-LSTM model, we conducted extensive experiments using a parameter search method, ultimately determining the optimal model parameters for the SSP prediction task. The principal parameter settings of the H-LSTM model utilized in the experiment are summarized in Table 2.

To evaluate the predictive performance of the H-LSTM network model more intuitively, we conducted several experiments comparing it against the mean value prediction method, polynomial fitting method [29], and back propagation (BP) neural network prediction method [30].
Table 2. The principal parameters of the H-LSTM model.

<table>
<thead>
<tr>
<th>Key Parameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>4</td>
</tr>
<tr>
<td>Hidden size</td>
<td>128</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.01</td>
</tr>
<tr>
<td>Epoch</td>
<td>300</td>
</tr>
<tr>
<td>Loss function</td>
<td>RMSE</td>
</tr>
</tbody>
</table>

3.2. Effect of Training Dataset on SSP Prediction Performance

To validate the accuracy of the proposed H-LSTM model prediction method in forecasting future SSPs based on learned historical SSP information, we selected 1-year, 2-year, 3-year, and 4-year data segments from the time-standardized dataset $S$ as training samples for the model. We assessed the predictive performance of the H-LSTM model under varying learning samples and compared the RMSE between the predicted SSP data and the actual SSP data. The comparison results are shown in Table 3.

Table 3. The effect of training dataset on SSP prediction performance.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>1 Year</th>
<th>2 Years</th>
<th>3 Years</th>
<th>4 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (m/s)</td>
<td>1.0159</td>
<td>0.5785</td>
<td>0.4953</td>
<td>0.4934</td>
</tr>
</tbody>
</table>

Taking the prediction of January 2021 SSP as an example, Table 3 illustrates the use of historical SSP data from 1–4 years preceding the prediction start as the training set for the H-LSTM model. Analysis of the corresponding RMSE data reveals that, as the size of the training set increases, the model’s predictive performance steadily improves. Insufficient training data may hinder the model’s ability to capture temporal variation characteristics adequately. Therefore, to ensure accurate prediction performance, it is necessary to train the model utilizing three or more full cycles of historical SSP data prior to the start of the prediction.

3.3. Accuracy Performance of H-LSTM

To validate the accuracy of the model’s SSP predictions, sound speed distribution data from the first four complete cycles preceding the prediction start time were extracted from $S$. As an illustration, taking October 2021 as the predicted start time, 48 historical hierarchical sound speed distribution datasets from October 2017 to September 2021 were employed as learning samples for the model. A comparison is shown in Figure 6 between the original and predicted 58-layer sound speed data for selected months in 2021, including January, March, May, July, September, and November.

When comparing the original 58-layer SSP data with the predicted 58-layer SSP data, it becomes clear that the H-LSTM network model can accurately predict future SSP. The predicted sound speed values for each month in 2021 are very similar to the actual sound speed values observed for the corresponding months.

Due to the time-standardized dataset $S$, consisting of data from 58 unequally spaced depth layers rather than the full-ocean deep data, the predicted results cannot be expressed as full-ocean depth SSP. To evaluate the predictive performance of the H-LSTM model for the full-ocean depth SSP, we employed a linear interpolation method to interpolate the hierarchical SSPs as full-depth prediction results across the full ocean depth range, spanning from 0 to 1975 m.
Figure 6. The comparison of predicted and original 58-layer SSP for selected months in 2021.

A comparison of the original 12 full-ocean depth SSPs with the predicted 12 SSPs is shown in Figure 7. It can be seen that the 12 monthly averaged full-ocean depth SSPs predicted by the model in the next year are almost perfectly matched with the actual SSPs, and the fitting effect is excellent, accurately reflecting the characteristic information of the actual SSP.

To further visually compare the differences between the predicted and actual SSPs, a two-dimensional comparison of SSPs for selected months is shown in Figure 8, including January, March, May, July, September, and November. It becomes evident that the H-LSTM network model can make precise forecasts of future full-ocean depth SSPs. The predicted future SSPs accurately capture the principal characteristics of the actual SSPs.
Figure 7. The comparison of the original 12 full-ocean depth SSPs with the predicted 12 SSPs.

Figure 8. The comparison of predicted and original full-ocean depth SSP for selected months in 2021.
The Table 4 provides an overview of the prediction errors for each month in 2021, as indicated by the RMSE between the predicted full-ocean depth SSP and the actual full-ocean depth SSP.

Table 4. The prediction errors for each month in 2021.

<table>
<thead>
<tr>
<th>Predicted Area</th>
<th>Pacific Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>0–1975 m</td>
</tr>
<tr>
<td>Year</td>
<td>2021</td>
</tr>
<tr>
<td>Month</td>
<td>RMSE (m/s)</td>
</tr>
<tr>
<td>1</td>
<td>0.4934</td>
</tr>
<tr>
<td>2</td>
<td>1.1310</td>
</tr>
<tr>
<td>3</td>
<td>0.6630</td>
</tr>
<tr>
<td>4</td>
<td>0.7163</td>
</tr>
<tr>
<td>5</td>
<td>0.4586</td>
</tr>
<tr>
<td>6</td>
<td>0.4618</td>
</tr>
<tr>
<td>7</td>
<td>0.9990</td>
</tr>
<tr>
<td>8</td>
<td>0.6212</td>
</tr>
<tr>
<td>9</td>
<td>0.6955</td>
</tr>
<tr>
<td>10</td>
<td>0.5565</td>
</tr>
<tr>
<td>11</td>
<td>0.8606</td>
</tr>
<tr>
<td>12</td>
<td>0.6443</td>
</tr>
<tr>
<td>Average Result</td>
<td>0.6917</td>
</tr>
</tbody>
</table>

3.4. Performance Comparison with Other Methods

To comprehensively validate the feasibility of our proposed H-LSTM neural network model for predicting future SSPs, we conducted several comparative experiments, contrasting it with the mean value prediction method, polynomial fitting method, and BP neural network prediction method.

In these comparative experiments, considering the prediction of October 2021 as an example, the H-LSTM model utilized 58 layered SSP data from October 2017 to September 2021 as a training set to predict future SSPs. The mean value prediction method computed the mean of four consecutive years of historical SSP data preceding October 2021 as the predicted future SSP data. For the polynomial fitting method, polynomial fitting was performed on the historical SSP data of two consecutive years before October 2021 to obtain the predicted future SSP. Utilizing data from two consecutive periods before the prediction start time serves two purposes. Firstly, the polynomial fitting does not necessitate an extensive dataset for SSP prediction and secondly, it distinguishes this method from the mean value prediction method. The BP neural network employed the same training dataset as the H-LSTM model, using it as the model’s training set to predict future SSPs.

To compare the prediction performance of the various methods, we present a comparison between the predicted full-ocean depth SSP and the actual SSP. Figure 9 illustrates the comparison of the four methods predicted SSPs.

From Figure 9, it is apparent that: the mean value prediction method yields better SSP prediction results in the deep-sea part (below 900 m), but exhibits relatively poor prediction results above 900 m. The polynomial fitting method can roughly capture the main features of future SSPs smoothly, albeit with some numerical deviations overall. The SSPs predicted by the BP neural network method lack smoothness and repeatedly fluctuate around the real SSP, failing to capture the main features of the actual SSP. This method is not suitable for predicting future SSPs. In contrast, the proposed H-LSTM neural network method maintains the main features of the actual SSP without significant numerical deviations. Both shallow and deep-sea areas show relatively good prediction results, with only minor deviations in certain details.
To compare the performance of several methods more clearly in predicting future SSPs at full-ocean depths, we selected a four-layer structure of data from different depth regions: the surface layer, the seasonal thermocline, the main thermocline, and the deep-sea isothermal layer of marine SSP. The depths corresponding to the error data include 5 m, 10 m, 20 m, 50 m, 70 m, 100 m, 200 m, 500 m, 800 m, 1200 m, 1500 m, and 1800 m. These depths encapsulate a typical four-layer structure of SSP and broadly cover full-ocean depth SSP data. Figure 10 illustrates the comparison of prediction errors of four methods for predicting future SSPs at full-ocean depths.

Figure 10. The comparison of prediction effects at different depths.

In the mean value prediction method, the maximum prediction error occurs at a depth of 200 m, exceeding 5 m/s. For the polynomial fitting, the prediction error is relatively stable at each depth layer, with a maximum error of no more than 1.5 m/s. However, in most depth layers, errors surpass 1 m/s. Similarly, the BP neural network prediction method
exhibits a maximum error at a depth of 200 m, exceeding 3 m/s. Conversely, the proposed H-LSTM neural network prediction method demonstrates significantly smaller prediction errors. The maximum error does not exceed 2 m/s, with only two layers experiencing errors surpassing 1 m/s, and the minimum error falling below 0.5 m/s. In summary, H-LSTM outperforms other methods in predicting future SSPs at full-ocean depth.

Table 5 compares the overall RMSE results of the four methods in predicting full-ocean depth SSP. H-LSTM achieves the most accurate predictions, with an RMSE of 0.5565 m/s.

Table 5. The comparison of RMSE of four prediction methods.

<table>
<thead>
<tr>
<th>Area</th>
<th>Predict Time</th>
<th>Method</th>
<th>Dataset</th>
<th>RMSE (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>168.5° E, 16.5° N</td>
<td>2021.10</td>
<td>Mean value</td>
<td>2017-10–2021.09</td>
<td>1.5959</td>
</tr>
<tr>
<td>168.5° E, 16.5° N</td>
<td>2021.10</td>
<td>Polynomial fitting</td>
<td>2019-10–2021.09</td>
<td>0.9548</td>
</tr>
<tr>
<td>168.5° E, 16.5° N</td>
<td>2021.10</td>
<td>BP Neural Network</td>
<td>2017-10–2021.09</td>
<td>1.7861</td>
</tr>
<tr>
<td>168.5° E, 16.5° N</td>
<td>2021.10</td>
<td>H-LSTM</td>
<td>2017-10–2021.09</td>
<td>0.5565</td>
</tr>
</tbody>
</table>

3.5. H-LSTM’s Performance When Predicting Periodic Changes in SSPs

To assess the H-LSTM model’s performance in predicting periodic changes in SSP, we utilized historical SSP data spanning from 2017 to 2020 as learning samples and conducted a 12-step prediction on future SSP data, forecasting SSPs for each month of the next year. We randomly selected the second layer (corresponding to a depth of 5 m), third layer (corresponding to a depth of 10 m), and fourth layer (corresponding to a depth of 20 m) between depth layers 1–58 to test the model’s ability to accurately capture periodic changes in sound speed distribution. The comparisons of the periodic trends of the predicted SSP with the raw SSP data for the second, third, and fourth depth layers are shown in Figure 11.

![The 2nd layer of Original SSP and Predicted SSP](image)

(a) The 2nd depth layer.

Figure 11. Cont.
Figure 11. The comparison between the predicted trend and the original trend.

In the figures, the 60 solid blue lines depict real SSP data for the corresponding depth layers spanning 60 months from 2017 to 2021, with the first 48 months used for training and the last 12 for validation. The 12 red dashed lines represent predicted SSP data for the next 12 months at the respective depth layers, which are compared with the validation data. Our proposed H-LSTM method adeptly captures the periodic changes in SSP over time.

4. Conclusions

To meet the demands for accuracy and time efficiency in constructing underwater sound speed fields, we introduce an H-LSTM method for future full-ocean depth SSP prediction. With our SSP prediction method, sound speed distribution can be estimated without the need for on-site data measurements, significantly enhancing time efficiency.

To verify the feasibility and effectiveness of our model, we conducted experiments and established different state-of-the-art methods as the baseline. The experimental results demonstrate that the proposed H-LSTM method not only accurately predicts future full-ocean depth SSP but also effectively captures the periodic changes in SSP over time.
In future studies, we will focus on SSP prediction across multiple maritime regions, as well as the achievement of accurate prediction of oceanic SSPs in scenarios with limited sample data availability. This endeavor will entail the utilization of more intricate models and algorithms to effectively capture the dynamic variations in SSP distribution within complex marine environments, thereby furnishing more accurate data support for marine acoustic research.
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