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Abstract: This study explores positioning and obstacle avoidance control for autonomous surface vehicles (ASVs) by considering equivalent elliptical-shaped obstacles. Firstly, compared to most Barrier Lyapunov function (BLF) methods that approximate obstacles as circles, a novel BLF is improved by introducing an elliptical obstacle model. This improvement uses ellipses instead of traditional circles to equivalent obstacles, effectively resolving the issue of excessive conservatism caused by over-expanded areas during the obstacle equivalence process. Secondly, unlike traditional obstacle avoidance approaches based on BLF, to achieve constraint control of angle and angular velocity, a method based on model predictive control (MPC) is introduced to optimize local angle planning. By incorporating angular error constraints, this ensures that the directional error of the ASV remains within a restricted range. Furthermore, an auxiliary function of directional error is introduced into the ASV’s linear velocity, ensuring that the ASV parks and adjusts its direction when the deviation in angle becomes too large. This innovation guarantees the linearization of the ASV system, addressing the complexity of traditional MPC methods when dealing with nonlinear second-order ASV systems. Ultimately, the efficacy of our proposed approach is validated through rigorous experimental simulations conducted on the MATLAB platform.
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1. Introduction

In recent years, there has been a growing interest in the autonomous obstacle avoidance of mobile robots [1]. An autonomous surface vehicle (ASV) [2], as a type of mobile robot, is an intelligent surface craft capable of autonomous navigation. ASVs have been extensively employed in various practical missions, including water quality measurement, target detection, military reconnaissance, and other tasks [3–5]. Currently, the major issues in ASV research include obstacle avoidance control, trajectory tracking, and attitude control, among others [6]. In recent years, as marine resources have been extensively developed and utilized, the working environments and tasks that ASVs need to adapt to are also changing. For example, during the navigation process of an ASV in a marine environment, islands, buoys, lighthouses, and various marine equipment, as static obstacles, often block its predetermined original navigation route. This implies higher requirements for the obstacle avoidance environment of ASVs [7].

Obstacle avoidance control is a crucial component in the motion control of ASVs. In recent years, numerous scholars have conducted extensive research on ASV obstacle avoidance control. Li [8] proposed a Gaussian Mixture Model that utilizes a maximization algorithm to specify a representation of the global map, ensuring the safety of unmanned surface vehicles against obstacles. Khatib [9] utilized the artificial potential field method to address obstacle avoidance, which requires relatively low computational effort and
possesses good real-time performance. Nonetheless, the work in [9] lacks the ability to control the influence range of the repulsion field. Refs. [10,11] proposed a Barrier Lyapunov function (BLF) based on Gaussian functions and designed a controller considering the saturation of linear and angular velocities using PID algorithms. However, this approach equates obstacles to a safe obstacle circle model, significantly increasing the conservatism of ASV obstacle avoidance.

To address the abovementioned issue, Wu [12] proposed a deep reinforcement learning method designed for autonomous navigation and obstacle avoidance in unmanned surface vehicles. Through training the robots, this method enables them to select optimal behavioral strategies during obstacle avoidance, significantly reducing unnecessary conservatism. Meanwhile, Singh [13] employed a method that combines machine learning and visual technology to achieve real-time obstacle avoidance and path tracking for mobile robots. This method can plan optimal paths through machine learning training, effectively reducing conservatism in the obstacle avoidance process. Although the works [12,13] have achieved remarkable results in reducing conservatism during ASV obstacle avoidance, they often rely on significant data for training, making the implementation process relatively complex. Therefore, how to reduce the conservatism of ASV obstacle avoidance more concisely and efficiently has become an urgent and challenging issue to address. While pursuing reduced conservatism, we must also focus on the practicality and feasibility of the solution to ensure that ASVs can efficiently and safely complete obstacle avoidance tasks in practical applications.

In the works of [10,11], while the issue of control signal saturation was addressed, proportion integration differentiation (PID) algorithms pose challenges in parameter design, which hinders the optimization of controller performance. Furthermore, it is also difficult to handle practical constraints on control inputs and states. Mokhtare et al. [14] proposed an adaptive barrier function terminal sliding mode control method to ensure the output converges to a predefined zero position. Vu et al. [15] proposed an adaptive barrier function-based non-singular terminal sliding mode control approach to eliminate constrained inputs and achieve high performance. Model predictive control (MPC) [16–18] is a control method that excels in handling constraints. Its fundamental idea is to solve a finite-time open-loop optimization problem at each sampling instant and then utilize the first control action from the resulting control sequence as the controller’s output. Kim et al. [19] introduced a path tracking algorithm based on MPC. It achieves precise and stable trajectory tracking for vehicles by adopting quadratic programming optimization. Kokot et al. [20] presented a unified MPC design approach that utilizes linear parameter-varying MPC to achieve industrial-grade positioning accuracy. Xu et al. [21] designed a multi-constraint model predictive control (MMPC) method, addressing the issues of tracking accuracy and large steady-state errors for wheeled robots. Marrugo et al. [22] effectively guided robots to accurately follow desired trajectories in various applications. Although [19–22] have demonstrated good performance in optimal path tracking with constraints, according to the author’s understanding, the application of MPC in complex point stabilization involving obstacle avoidance remains relatively limited. Further research and technological innovations are necessary to address this challenge effectively.

Inspired by the aforementioned literature, this paper aims to tackle the challenges of controller parameter design and constraint handling during obstacle avoidance. Furthermore, reducing the conservativeness of ASV obstacle avoidance is also worth further investigation. Drawing on these premises, the main innovations of this paper can be described as follows:

1. A novel BLF is improved by introducing an elliptical obstacle model. Compared to the literature [10,11], using ellipses instead of circles as equivalent obstacles, especially non-circular obstacles like rectangles, effectively addresses the issue of excessive conservatism caused by excessive area expansion in obstacle equivalence methods. Moreover, compared to the literature [12,13], directly integrating elliptical obstacle avoidance performance metrics into the BLF overcomes the challenges
of relying on extensive data for machine learning training, thus simplifying the implementation process.

(2) A design approach for angular velocity based on MPC is established, aiming to achieve precise constraint control over angles. Compared with the literature [10,11], this approach addresses the practical issue of angle limitation by introducing angular error constraints, ensuring that the directional error of the ASV remains within a reasonable threshold. Furthermore, by incorporating a directional error assist function into the ASV’s linear velocity controller, the system ensures that when the ASV’s heading angle deviates significantly from the predetermined value, it can automatically stop and adjust the angle. Compared with the literature [19–22], it guarantees the linearization of the ASV system, skillfully avoiding the complexity challenges faced by traditional MPC methods in handling nonlinear ASV systems.

The remainder of this paper is structured as follows. Section 2 provides a concise description of the ASV system and outlines the objectives of this paper. Section 3 focuses on designing the controller and conducting a stability analysis. Section 4 presents simulation experiments to verify the effectiveness of the control strategy proposed in this paper. Finally, Section 5 summarizes the main contents and offers prospects for future research directions.

2. System Modeling and Objective

In this section, we describe the positioning and obstacle avoidance control problem of the ASV. Firstly, the kinematic model of ASV is described. Then, the objective of this paper is given.

2.1. Kinematic Model

The kinematic model of the ASV can be described in the Cartesian coordinate system as follows [23]:

\[
\dot{X} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\psi} \end{bmatrix} = \begin{bmatrix} \cos \psi & 0 \\ \sin \psi & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \nu \\ \omega \end{bmatrix}
\]

(1)

Here, \( X = [x, y, \psi]^T \) is the position of the ASV in the global coordinate system. Specifically, \( x, y \in \mathbb{R} \) represent the position of the ASV in the Cartesian coordinate system, and \( \psi \) represents the heading angle of the ASV, perpendicular to the turning radius. \( u = [\nu, \omega]^T \) is the linear velocity and angular velocity of the ASV, as shown in Figure 1.

![Figure 1. Schematic of ASV movement avoidance.](image)

For the convenience of subsequent analysis and description of the ASV positioning and obstacle avoidance control, the initial position of the ASV, the positions of obstacles, and the target position are defined as \( P(x, y) \), \( P_{0,i}(x_{0,i}, y_{0,i}) \), and \( P_T(x_T, y_T) \), respectively,
as depicted in Figure 1. Here, \( i = 1, 2 \cdots n \). Additionally, some new position error variables \( e_{x,T}, e_{y,T}, e_{x,Oi} \) and \( e_{y,Oi} \) are defined, satisfying the following conditions respectively:

\[
e_{x,T} = x_T - x, e_{y,T} = y_T - y, e_{x,Oi} = x_{o,i} - x \text{ and } e_{y,Oi} = y_{o,i} - y.
\]

Based on the research content of \([10,11]\), the dynamic system for ASV positioning control is established as follows:

\[
\begin{align*}
\dot{d} &= -v \cos(e_{\psi}) \\
\dot{e}_{\psi} &= \frac{-v}{ds \sin(e_{\psi})} - \omega
\end{align*}
\]  

(2)

Here, \( d \) represents the distances from the ASV to the target point, respectively, satisfying \( d = ||e_{x,T}, e_{y,T}||_2 \). \( e_{\psi} \) is defined as the target angular error, satisfying \( e_{\psi} = \psi_T - \psi \). Notably, \( e_{\psi} \) is restricted within the range \([-\pi, \pi]\). Additionally, \( \psi_T \) is determined as \( \psi_T = \arctan2(e_{y,T}, e_{x,T}) \).

Here, \( i = 1, 2 \cdots n \).

Distinct from the approaches adopted in the literature \([10,11]\), we have opted for an equivalent elliptical obstacle model rather than a circular one. Consequently, the elliptical obstacle model can be described as follows:

\[
d_{e}^* = a_i^{-2} e_{x,Oi}^2 + b_i^{-2} e_{y,Oi}^2
\]

(3)

Here, \( a_i \) represents the semi-major axis radius of the equivalent elliptical obstacle, while \( b_i \) represents the semi-minor axis radius of the equivalent elliptical obstacle. \( e_{x,Oi} \) and \( e_{y,Oi} \) are defined earlier, where \( i = 1, 2 \cdots n \).

2.2. Objective

This paper aims to design the control laws for ASV to ensure that the ASV reaches the target without collision with obstacles. Mathematically, it can be expressed as follows:

Considering the ASV systems (1) and (2) and the equivalent elliptical obstacle model (3) under an environment with multiple obstacles, this paper aims to design the control laws to ensure the following:

(1) When \( t \to \infty \), the distance \( d \) between the ASV and target point converges to zero:

\[
\lim_{t \to \infty} (x - x_T) = 0, \lim_{t \to \infty} (y - y_T) = 0.
\]

(2) When \( \forall t > 0 \), the variables \( d_{e}^* (x_{o,i}, y_{o,i}) \) satisfy \( d_{e}^* > R_{o,i}^* \), where \( R_{o,i}^* \) is the safety distance function that can predefine the obstacle.

Remark 1. This paper proposes an ASV positioning and obstacle avoidance control strategy based on BLF, which simultaneously takes into account elliptical obstacles. Compared with the literature \([23]\), the integration of obstacle avoidance performance metrics into the Barrier Lyapunov function (BLF) takes into account obstacle avoidance while performing positioning. Additionally, unlike most obstacle avoidance control methods based on BLF, which consider circular effective ranges for obstacles such as \([10,11]\). However, these methods face challenges when dealing with non-circular obstacles, such as rectangles or obstacles with uneven length and width distributions. This can result in issues that do not conform to real-world scenarios due to excessive conservatism during the obstacle-equivalent process. To address this issue, we propose an elliptical shape for the effective obstacle range. This consideration is relatively more in line with practical scenarios, enhancing the applicability of the approach. However, this paper is not a single and repetitive research effort but rather a compilation and significant advancement built upon existing work \([10,11,23]\).

3. Main Results

This section mainly discusses the positioning and obstacle avoidance control strategy for ASVs and proposes control laws based on the kinematic system to achieve positioning and obstacle avoidance control under the condition of equivalent elliptical obstacles.
3.1. The Improved BLF

Gaussian-type BLF plays a pivotal role in the field of control theory, particularly in the context of constraint handling and obstacle avoidance. Their fundamental principle lies in the creation of a virtual barrier around a defined constraint boundary, such as the perimeter of an obstacle. This barrier is mathematically represented by a Gaussian function, which asymptotically approaches infinity as the system state approaches the constraint boundary. By incorporating this function into the control design, the resulting controller ensures that the system state remains within the safe operating region, away from any potential hazards.

In a previous work [11], the Gaussian BLF is used to achieve navigation control of the ASV. However, this approach is primarily developed for circular obstacles, leading to increased conservatism in obstacle avoidance. To address this limitation, we have incorporated the factor of elliptical obstacles into the traditional Gaussian BLF framework. Consequently, the improved BLF proposed in this paper is designed as follows:

\[ V = \frac{r_o}{2} d^2 + \sum_{i=1}^{N} K_{0,i} \exp \left( -\frac{d_i^2 - R_{0,i}^2}{\sigma_i^2} \right) \]  

Here, \( r_o \) is the gain coefficient of the gravitational field, \( K_{0,i} \) are the gain coefficient of the repulsive fields, \( \sigma_i \) represents the width of the Gaussian function. The variables \( d_i^e, R_{0,i}^e \), \( \epsilon_x,\epsilon_y \) are defined in the previous section, where \( i = 1, 2 \cdot N \).

Distinctly from the traditional BLF, we employ a Gaussian term \( \exp \left( -\frac{d_i^2 - R_{0,i}^2}{\sigma_i^2} \right) \) to replace the conventional \( \exp \left( -\frac{d_i^2 - R_{0,i}^2}{\epsilon_i^2} \right) \). Here, \( d_i^e = a_i \epsilon_x^2 + b_i \epsilon_y^2 \) and \( d_i^2 = \epsilon_x^2 + \epsilon_y^2 \). Their detailed definition was provided in the previous section. By introducing this improvement, the conservatism of the obstacle avoidance strategy in handling obstacles has been significantly reduced. As shown in Figure 2, we can clearly observe this change by taking a matrix-shaped obstacle as an example (similar principles apply to other irregularly shaped obstacles). In the traditional BLF method, to encompass the entire obstacle’s influence range, a minimum circular domain that can contain the obstacle is typically determined. The rationale behind this approach is to identify the most extended influence range of the obstacle and use its diameter as the diameter of the equivalent circular domain. However, due to the shorter actual influence distances in other regions of the obstacle, this method results in excessive equivalency, significantly increasing the conservatism of ASV obstacle avoidance.

![Figure 2. Schematic diagram of equivalent elliptical obstacles.](image-url)
when dealing with matrix-shaped or irregularly shaped obstacles. Through this approach, the ASV can more precisely assess the exact distance and potential conflicts with obstacles, thus reducing the conservatism of the obstacle avoidance algorithm and improving its flexibility and efficiency in complex environments.

To verify the effectiveness of the control strategy in this paper, the following assumptions and theorems are proposed, and the corresponding proof process is provided.

**Assumption 1.** Assuming $V_{o,i}(t = t_{c,i})$ represents the BLF value when the ASV collides with the boundary of an equivalent elliptical obstacle. Here, $t_{c,i}$ represents the time when the ASV collides with an obstacle.

Assumption 1 quantifies the collision scenario, facilitating the prediction and avoidance of collisions while also enhancing the generality of obstacle avoidance strategies. Therefore, it is reasonable.

**Theorem 1.** Considering the ASV systems (1) and (2) and the equivalent elliptical obstacle model (3) under the environment with multiple obstacles, if the control laws $v$ and $\omega$ ensure that the BLF with the condition $V_{o,i}(t = t_{c,i}) < \min K_{o,i}$ is monotonous without increasing (i.e., $\dot{V} \leq 0$) then the variables $d^*_e$ satisfy $d^*_e > R^*_o$. Here, $K_{o,i}$ are the gain coefficients of the repulsive fields. Here, $i = 1, 2, \ldots, N$.

Theorem 1 adjusts the repulsion field gain $K_{o,i}$ under different circumstances and limits initial values. By proposing control laws, it ensures that the variables $d^*_e$ satisfy $d^*_e > R^*_o$. This enables ASV to avoid complex obstacles in multi-obstacle environments in practical engineering applications. It provides a strong guarantee for the safety of ASV in actual operation.

**Proof of Theorem 1.** In this module, we provide a detailed proof of Theorem 1. To verify the relevant content of Theorem 1, the following assumptions are given.

Through Assumption 1, we can conclude that $V_{o,i}(t = t_{c,i}) = r_o d^2 / 2 + K_{o,i}$. Since $r_o d^2 / 2 \geq 0$ and $K_{o,i} > 0$, it follows that $V_{o,i}(t = t_{c,i}) \geq K_{o,i}$. Based on the known conditions $V \leq 0$, which implies that $V$ is monotonic without increasing, we can have that $V \leq V_{o,i}(t = t_{c,i})$. Hence, under the condition $\dot{V} \leq 0$, since $V_{o,i}(t = t_{c,i}) < \min K_{o,i}$, we can deduce that $V < \min K_{o,i}$. This contradicts the assumption that $V_{o,i}(t = t_{c,i})$ represents the BLF value when the ASV collides with the boundary of an equivalent elliptical obstacle. Therefore, the proof of Theorem 1 is complete. □

**Remark 2.** This paper proposes a novel Gaussian BLF approach to achieve positioning and obstacle avoidance control for ASVs by modeling obstacles as elliptical shapes. Compared to the literature [10,11], based on the Gaussian BLF framework, the present work employs an elliptical equivalent obstacle model instead of the traditional circular equivalent obstacle, particularly for non-circular obstacles (such as rectangles). This effectively resolves the issue of excessive conservatism caused by significant area expansion during the obstacle equivalent process. This approach provides a more flexible and realistic representation of the area of influence of the obstacle. Furthermore, in the case where $a_i = b_i$, the ellipse under consideration can be transformed into a circle, allowing the proposed method to be directly applied for obstacle avoidance within circular effective ranges. Furthermore, compared to the literature [12,13], by directly integrating the elliptical obstacle avoidance performance index into the BLF, we overcome the challenge of relying on extensive data for machine learning training, thus simplifying the implementation process.

Meanwhile, similarly to the literature [10,11], due to the presence of repulsive gain $K_{o,i}$, this paper can not only adjust the influence range of the repulsive force field, but can also be applied to the environment with multiple obstacles. When the ASV enters the effective repulsive field range of the $i$-th ($i = 1, 2, \ldots, N$) obstacle, $K_{o,i}$ plays a role in achieving obstacle avoidance of the $i$-th obstacle.
3.2. MPC Controller Design

In [10,11], an innovative ASV positioning and obstacle avoidance control strategy is proposed, which is based on an equivalent circular obstacle model. By utilizing Gaussian BLF as the theoretical framework and combining it with the PID control algorithm, appropriate control laws are designed to achieve control of the ASV’s position and orientation.

However, when using the PID algorithm to control the heading angle of the ASV, we face two significant challenges. Firstly, the parameter tuning process of the PID controller is often time-consuming and complex, requiring repeated trials to find the optimal settings. Secondly, the PID algorithm struggles when dealing with control problems with constraints, especially in complex scenarios where the ASV needs to control its heading angle to avoid collisions precisely.

To address these issues, inspired by the literature [19–21], the MPC method is introduced to implement the control of the ASV’s heading angle. For the heading angle error system:

\[
\begin{align*}
\varepsilon &= \psi - \psi_G \\
\dot{\varepsilon} &= \omega - \omega_G
\end{align*}
\]

Here, \(\psi\) represents the current heading angle of the ASV, and \(\psi_G\) is the desired heading angle. \(\omega\) and \(\omega_G\) are the derivatives of \(\psi\) and \(\psi_G\), respectively.

For the error angle system (5), the MPC-based control law design is as follows:

\[
\omega(k) = \Delta\omega(k+1|k) + \omega_G(k)
\]

Here, \(\Delta\omega(k+1|k)\) is the first term of the control sequence

\[
\Omega(k) = [\Delta\omega(k+1|k), \Delta\omega(k+2|k), \cdots \Delta\omega(k+p|k)]^T,
\]

which is obtained by solving a constrained cost function using the MPC method.

In the MPC framework, we define the prediction horizon as \(p\) and the control horizon as \(c\). Therefore, the cost function is designed as follows:

\[
J(\Omega) = E(k)^T Q E(k) + \Omega(k)^T P \Omega(k) + \beta \kappa^2
\]

s.t.

\[
\begin{align*}
\varepsilon_{\min} &< \varepsilon(k) < \varepsilon_{\max} \\
\omega_{\min} &< \omega(k) < \omega_{\max}
\end{align*}
\]

In Equation (7), \(Q\) is the state error weight matrix, and \(P\) is the control input weight matrix. \(\beta\) is the weight coefficient, and \(\kappa\) is the relaxation factor. The existence of \(\kappa\) ensures the existence of a feasible solution for the cost function. \(\varepsilon_{\min}\) and \(\varepsilon_{\max}\) are the minimum and maximum values of the state vector, respectively. \(\omega_{\min}\) and \(\omega_{\max}\) are the minimum and maximum values of the control vector, respectively.

Additionally, in the cost function (7), the system output within the prediction horizon can be expressed as:

\[
E(k) = \nu \varepsilon(k) + \Xi \Omega(k)
\]

where

\[
\Omega = \begin{bmatrix}
1 & A & \cdots & A \\
A & B & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
A & B & A & B & \cdots & 0 \\
A & B & A & \cdots & A & B
\end{bmatrix}
\]

\[
E(k) = \begin{bmatrix}
\varepsilon(k+1|k) & \varepsilon(k+2|k) & \cdots & \varepsilon(k+p|k)
\end{bmatrix}^T
\]

\[
\Xi = \begin{bmatrix}
\varepsilon(k+1|k) & \varepsilon(k+2|k) & \cdots & \varepsilon(k+p|k)
\end{bmatrix}^T
\]
Here, $\sim A$ and $\sim B$ are the discretized state matrix and input matrix, respectively, satisfying $\sim A = I + \Delta TA$ and $\sim B = \Delta TB$. $\Delta T$ is the control cycle. $A$ and $B$ are state and input matrices that satisfy $A = 0$ and $B = 1$, respectively. They will be detailed in the proof of Theorem 2.

To verify the effectiveness of the MPC controller designed in this paper, the following lemma and theorem are proposed.

**Lemma 1** ([24]). There exists the state $x = f(x, u)$, considering the constraints on the state $(x)$ and the control variable $\pi(k)$, if the cost function can be formulated in the following manner:

$$\Phi(k) = \frac{1}{2} \pi^T(k)H(k)\pi(k) + f^T(k)\pi(k) + d(k)$$

Then, the first term of the control sequence $\pi(k)$ can guarantee that the state $(x)$ converges to the desired state $x_r$. Here, $H(k) \triangleq 2B(k)^T(k)QB(k) + R$, $f(k) \triangleq 2B(k)^T(k)QA(k)x(k|k)$, and $d(k) \triangleq \sim x^T(k|k)A^T(k)\sim x(k|k)$.

**Theorem 2.** Considering the ASV systems (1) and (2) and the equivalent elliptical obstacle model (3) under the environment with multiple obstacles, the control law $\omega$ in (6) can ensure that the error state (5) of the ASV converges to zero. That is, the heading angle $\psi$ of the ASV can accurately track the desired heading angle $\psi_G$. This is mathematically described as

$$\lim_{t \to \infty} \psi - \psi_G = 0$$

Theorem 2 ensures that the heading angle $\psi$ of the ASV can precisely track the desired heading angle $\psi_G$, taking into account both positioning and obstacle avoidance control. This provides robust safety guarantees for the ASV when faced with complex environments and demonstrates its exceptional stability and robustness.

**Proof of Theorem 2.** In this module, we provide a detailed proof of Theorem 2. In the literature [19], the MPC method is proven to effectively converge the error state variable $X$ to zero. Inspired by [19–21], we designed an MPC controller for the state tracking problem of the ASV to optimize the solution and ensure that the ASV’s state can accurately track the known expected state.

Specifically, we define the error state variable as $e_{\psi_G} = \psi - \psi_G$. Here, $\psi$ represents the current heading angle of the ASV, and $\psi_G$ is the desired heading angle. Taking the derivative of $e_{\psi_G}$, we obtain its derivative:

$$\epsilon_{\psi_G} = \dot{e} = \omega - \omega_G = A\epsilon + B\Delta\omega$$

(9)

In state Equation (9), $\epsilon$ is the state vector, $\Delta\omega$ is the control vector that satisfies $\Delta\omega = \omega - \omega_G$, and $A$ and $B$ are state and input matrices that satisfy $A = 0$ and $B = 1$, respectively.

To facilitate subsequent derivations, state Equation (5) is discretized using the forward Euler method, as shown below:

$$\epsilon(k + 1) = \sim A\epsilon + \sim B\Delta\omega$$

Here, $\sim A$ and $\sim B$ are the discretized state matrix and input matrix, respectively, satisfying $\sim A = I + \Delta TA$ and $\sim B = \Delta TB$. $\Delta T$ is the control cycle.

By substituting the expression (8) into the constrained cost function (7), we obtain:
\[
J(\Omega) = (\varepsilon(k) + \Xi \Omega(k))^{T} Q (\varepsilon(k) + \Xi \Omega(k)) \\
+ \Omega(k) \hat{e}(k) + \beta \varepsilon(k)^{2} \\
= \Omega(k)^{T} H \Omega(k) + f \Omega(k) \\
+ \varepsilon(k)^{T} \varepsilon(k) + \beta \varepsilon(k)^{2} \\
\text{s.t.} \\
\varepsilon_{\min} < \varepsilon(k) < \varepsilon_{\max} \\
\omega_{\min} < \omega(k) < \omega_{\max} + \Omega(k)
\]

Here, \( H = 2(\varepsilon^{T} Q_{V} + P) \) and \( f = 2e(k)^{T} \varepsilon \varepsilon^{T} Q_{V} \). \( \varepsilon(k)^{T} \varepsilon(k) \) and \( \beta \) are constant terms. Therefore, the control of the state vector \( \varepsilon_{\psi_G} = \varepsilon = \psi - \Psi_{G} \) using MPC is transformed into the form of state vector control described in the literature \([12]\). According to the Lemma 1, we can obtain \( \varepsilon_{\psi_G} \rightarrow 0 \). Therefore, the proof of Theorem 2 is complete. \( \square \)

**Remark 3.** This paper proposes an angular velocity design method based on MPC to achieve the precise constraint control of angles and angular velocities. The specific implementation of MPC is shown in Figure 3. In the ASV system, due to physical limitations and safety considerations, control inputs such as heading angle \( \psi \) and angular velocity \( \omega \), as well as states like position, are typically subject to strict constraints. Compared to the methods in the literature \([10,11]\), this paper introduces angle error \( \varepsilon_{\psi_G} \) and angular velocity constraints, effectively resolving the issue of limited angles and angular velocities in practical applications, ensuring that the ASV’s directional error and angular velocity changes remain within a reasonable threshold range. Furthermore, it can predict future system states and formulate optimal control strategies accordingly, avoiding the complexity of parameter design encountered in PID controllers proposed in the literature \([10,11]\). This enables it to better handle delays and complex dynamics in the ASV system, thereby improving control accuracy and stability.

**Figure 3.** The flowchart of the MPC design.

### 3.3. Controller Design

To achieve the objectives of this paper, we have designed navigation control laws based explicitly on the kinematic model (1) of the ASV, which are detailed as follows:

\[
v = \tanh [K_{v} \Theta_{A}(n, e_{\psi_G}) d_{G}] v_{\max} \\
\omega = \begin{cases} 
\psi_{G} - K_{\omega} \tanh(e_{\psi_G}) & |e_{\psi_G}| \geq \frac{\pi}{4} \\
\psi_{G} + \Delta \omega^{*} & |e_{\psi_G}| < \frac{\pi}{4} 
\end{cases}
\]

(10)
Here, $p(n, \Lambda)$ is a direction error assistance function designed using a saturation function $Sat(\Lambda^N)$, which satisfies $p(\Lambda, \phi) = \frac{\Lambda^N - n(\phi^N)}{\Lambda^N}$. The state $n$ and $\Lambda$ represent the independent variable of the function. $u = [v, \omega]^T$ is the linear velocity and angular velocity of ASV. $K_v, K_\omega$, and $v_{max}$ are positive parameters. The constant $v_{max}$ is the maximum value of linear velocity. Additionally, $d_G = (x_G^2 + y_G^2)^{\frac{1}{2}}$, which satisfies

$$
\begin{align*}
\dot{x}_G &= r_o e_{x,T} - \sum_{i=1}^{N} K_{o,i} e_{x,O,i} e_{x,T} e_{x,O,i} / \sigma_i \\
\dot{y}_G &= r_o e_{y,T} - \sum_{i=1}^{N} K_{o,i} e_{y,O,i} e_{y,T} e_{y,O,i} / \sigma_i 
\end{align*}
$$

where error variables $e_{x,T}, e_{y,T}, e_{x,O,i}$, and $e_{y,O,i}$ and design parameters $r_o, K_{o,i}, \sigma_i$, $e_{x,i}$, and $R_{o,i}^s$ are defined in the previous section.

To verify the stability of the navigation control laws, the following lemma and theorem are proposed.

**Lemma 2 ([25]).** There exists a state $z$ that satisfies $\forall z : [0, \infty) \rightarrow R$ is a continuous first-order differentiable if the state $x$ has its limit with $t \rightarrow \infty$ and $\forall t \in (0, \infty)$ is consistent and continuous, and then $\lim_{t \rightarrow \infty} \dot{z}(t) = 0$.

**Theorem 3.** Consider the ASV systems (1), dynamics (2), and the Gaussian BLF with elliptical obstacles (4). The control laws $v$ and $\omega$ in (10) can ensure that the ASV does not collide with obstacles; it also ensures that the ASV reaches the target. This is mathematically described as follows:

1. For $t > 0$, and the variable $d^e_{e,i}(x_{o,i}, y_{o,i})$ between the ASV and the obstacles satisfies $d^e_{e,i} > R_{o,i}^s$, where $R_{o,i}^s \geq 1$ is the equivalent elliptical obstacle safety distance that can predefine the obstacle.

2. When $t \rightarrow \infty$, the distance $d$ between the ASV and target point converges to zero; that is,

$$
\lim_{t \rightarrow \infty} d = 0, \lim_{t \rightarrow \infty} (x - x_T) = 0, \lim_{t \rightarrow \infty} (y - y_T) = 0.
$$

Theorem 2 ensures precise positioning and efficient obstacle avoidance control for ASV in environments with multiple obstacles. This theorem allows the ASV to be optimized and adjusted in real time based on the time-varying reference information, enabling adaptive motion control in complex environments. Meanwhile, providing appropriate constraints for different environments firmly guarantees the stability and safety of ASV motion control, thus enabling reliable operation in practical applications.

**Proof of Theorem 3.** In this module, we provide a detailed proof of Theorem 2. To verify the relevant content of Theorem 2, we take the derivative of Equation (4), and we can obtain:

$$
\dot{V} = -v \cos \psi x_G - v \sin \psi y_G
$$

where $x_G$ and $y_G$ are defined in Equation (11). Define $d_G = (x_G^2 + y_G^2)^{\frac{1}{2}}$; thus

$$
\dot{V} = -v d_G \cos (e_{x_G})
$$

Here, $e_{x_G} = \psi - \psi_G, \psi_G = \frac{\pi}{2}(y_G, x_G)$. According to Equation (10), we can obtain $e_{x_G} = \psi_G - \omega$, and $\dot{\psi}_G = (\dot{y}_G x_G - \dot{x}_G y_G) / (x_G^2 + y_G^2)$. Here, $\dot{x}_G = v x_s$, and $y_G = v y_s$, where

$$
x_s = \cos \psi \left\{ -\sum_{i=1}^{N} K_{o,i} e_{x,O,i} e_{x,T} e_{x,O,i} / a^2 \sigma_i - 2K_{o,i} e_{x,O,i} e_{x,T} / a^2 \right\} - r_o
$$

$$
+ \sin \psi \left\{ -2K_{o,i} e_{x,O,i} e_{y,O,i} e_{x,T} / a^2 \right\}
$$

+ $\sum_{i=1}^{N} K_{o,i} e_{x,O,i} e_{x,T} e_{x,O,i} / a^2 \sigma_i - r_o$.
\[ y_s = \sin \psi \left\{ -\sum_{i=1}^{N} \left[ K_{o,i} e^{-\frac{d_{x,i}^2 - R_{x,i}^2}{2}} / b^2 \psi_i - 2K_{o,i} e^{\frac{d_{x,i}^2 - R_{x,i}^2}{2}} / a^2 \psi_i^2 \right] - r_o \right\} + \cos \psi \left\{ -2K_{o,i} e_{x,i} e_{y,i} e^{\frac{d_{x,i}^2 - R_{x,i}^2}{2}} / a^2 b^2 \right\} \]

Here, error variables \( e_{x,T}, e_{y,T}, e_{x,O,i}, \) and \( e_{y,O,i} \) and design parameters \( r_o, K_{o,i}, \sigma_i, a, b, d^e_{x,i}, \) and \( R^t_{x,i} \) are defined in the previous section.

In the process of obstacle avoidance control, it is imperative to regulate not just the distance \( d \) between the ASV and its intended target but also the spacing between the ASV and any potential obstacles. Ensuring the convergence of the state variable \( d_G \) facilitates both the achievement of approaching the target and maintaining a safe distance from obstacles.

Due to the existence of the directional error auxiliary function \( p_A(n, e_{\psi_G}) \), when the ASV deviates from the desired angle \( \psi_G \) by more than \( \pi/4 \), the ASV will stop and adjust its angle. In this case, if the MPC method is used to control the ASV’s heading angular \( \psi \) to track the desired angle \( \psi_G \), it may result in failure. Therefore, we will analyze and discuss the situation in two scenarios:

Case 1: When \( |e_{\psi_G}| \geq \pi/4 \), we take the partial derivative with respect to \( e_{\psi_G} \) and substitute the angular velocity from the control laws (10) to obtain

\[ \dot{e}_{\psi_G} = v(y_G \cos \psi_G - x_G \sin \psi_G) \left( x_G^2 + y_G^2 \right)^{-\frac{1}{2}} - \omega \]

(13)

Based on the analysis in (13), it can be deduced that the directional error \( e_{\psi_G} \) and its derivative \( \dot{e}_{\psi_G} \) are always opposite signs. Consequently, this indicates that \( \lim_{t \to \infty} e_{\psi_G} = 0 \).

Case 2: When \( |e_{\psi_G}| < \pi/4 \), we utilize the MPC method to optimize and find the solution. According to Theorem 2, it can be concluded that \( e_{\psi_G} \to 0 \).

Integrating Cases 1 and 2, it can be derived that \( e_{\psi_G} \to 0 \). And by substituting the control law (10) into Equation (12), we can obtain:

\[ \dot{V} = -\tanh(K_a p_A(n, e_{\psi_G}) d_G) v_{max} d_G \cos(e_{\psi_G}) \leq 0 \]

(14)

According to Theorem 1, we can obtain \( d^e_{x,i} > R^t_{x,i} \). Condition (1) has been proven.

According to Lemma 2, we can obtain \( x_G, y_G \to 0 \), when \( t \to 0 \). In Gaussian BLF, we can ensure that the distance from the ASV to the obstacle is always more significant than the effective repulsive field range by adjusting the repulsive field parameters. Meanwhile, to eliminate the influence of local minimum, we constrain the conditions \( e_{x,T}/e_{y,T} \neq e_{x,O,i}/e_{y,O,i} \). Therefore, we can obtain \( x_T - x \to 0, y_T - y \to 0 \), when \( t \to 0 \). Condition (2) has been proven.

Based on the proofs of Condition (1) and Condition (2), Theorem 2 has been proven.

\textbf{Remark 4.} This paper proposes a control strategy for ASV positioning and obstacle avoidance based on Gaussian BLF, specifically considering elliptical obstacles. The specific process is illustrated in Figure 4. Similarly to the approaches in the literature [10,11], this paper introduces a direction error auxiliary function \( p_A(n, \psi) = \frac{\Lambda^e_{-sat}(\psi)}{\Lambda^e} \). When the ASV’s heading angle \( \psi \) deviates excessively from the predetermined value (such as \( [-\pi/4, \pi/4] \)), this function triggers a control strategy that enables the system to stop and adjust its angle automatically. However, unlike the methods in the literature [10,11], we incorporate a limitation on the range of error angles \( e_{\psi_G} \) in the cost function, achieving linearization of the ASV system (12). Specifically, if the ASV’s error angles \( e_{\psi_G} \) exceeds this limit, the direction error auxiliary function \( p_A(n, \psi) \) in the linear velocity \( v \) (10) comes into play, and the ASV system automatically stops and adjusts its direction. At this point, the system (12) remains at zero. This would typically result in the failure of using MPC for constrained control of the angle error. Our approach ensures that system (12) will not have its value reduced to zero when the angle exceeds the threshold, thus preventing the risk of MPC controller failure.
Additionally, compared to the literature, heading angle, linear velocity, and angular velocity. In the MPC controller, the platform to evaluate the effectiveness of the obstacle avoidance control strategy based on Table 1.

### 4.1. Comprehensive Evaluation of MPC

Figure 4. Schematic diagram of ASV control strategy in this paper.

It is worth noting that this paper does not simply utilize existing MPC technology but rather represents a further optimization based on it. Compared to the literature [19–22], we have combined the obstacle avoidance method using Gaussian BLF with MPC technology. By considering both positioning and obstacle avoidance requirements, we have designed an integrated desired heading angle $e^*_q$, that incorporates the Gaussian BLF term, replacing the traditional $e^*_q$, which only considers positioning. Utilizing MPC technology, we have designed an optimal control law to achieve error convergence, thereby addressing the complexity and design challenges of considering additional obstacle avoidance terms or constraints in the cost function design, as seen in the literature [19,20]. Additionally, compared to the literature [21,22], this paper ensures that the system designed by MPC is always a first-order linear system, effectively overcoming the limitations of complex second-order nonlinear systems in ASV.

### 4. Simulation Results

In this section, simulation experiments are conducted using the MATLAB/Simulink platform to evaluate the effectiveness of the obstacle avoidance control strategy based on BLF and MPC proposed in this paper. The relevant simulation parameters of ASV are shown in Table 1.

**Table 1. Parameters of simulation.**

<table>
<thead>
<tr>
<th>Params</th>
<th>Value</th>
<th>Params</th>
<th>Value</th>
<th>Params</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0)$</td>
<td>0</td>
<td>$y(0)$</td>
<td>0</td>
<td>$\psi(0)$</td>
<td>0</td>
</tr>
<tr>
<td>$v(0)$</td>
<td>0</td>
<td>$\omega(0)$</td>
<td>0</td>
<td>$K_u$</td>
<td>1</td>
</tr>
<tr>
<td>$K_{\omega}$</td>
<td>5</td>
<td>$\sigma$</td>
<td>0.5</td>
<td>$n$</td>
<td>2</td>
</tr>
<tr>
<td>$r_o$</td>
<td>1</td>
<td>$\sigma$</td>
<td>0.25</td>
<td>Step</td>
<td>0.01s</td>
</tr>
<tr>
<td>$p$</td>
<td>10</td>
<td>$c$</td>
<td>10</td>
<td>$T$</td>
<td>0.2</td>
</tr>
<tr>
<td>$K_0$</td>
<td>80</td>
<td>$\beta$</td>
<td>10</td>
<td>$\kappa$</td>
<td>10</td>
</tr>
</tbody>
</table>

Here, $[x(0), y(0), \psi(0), u(0), \omega(0)]^T$ are the initial conditions of the ASV’s starting position, heading angle, linear velocity, and angular velocity. In the MPC controller, the state matrix $Q$ satisfies $Q = 30\text{eye}(10)$, and the input matrix $R$ satisfies $R = 5\text{eye}(10)$. In the subsequent simulations, unless otherwise specified, the MPC and ASV motion parameters are shown in Table 1. It is worth noting that this paper is a further study based on the work of [11]. Therefore, this paper will not discuss the impact of relevant parameters in Table 1 on ASV.
4.1. Comprehensive Evaluation of MPC

Inspired by the literature [19–22], we employ MPC to control the ASV’s heading angle for positioning and obstacle avoidance. To verify the effectiveness of MPC, two aspects will be explored: stability and performance comparison.

4.1.1. Stability Demonstration

This section mainly analyzes the stability of MPC. In the simulation, we allow the ASV to navigate from the initial position \( P(x, y) \) to the target position \( P_T(x_T, y_T) \) while avoiding collisions with obstacles. To make this method more convincing, here we have tested ASV’s obstacle avoidance in two different positions, as shown in Table 2.

Table 2. Related positional parameters in different case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Params</th>
<th>( P_0(x_0, y_0) )</th>
<th>( P(x, y) )</th>
<th>( P_T(x_T, y_T) )</th>
<th>( R_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case1</td>
<td>Value (m)</td>
<td>(3,3)</td>
<td>(0,0)</td>
<td>(4,5)</td>
<td>1</td>
</tr>
<tr>
<td>Case2</td>
<td>Value (m)</td>
<td>(4,4)</td>
<td>(7,2)</td>
<td>(0,6)</td>
<td>1</td>
</tr>
</tbody>
</table>

For this part of the simulation, since we are validating the MPC, the scenario with multiple obstacles is temporarily not considered. Therefore, in the simulation, the long axis radius \( a \) and short axis radius \( b \) of the equivalent elliptical obstacle satisfy \( a = 2 \) and \( b = 1 \), respectively. The values of the remaining parameters are the same as those in Table 1 and mentioned earlier.

Figure 5 demonstrates the tracking capability of the ASV’s heading angle towards the desired heading angle considering elliptical obstacles under the MPC method. Specifically, Figure 5a,b represent the tracking capability under different initial positions of the ASV, obstacle position, and target position. As seen from the figures, the ASV’s heading angle gradually converges towards the desired heading angle. The error between the two ultimately tends towards zero. This effectively validates the effectiveness of the MPC method presented in this paper.

![Figure 5](image_url)

Figure 5. ASV heading angle, desired angle, and their errors: (a) Case 1; (b) Case 2.

4.1.2. Performance Comparison

To verify the superiority of the MPC method proposed in this paper, this section conducts simulation comparisons with other related works. In the simulation, we allow the ASV to navigate from the initial position \( P(x, y) \) to the target position \( P_T(x_T, y_T) \) while avoiding collisions with obstacle. The specific positional parameters are shown in Table 3.
In the simulation, the relevant parameters of the equivalent obstacle are the same as in the previous section. Additionally, the constraint conditions for MPC are:

\[
\begin{align*}
-\pi/4 &< \varepsilon(k) < \pi/4 \\
-0.5 &< \omega(k) < 0.5
\end{align*}
\]

Here, \( \varepsilon(k) \) is the state vector in the MPC method, which can be used to represent the error heading angle \( \varepsilon_{\text{PC}} \) of the ASV in this paper, and \( \omega(k) \) is the angular velocity of the ASV.

Figures 6 and 7 show the variation of the heading error angle under the MPC method, considering constraints and without considering constraints. Specifically, in Figure 6, the purple curve in Figure 6a represents the heading error without constraints, while the blue curve in Figure 6b represents the heading error when considering constraints. In Figure 7, the pink curve in Figure 7a depicts the ASV angular velocity without constraints, and the green curve in Figure 7b represents the ASV angular velocity when considering constraints.

### Figure 6. Error heading angle of MPC method: (a) error heading angle without constraints; (b) error heading angle considering constraints.

### Figure 7. ASV angular velocity of MPC method: (a) ASV angular velocity without considering constraints; (b) ASV angular velocity considering constraints.
Figure 6 compares the variation of the heading error angle under two MPC methods: Figure 6a shows the convergence process of the heading error without constraints, while Figure 6b demonstrates the convergence process of the heading error with constraints. As seen in Figure 6a, although the system can ultimately converge the heading error to zero, there are fluctuations and deviations during the process. This unconstrained convergence process may lead to unnecessary energy consumption and mechanical wear and tear in ASVs in practical applications, potentially exceeding their physical limits and causing equipment damage or safety hazards. In Figure 6b, the convergence process of directional error is limited to a predetermined safety or performance boundary.

Figure 7 demonstrates the variation in angular velocity with and without constraints. Similarly to the heading error in Figure 6, the unconstrained angular velocity variation in Figure 7a leads to excessively fast or slow angular velocities when the ASV is steering or adjusting its direction. This not only affects the navigation accuracy and response speed of the ASV, but can also put unnecessary stress on its mechanical structure. However, as shown in Figure 7b, when the ASV is steering or adjusting its direction, its angular velocity is limited to a reasonable range. This not only helps improve the navigation accuracy and response speed of the ASV, but also reduces mechanical wear and extends its service life.

This constrained convergence process not only ensures the stable operation of the ASV but also reduces unnecessary fluctuations and deviations, significantly improving the navigation accuracy and overall performance of the ASV. In summary, Figures 6 and 7 effectively validate the advantages of the MPC approach considering the constraints presented in this paper.

4.2. Comprehensive Evaluation of ASV Control

In this section, we combine the MPC with the elliptical obstacle model to comprehensively achieve motion control for an ASV. To verify the effectiveness of this strategy, simulation experiments will be conducted by stability and performance comparison.

4.2.1. Stability Demonstration

To verify the feasibility of the control strategy in this paper. This section analyzes ASV motion in both single obstacle and multi obstacles environments to comprehensively evaluate its practical application potential.

(1) Obstacle Avoidance of Single Obstacle

In the simulation, we enable the ASV to navigate from the initial position \( P(x, y) \) to the target position \( P_T(x_T, y_T) \) while avoiding collisions with obstacle \( P_o(x_o, y_o) \). And the specific positional parameters are shown in Table 4. Additionally, the relevant parameters of the equivalent obstacle and MPC are the same as in the previous section.

**Table 4. Related positional parameters.**

<table>
<thead>
<tr>
<th>Params Value (m)</th>
<th>( P_o(x_o, y_o) )</th>
<th>( P(x, y) )</th>
<th>( P_T(x_T, y_T) )</th>
<th>( R_o^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((3,3))</td>
<td>((0,0))</td>
<td>((5,6))</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8 depicts the collision free trajectory of the ASV navigating from the initial position to the destination. As evident from the illustration, the ASV exhibits a remarkably smooth maneuver, adeptly circumventing the elliptical obstacle and subsequently arriving at the desired target. This demonstration effectively validates the efficacy of the control strategy proposed in this paper when confronted with a single obstacle.

(2) Obstacle Avoidance of Multiple Obstacles

After verifying the feasibility of the single obstacle scenario, we conducted simulation experiments in multiple obstacle environments to further verify the feasibility of the strategy proposed in this paper.
Figure 8. Obstacle avoidance trajectory of ASV under a single obstacle.

In the simulation, we navigate the ASV from the initial position $P(x, y)$ to the target position $P_T(x_T, y_T)$ with multiple obstacles $P_{O,1}$, $P_{O,2}$, $P_{O,3}$, and $P_{O,4}$. The safe distances of the four obstacles are $R_{O,1}$, $R_{O,2}$, $R_{O,3}$, and $R_{O,4}$, respectively. The detailed parameter design for the obstacles is presented in Table 5, while the remaining parameters for these obstacles remain identical to those described in the previous section.

Table 5. Parameters of the multiple obstacles.

<table>
<thead>
<tr>
<th>Params</th>
<th>$P_{O,1}$</th>
<th>$P_{O,2}$</th>
<th>$P_{O,3}$</th>
<th>$P_{O,4}$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>(8,2)</td>
<td>(3,3)</td>
<td>(6,7)</td>
<td>(10,6)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>Value</td>
<td>1m</td>
<td>1m</td>
<td>1m</td>
<td>1m</td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$c_1, c_2$</td>
</tr>
<tr>
<td>Value</td>
<td>$b_1$</td>
<td>$b_2$</td>
<td>$b_3$</td>
<td>$b_4$</td>
<td>$c_3$</td>
</tr>
<tr>
<td>Value</td>
<td>$K_{o,1}$</td>
<td>$K_{o,2}$</td>
<td>$K_{o,3}$</td>
<td>$K_{o,4}$</td>
<td>$c_4$</td>
</tr>
<tr>
<td>Value</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td>50</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Figure 9 depicts the trajectory of the ASV as it navigates from the initial point to the target point, avoiding four obstacles. The blue dashed line signifies the path traveled by the ASV, while the four ellipses in distinct colors represent the safety zones of each obstacle, modeled as equivalent ellipses. The small yellow circle indicates the target destination.

Figure 9. Obstacle avoidance trajectory of ASV in a multi-obstacle environment.
Figure 9 shows that the ASV completed the positioning and obstacle avoidance tasks, exhibiting a smooth and concise trajectory. This effectively validates the effectiveness of the control strategy proposed in this paper in a multi-obstacle environment.

Based on the comprehensive analysis of Figures 8 and 9, the effectiveness of the control strategy presented in this paper has been validated effectively.

4.2.2. Performance Comparison

Obstacle avoidance and positioning control is achieved in the literature [11] through a simple method, and a saturation controller is introduced to realize the anti-saturation control of the robot. However, there is some difficulty using this method considering input and state constraints and it is not an optimal control. Meanwhile, the process of equivalent obstacles is rather conservative. Therefore, to thoroughly evaluate the performance of the positioning and obstacle avoidance control strategy proposed in this paper, simulation experiments are conducted to analyze the critical parameters of the ASV, including its trajectory, heading angle error, and angular velocity. Through comparative analysis, this section aims to demonstrate the advantages of the control strategy in terms of trajectory smoothness, heading control accuracy, and dynamic response capability.

To facilitate a direct comparison, the simulation for this section is conducted in a single obstacle environment. During the simulation, the relevant parameters for the MPC remain the same as those in the previous section and can be referred to in Table 1. However, the key differences lie in the respective positions of the ASV, obstacle, and target point, which are detailed in Table 6.

Table 6. Related positional parameters.

<table>
<thead>
<tr>
<th>Params Value (m)</th>
<th>( P_a(x_a, y_a) )</th>
<th>( P(x, y) )</th>
<th>( P_T(x_T, y_T) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value (m)</td>
<td>(4,4)</td>
<td>(0,0)</td>
<td>(8,8)</td>
</tr>
<tr>
<td>( a )</td>
<td>2</td>
<td>( b )</td>
<td>( R_{o} )</td>
</tr>
<tr>
<td>( b )</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R_{o} )</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 10 depicts the trajectories of the ASV under different obstacle representation methods. The orange dashed line represents the trajectory of the ASV in an environment with an equivalent elliptical obstacle domain, as proposed in this paper. The blue curve represents the trajectory obtained under the equivalent circular obstacle domain representation, as described in [11]. The green rectangle signifies the physical obstacle, while the orange ellipse indicates the equivalent obstacle range adopted in our strategy. The pink circle represents the equivalent obstacle range used in [11], and the yellow circle marks the target position.

![Figure 10. Comparison between equivalent elliptical obstacles and equivalent circular obstacles.](image-url)
From Figure 10, it is evident that the proposed equivalent elliptical obstacle representation method exhibits a lower level of conservatism compared to the method described in [11]. This effectively validates the advantages of the proposed elliptical equivalent obstacle representation method.

Figures 10 and 11, respectively, present comparative curves for the control of angle error and angular velocity, utilizing the MPC method under the proposed control strategy and the PID method described in [11]. Specifically, in Figure 11, the orange curve represents the angle error under the MPC method proposed in this paper, while the green curve represents the angle error under the PID method from [11]. In Figure 12, the purple curve depicts the angular velocity controlled by the MPC method of this paper, and the green curve corresponds to the angular velocity controlled by the PID method from [11].

As observed in Figure 11, although the convergence speed of the proposed method is slightly slower by approximately 5 s compared to the method in [11], the fluctuation in angle error is significantly more minor, resulting in a smoother curve. This indicates a more stable and harmonious movement of the ASV, effectively validating the advantages of the proposed control strategy.

From Figure 12, it is evident that, in contrast to the method in [11], the angular velocity under the proposed method exhibits a more gradual and stable trend without sharp fluctuations. Moreover, the convergence speed is faster. This effectively confirms the superiority of the proposed control strategy.

A comprehensive analysis of Figures 10–12 effectively validates the advantages of the proposed control strategy utilizing the MPC method while considering the elliptical obstacle range.
To verify the advantages of the method proposed in this paper compared with other methods, we define the potential energy index $S$ as the basis for comparative testing. The specific design is as follows:

$$
S = \ln \int_{0}^{+\infty} \left( \frac{c_{3}^{2}}{2} + \frac{v^{2}}{2} + \frac{\omega^{2}}{2} \right) 
$$

(15)

In the potential function $S$, the relevant variables have been given previously. Also, the parameters for simulation 13 are consistent with those in Tables 1 and 5. Here, we introduce the $ln$ to regulate the magnitude of the potential function, aiming to address the issue of excessive growth in the potential function values caused by the unconstrained angular velocity $\omega$ in method [11]. In contrast, our proposed strategy imposes strict limits on the angular velocity $\omega$, ensuring that the potential function remains within a relatively reasonable range and avoiding extreme fluctuations in values. This approach not only optimizes the model stability but also makes the performance comparison between different control strategies more intuitive, thereby highlighting the superiority and effectiveness of our other control strategies.

Figure 13 represents the performance indicators of ASV under different methods. Among them, the blue dashed line represents the performance indicators of the method in the literature [11], while the orange solid line represents the performance indicators of the method proposed in this paper. As can be seen from Figure 13, the potential function $S$ of this paper is around 0.8, while the potential function of the literature [11] is around 0.7. This effectively verifies the superiority of the method proposed in this paper.

![Figure 13. Comparison of potential function S between the methods in this article and [11].](image)

To better replicate the operational conditions and dynamic characteristics in real-world environments, we have adjusted the simulation step size of the ASV from the original 0.01 s to 1 s. This enhancement aims to mimic the temporal scales and environmental variables that an ASV encounters during mission execution in the real world, thus ensuring the authenticity and reliability of the simulation results. By increasing the step size, we can more accurately simulate the ASV’s behavioral performance over a longer time span, including its response to external disturbances, path planning accuracy, and control strategies’ effectiveness. This will assist us in comprehensively evaluating the ASV’s performance and provide more effective guidance for its optimization in practical applications.

To avoid randomness, we conducted two sets of experimental comparisons, and the experimental data of the two sets of experiments are shown in Table 7.
Table 7. Related positional parameters.

<table>
<thead>
<tr>
<th>Case</th>
<th>Value (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>(4,4)</td>
</tr>
<tr>
<td>Case 2</td>
<td>(4,5)</td>
</tr>
</tbody>
</table>

Figure 14 visually presents the comparative results of different methods in the ASV potential function experiment. In this figure, the blue curve represents the potential function variation of the method proposed in the literature [11], while the orange curve reflects the potential function characteristics of the innovative method presented in this paper. Upon careful observation, it is evident that the potential function designed in this paper remains stable around a value of 1, while the potential function in the literature [11] is significantly higher, fluctuating within the range of 3–4. Given that the experimental environment closely resembles real-world scenarios, this comparative result not only effectively validates the theoretical feasibility of the control strategy presented in this paper, but also highlights its efficiency and superiority in practical operations.

![Figure 14](image-url)  
**Figure 14.** Comparison of potential energy function experiments: (a) Case 1; (b) Case 2.

The comprehensive analysis herein shows that, as shown in Table 8, compared to the literature [11], the control strategy presented in this paper has convincingly demonstrated the outstanding performance and significant advantages of the proposed method in the processes of ASV localization and obstacle avoidance. These advantages span several crucial dimensions, including the rigorous constraints on inputs and states, the optimized application of potential energy functions, and the reduced conservatism exhibited in the process of obstacle equivalent handling.

Table 8. Comparison of two control methods.

<table>
<thead>
<tr>
<th>Control Strategy</th>
<th>Input Constraints</th>
<th>State Constraints</th>
<th>Potential Energy</th>
<th>Obstacles Conservatism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>Yes</td>
<td>Yes</td>
<td>Small</td>
<td>Weak</td>
</tr>
<tr>
<td>Method [11]</td>
<td>No</td>
<td>No</td>
<td>Big</td>
<td>Strong</td>
</tr>
</tbody>
</table>

5. Conclusions and Prospects

This paper studies an ASV positioning and obstacle avoidance control method by considering the equivalent elliptical obstacle model. Firstly, in Equation (4), a novel Gaussian BLF is improved by introducing an equivalent elliptical obstacle model. In Figures 10–12, we conducted a detailed comparison between the equivalent elliptical method proposed in this paper and the equivalent circular method described in [11]. Based
on these simulation results, it can be observed that the method proposed in this paper exhibits significant advantages in reducing the conservatism of the equivalent obstacle. Subsequently, based on the controller in [11], we proposed an MPC-based angular constraint control strategy. Figures 5–7 effectively validate the effectiveness of the method in this paper. Meanwhile, Figures 13 and 14 demonstrate a significant difference in the potential function $S$ between different methods. Specifically, the potential function of the proposed method is around 0.9, while the potential function in [11] is approximately 3–4, effectively verifying the performance advantage of the control strategy presented in this paper.

This research has attained remarkable advancements in positioning and obstacle avoidance control techniques for ASVs, particularly regarding the implementation of an equivalent elliptical obstacle model and the refinement of control strategies. However, in practical applications, overlooking the underlying dynamics model, such as the influence of uncertain disturbances and actuator dead zones, could potentially compromise the stability of ASVs. Inspired by the literature [26], in future research, we will consider issues such as disturbances and actuator dead zones in an ASV system to further enhance its performance robustness and reliability.
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