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Abstract: In underwater imaging, achieving high-quality imagery is essential but challenging due to factors such as wavelength-dependent absorption and complex lighting dynamics. This paper introduces MEvo-GAN, a novel methodology designed to address these challenges by combining generative adversarial networks with genetic algorithms. The key innovation lies in the integration of genetic algorithm principles with multi-scale generator and discriminator structures in Generative Adversarial Networks (GANs). This approach enhances image details and structural integrity while significantly improving training stability. This combination enables more effective exploration and optimization of the solution space, leading to reduced oscillation, mitigated mode collapse, and smoother convergence to high-quality generative outcomes. By analyzing various public datasets in a quantitative and qualitative manner, the results confirm the effectiveness of MEvo-GAN in improving the clarity, color fidelity, and detail accuracy of underwater images. The results of the experiments on the UIEB dataset are remarkable, with MEvo-GAN attaining a Peak Signal-to-Noise Ratio (PSNR) of 21.2758, Structural Similarity Index (SSIM) of 0.8662, and Underwater Color Image Quality Evaluation (UCIQE) of 0.6597.
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1. Introduction

The field of underwater imaging technology plays a vital role in numerous applications, including marine resource exploitation, marine ecological protection, and biodiversity monitoring. It is a fundamental component of marine information collection. Nevertheless, the underwater environment presents a number of significant challenges, including strong scattering, absorption, and background noise, which can degrade image quality by affecting contrast, sharpness, and color [1]. These challenges present significant barriers to the effective application of underwater imaging techniques and require advances in imaging technology to overcome them.

Deep learning-based methods are more effective than traditional methods at capturing useful information in underwater images and providing more accurate and adaptive enhancements. This is achieved by utilizing deep neural networks to learn complex features and map functions of the image. Generative adversarial networks, which are powerful deep learning models, have been successfully applied to underwater image enhancement tasks with remarkable results. These methods use end-to-end mapping without relying on any underwater imaging models and prior knowledge, are widely applicable, and achieve better results than traditional methods.

However, GAN training for underwater image enhancement is challenging. The typical low contrast, blurriness, and color distortion in underwater images lead to unstable
training processes, resulting in images with low fidelity; insufficient texture detail; and, often, color bias.

Addressing these issues, this paper introduces a novel underwater image enhancement algorithm called Multi-scale Evolutionary Generative Adversarial Networks (MEvo-GAN). MEvo-GAN enhances the traditional GAN framework by improving the network’s loss function, integrating deep residual shrinkage network blocks, and employing multi-scale generative networks. This method effectively learns the mapping relationship between degraded and clear underwater images, capturing diverse scale features and details more comprehensively. It significantly improves image clarity, addressing low contrast, blurriness, and color distortion more efficiently. Additionally, the incorporation of a genetic algorithm stabilizes the training process by selecting the most fit offspring.

The contributions of MEvo-GAN are twofold. First, MEvo-GAN employs a multi-path approach in its generator and discriminator, a strategy crucial for capturing a broader range of features at different scales. This multi-scale processing enables the network to more effectively extract complex features inherent in underwater imagery, such as varying light patterns and obscure textures, thereby substantially improving the restoration of image details and structure. Secondly, to address the specificity of underwater images, underwater image quality metrics are also taken into account when evaluating the offspring. This makes the genetic algorithm integrated in MEvo-GAN play a key role in optimizing the generator parameters. Targeting this approach reflects the evolutionary process, selectively retaining and combining effective features passed on from generation to generation, thus improving the diversity and quality of the generated underwater images. Such optimization ensures a more nuanced adaptation to the unique challenges of underwater environments, enhancing the realism of the restored images.

In summary, these advances make MEvo-GAN a significant advancement in the field, providing powerful solutions to the complex challenges of underwater imaging and opening up new avenues for ocean exploration and research.

2. Related Work
2.1. Underwater Image Enhancement

With the rapid development in the fields of computer vision and image processing, researchers have continued to explore and improve methods for underwater image enhancement. The field encompasses a range of approaches, from traditional physics-based methods to contemporary deep learning techniques.

In the field of physics-based methods, researchers often employ physical models to simulate underwater light propagation, coupled with complicated mathematical operations for image restoration. One prominent example is the Dark Channel Prior (DCP) algorithm by He et al., which ingeniously utilizes the darkest points in hazy images to restore them, integrating physical models of image propagation [2]. These algorithms typically require the formulation of underwater imaging models, including the estimation of scattering light components and attenuation coefficients. But because of the complex and variable nature of the underwater environment, it is difficult to establish a precise model and estimate robust parameters. Building on the DCP framework, Chiang et al. introduced a novel method that amalgamates DCP with wavelength-dependent compensation, adeptly restoring color balance in underwater imagery [3]. Similarly, Galdran et al. developed an enhanced underwater image restoration algorithm, considering the distinct influences of natural and artificial light sources, by modifying the red channel/dark channel approach [4]. Drews et al. contributed to this field with their Underwater Dark Channel Prior (UDCP) algorithm, focusing on the attenuation characteristics of red light underwater [5]. Peng et al. expanded the DCP concept through their Generalized DCP (GDCP) algorithm, which incorporates adaptive color correction into the restoration model, offering more versatility in underwater image enhancement [6]. Hou et al. designed a variational model with an L0 norm term, constraint term, and gradient term by integrating the proposed ICSP into an extended underwater image formation model [7]. Despite the efficacy of these methods,
they rely on heuristic enhancement strategies and specific prior knowledge, which renders them incapable of addressing the intricate and multifaceted degradation issues encountered in real-world underwater scenarios. Consequently, they are subject to inherent limitations.

In contrast, deep learning approaches, based on deep neural networks, have been shown to be particularly effective in the field of image enhancement. These methods are especially effective in capturing vital information from underwater images and providing accurate, adaptive enhancement. In recent years, generative adversarial networks have been widely used in this field. For instance, Yao et al. used a deep learning-based approach to solve the underwater image degradation problem. They constructed Gaussian pyramids of multiple dimensions to extract shallow features. Then, they enhanced the high-dimensional salient features using a VGG16-based progressive enhancement neural network [8]. Zhang et al. proposed an adversarial learning-based approach to enhance underwater images, addressing issues such as color casting. They also utilized pre-processing techniques and improvements in generative adversarial networks and evaluated their approach using public datasets [9]. The ECO-GAN method proposed by Jiang et al. successfully solves the problems of color distortion, low contrast, and motion blur in underwater images by means of an innovative generative adversarial network and a specific decoder design. This demonstrates its significant contribution and potential for extension in the field of underwater image enhancement [10]. Chen et al. introduced a hybrid restoration scheme that combines filtering techniques in the Fourier domain with GAN-based enhancement, demonstrating significant improvements in image quality [11]. In an innovative approach, Li et al. developed WaterGAN, a network that incorporates depth estimation and color correction modules, utilizing unsupervised learning to generate realistic underwater images from aerial image and depth pairings for color correction [12]. Yang’s contribution involves a CGAN-based approach using multi-scale generative networks and dual discriminator networks, specifically targeting underwater image distortion [13].

In addition, Li et al. proposed a new approach to improve the traditional loss function of CycleGAN, which provides a two-step learning strategy to enhance the performance of underwater images [14]. Cong et al. designed dual discriminators for the style-content adversarial constraint, promoting the authenticity and visual aesthetics of the results [15]. Wang et al. divided underwater enhanced images into different domains and utilized a feature vector to measure the distance from the raw image domain to each enhanced image domain [16]. In a further development, Li et al. designed a template-free color transfer learning framework for predicting transfer parameters, which are more easily captured and described [17].

GAN-based approaches have been demonstrated to outperform conventional methods in mapping degraded underwater images to visually clear outputs. However, the utilization of GANs in this context is not without challenges. Common issues include training instabilities, model collapse, and the necessity of significant time and computational resources. These problems can result in inaccurate color restoration and unclear images in underwater photography, necessitating further research and optimization in this area.

2.2. Genetic Algorithms with GAN

GAN-based methods still face problems such as training instability, mode collapse, and other problems, which restrict their application in the field of underwater image enhancement, particularly in the early stages. The adversarial process between the generator and the discriminator may result in local optimization. Mode collapse occurs when a generator is trapped in a specific pattern, producing similar samples uniformly, which leads to a lack of diversity and variability.

Evolutionary algorithms optimize GAN generators by simulating biological evolution processes like selection, crossover, and mutation. Combining evolutionary algorithms with GANs can improve stability and enhance the expressive capability of generators. Wang et al. proposed a novel framework named Evolutionary Generative Adversarial Networks (E-GANs), evolving a group of generators to compete against each other [18]. Experiments
show that E-GANs can overcome the limitations of a single adversarial training objective and consistently retain well-performing offspring, further advancing GAN success and progress. Chen et al. introduced the CDE-GAN framework, integrating dual evolution of generators and discriminators into a unified evolutionary adversarial framework, utilizing their complementary properties and injecting dual mutation diversity during training, effectively conducting adversarial multi-objective optimization, stably capturing multi-modal estimated densities, and improving generative performance [19]. Mu et al. employed mutation operations from genetic algorithms, retaining well-performing generators for subsequent training, effectively capturing data distributions, and mitigating mode collapse in standard GANs [20]. He et al. proposed a multi-objective evolutionary algorithm driven by GANs, classifying parental solutions as real and fake samples to train GANs, then improving stability and the quality of training [21]. Zhang et al. presented a GAN based on the PSO algorithm to enhance training stability, particularly by improving the inertia weight of particle swarms and assessing generator performance, achieving notable results in face generation [22]. Liu et al. proposed EvoGAN, an evolutionary algorithm (EA)-assisted GAN method for generating various composite expressions, accurately generating target composite expressions [23]. Xue et al. incorporated evolutionary mechanisms into CycleGAN, continuously improving generator weight configurations and enhancing generated image quality and details through a channel attention mechanism [24].

Evolutionary mechanisms in generative adversarial network training can enhance stability, generative effects, and diversity. These improvements lead to increased efficiency and generative capacity in GANs. However, challenges remain, including selecting appropriate loss functions, designing effective network structures, and optimizing the efficiency of the evolutionary algorithms.

3. Proposed Method

Contemporary deep learning methodologies for underwater image enhancement encounter challenges in processing multi-scale underwater images, particularly in addressing the varying physical properties inherent at different scales. This can lead to noise and unwanted artifacts in the generation process, further reducing image clarity and negatively impacting subsequent visual tasks.

To address these issues, we introduce a novel underwater image enhancement method, MEvo-GAN. As depicted in Figure 1, the MEvo-GAN network comprises two generators, namely $G_{X \rightarrow Y}$ and $G_{Y \rightarrow X}$, alongside two discriminators, namely $D_X$ and $D_Y$. Generator $G_{X \rightarrow Y}$ is tasked with transforming degraded underwater images into clear counterparts, whereas $G_{Y \rightarrow X}$ performs the inverse function. The discriminators, $D_X$ and $D_Y$, ascertain the authenticity of images produced by these generators.

Figure 1. General MEvo-GAN architecture.
In Figure 1, the double-headed arrows labeled “as close as possible” represent the various loss functions. These loss functions are designed to ensure that images transformed between domains maintain maximum similarity to the original version after a round-trip conversion. By minimizing the differences between the original and enhanced images, our approach achieves the ability to enhance images that are both sharp and retain the corresponding detail of the original image.

We propose a multi-scale generator that is more sensitive to image details. This multi-scale approach captures a wider range of features at different scales, enabling the network to more effectively extract complex features inherent in underwater images, such as changing light patterns and blurred underwater textures. The multi-scale generator achieves this by processing the input image through a number of different dilated convolution kernels, allowing it to focus on both fine detail and broader structural features, resulting in greatly improved recovery of image detail and structure.

Furthermore, by incorporating evolutionary algorithms, the parameters of the generator are gradually optimized during the training process. In each iteration, offspring with higher fitness are selected from the generators and used as parents for the next generation, progressively enhancing the network’s performance. This evolutionary process mirrors natural selection, improving the overall quality and robustness of the generated images.

3.1. Generators and Discriminators

The primary function of the generator is to convert degraded input images into clear underwater representations. For enhanced detail retrieval, the generator employs a multipath methodology in feature extraction, leveraging convolutional kernels of varied dimensions and sizes. This approach significantly mitigates computational load while concurrently augmenting processing speed. A deep residual contraction network is also used, which includes a deep residual network and a soft thresholding learning network function [25]. Soft thresholding is a nonlinear transformation method whose formula can be expressed as follows:

\[
f(x) = \begin{cases} 
    x - \lambda, & x > \lambda \\
    x + \lambda, & x < -\lambda \\
    0, & -\lambda \leq x \leq \lambda
\end{cases}
\]  

This function subtracts the absolute value of the signal from the threshold value, and when the absolute value is less than the threshold value, the output is zero. Such an operation effectively attenuates small fluctuations in the signal and retains larger signal changes, thus removing noise or unimportant fluctuations from the signal. Specifically, the soft thresholding function is applied after each residual block to ensure that all small noise fluctuations are effectively filtered out during feature extraction, while larger useful signals are retained. This approach not only helps to reduce noise but also enhances image details. After obtaining a series of thresholds, the soft threshold learning network achieves channel weighting, which reduces redundant information and helps to suppress the effects of noise. The innovation of these three path networks incorporates deep residual contraction networks in order to capture different levels of features and form a multi-scale, high-level semantic feature map.

The purpose of the discriminator is to differentiate whether the input enhanced images are real. The discriminator and generator engage in adversarial learning, prompting the generator to produce more realistic images, thereby improving the quality of the generated images. With a multi-scale discriminator structure, the global structure and local details of images are considered simultaneously, further enhancing the realism and fidelity of the generated images.
In summary, MEvo-GAN is able to extract valuable features from clear underwater images by utilizing multi-scale paths and depth residual shrinkage blocks, adeptly extracting valuable features from clear underwater images. These features are then reinfused into the generated images through a series of encoding, transforming, and decoding steps. Detailed generator and discriminator architecture as shown in Figure 2.

3.2. Genetic Algorithm

Genetic algorithms mimic the process of biological evolution by simulating the processes of natural selection, crossover, and mutation in order to optimize solutions and improve performance. There are three modules at the core of the genetic algorithm, namely G-Variations (mutation), G-Evaluation (evaluation), and G-Selection (selection). These modules are combined to optimize the parameters of the generator, as shown in Figure 3. With the genetic algorithm module, the network is able to gradually optimize the parameters of the generator during the training process, and the variations module enables the network to converge faster and adapt to different input situations, which enhances the stability and generalization of the network. The evaluation and selection modules combine underwater physical imaging characteristics to generate higher-quality and clearer underwater images.

In the evolutionary process, we randomly initialize a set of generators from an extensive parameter space. These generators constitute the initial set of parent generators. The parameters \( \theta \) of each generator are chosen by random distribution to ensure diversity in the parameter space. The initial parent generators can be represented as follows:

\[
\{ G_{X \rightarrow Y}(\theta_1^1), G_{X \rightarrow Y}(\theta_2^1), \ldots, G_{X \rightarrow Y}(\theta_J^1) \}, \{ G_{Y \rightarrow X}(\theta_1^2), G_{Y \rightarrow X}(\theta_2^2), \ldots, G_{Y \rightarrow X}(\theta_J^2) \}, \ldots
\]

where \( \theta_j^1 \) represents the parameter set for the \( j \)-th generator. Then, each parent generator \( (G_{X \rightarrow Y}(\theta_j^i) \text{ and } G_{Y \rightarrow X}(\theta_j^i)) \) produces \( M \) offspring through variation, resulting in the following:

\[
\{ G_{X \rightarrow Y}(\theta_1^j), G_{X \rightarrow Y}(\theta_2^j), \ldots, G_{X \rightarrow Y}(\theta_M^j) \}, \{ G_{Y \rightarrow X}(\theta_1^j), G_{Y \rightarrow X}(\theta_2^j), \ldots, G_{Y \rightarrow X}(\theta_M^j) \}, \ldots
\]

where \( \theta_j^m \) denotes the parameter set of the \( m \)-th offspring derived from the \( j \)-th parent. Thus, we generate a total of \( J \times M \) offspring generators for each generation. These offspring
are then evaluated, and the best-performing ones are selected as the new parents for the next generation as follows:

$$\{G_{X \rightarrow Y}(\theta_1^1), G_{X \rightarrow Y}(\theta_2^1), \ldots, G_{X \rightarrow Y}(\theta_J^1)\}, \{G_{Y \rightarrow X}(\theta_1^1), G_{Y \rightarrow X}(\theta_2^1), \ldots, G_{Y \rightarrow X}(\theta_J^1)\}.$$ 

Figure 3. General genetic algorithm architecture.

In the G-Variations module, three different mutation strategies are applied, each corresponding to different minimization objectives of the generator, namely G-minimax mutation, G-heuristic mutation, and G-least-square mutation, corresponding to a traditional GAN, Non-Saturated GAN (NS-GAN), and Least Squares GAN (LSGAN), respectively [26].

G-Minimax Mutation: This mutation strategy aims to minimize the difference between generated and real samples, making the generated samples more realistic. Its objective function is to minimize the Jensen–Shannon divergence between the generated samples and the real samples.

$$M^\text{minimax}_G = \frac{1}{2} \mathbb{E}_{z \sim p_z} [\log(1 - D(G_{\theta}(z)))]. \quad (2)$$

In Equation (2) and the equations that follow, $D$ is the discriminator, $G_{\theta}$ is the generator, $z$ is the noise sample, and $p_z$ is the noise distribution. It is evident that the G-minimax mutation is the most effective in terms of offspring development during the training process. However, this mutation fails when the discriminator can discriminate well between samples generated by the generator.

G-Heuristic variant: In contrast to the minimax mutation, the G-heuristic mutation is non-saturating when the discriminator effectively rejects the generated samples. This avoids the phenomenon of gradient vanishing.

$$M^\text{heuristic}_G = -\frac{1}{2} \mathbb{E}_{z \sim p_z} [\log(D(G_{\theta}(z)))]. \quad (3)$$

Nevertheless, G-heuristic mutation may result in instability and fluctuations in generative quality due to the pushing apart of data and model distributions.

G-Least-Square variant: The G-least-square mutation is effective in preventing gradient vanishing when the discriminator easily recognizes the generated samples. In addition, G-least-square mutations do not impose extremely high penalties for generating false samples, nor do they impose extremely low penalties for pattern dropping, thus helping to avoid mode collapse.

$$M^\text{ls}_G = \mathbb{E}_{z \sim p_z} [(D(G_{\theta}(z)) - 1)^2]. \quad (4)$$
Thus, three different mutations provide multiple training strategies for the generator. The overall goal is to optimize the generator’s parameters for effective and high-quality underwater image generation.

Then, each of the initial generators is evaluated using the G-Evaluation module. In the G-Evaluation module, we assess the quality and diversity of individual generators and decide the parents for the next generation. We introduce the Quality Fitness Score ($FG_q$), Underwater Image Quality Score ($FG_u$), and Diversity Fitness Score ($FG_d$), which consider the quality and diversity of the produced samples. The goal is to make informed decisions about the selection of parents for the next generation based on these evaluations.

**Quality Fitness Score ($FG_q$):** This score is used to evaluate the quality of generated samples by calculating the cumulative output of the generated samples across multiple discriminators.

$$FG_q = \mathbb{E}_{z \sim p_z}[D(G(\theta)(z))].$$ (5)

The Quality Fitness Score ($FG_q$) measures the acceptance level of the generated samples across the discriminators, representing how well the generator’s samples conform to the real distribution.

**Underwater Image Quality Score ($FG_u$):** The UCIQE (Underwater Color Image Quality Evaluation) is a metric specifically designed to assess the quality of underwater images [27]. It analyzes the color, clarity, and contrast of images to measure image quality. A higher overall UCIQE value indicates clearer images with higher contrast, more details, and better restoration effects.

**Diversity Fitness Score ($FG_d$):** This score is primarily used to assess the diversity of generated samples, i.e., the difference between the distributions of generated samples and real samples [28]. The formula for the diversity fitness score is expresses as follows:

$$FG_d = -\log \left| \nabla D - \mathbb{E}_{x \sim p_{data}}[\log D(x)] \right| - \mathbb{E}_{z \sim p_z}[\log \left( 1 - D(G(\theta)(z)) \right)].$$ (6)

The Comprehensive Fitness Score ($FG$) combines the Underwater Image Quality Score and the Diversity Fitness Score to holistically evaluate the performance of individual generators as follows:

$$FG = FG_q + \gamma FG_d + \eta FG_u,$$ (7)

where $\gamma$ and $\eta$ are weight coefficients used to balance the Underwater Image Quality Score and the Diversity Fitness Score. The Comprehensive Fitness Score is used to evaluate the performance of individual generators, determining which generators will be selected as parents for the next generation and continuously optimizing the generator’s parameters during the evolutionary process. This approach is in line with the evolutionary principles, guiding the selection of parents for the next generation in a way that enhances both the quality and diversity of the generated underwater images.

In the G-Selection module, the next generation’s parents are determined by comparing the fitness scores of individual generators. We use the $(\mu, \lambda)$ selection strategy, which is a variant of the selection process in evolutionary algorithms. This strategy balances exploration ($\mu$: parent population size) and exploitation ($\lambda$: offspring population size) by selecting the best individuals from both parent and offspring populations.

After sorting, $J$ individuals possessing the maximum fitness score can survive for the next evolution during adversarial training. This process is formulated as follows:

$$\theta^1, \theta^2, \ldots, \theta^J \leftarrow \theta_1^1, \theta_2^1, \ldots, \theta_J^1.$$ (8)

The pseudo-code of genetic algorithm involved in MEvo-GAN is shown in Algorithm 1.
Algorithm 1 The algorithm of MEvo-GAN

Require: The generators \( G_{X \rightarrow Y}, G_{Y \rightarrow X} \); the discriminators \( D_X, D_Y \); the number of iterations \( T \); the number of parents for Generators \( J \); the number of mutations for each generator \( M \); the hyper-parameter \( \gamma, \eta \) of fitness function of Generators.
1. Initialize \( G_{X \rightarrow Y} \)'s parameter \( \{ G_{X \rightarrow Y}(\theta^1), G_{X \rightarrow Y}(\theta^2), \ldots, G_{X \rightarrow Y}(\theta^l) \} \), initialize \( G_{Y \rightarrow X} \)'s parameter \( \{ G_{Y \rightarrow X}(\theta^1), G_{Y \rightarrow X}(\theta^2), \ldots, G_{Y \rightarrow X}(\theta^l) \} \).
2. Initialize \( D_X, D_Y \) parameters.
3. for \( t = 1 \) to \( T \) do
   4. Sample a batch of \( x_{\text{real}X} \sim P_{\text{data}} \).
   5. Sample a batch of \( z \sim P_z \), and generate a batch of \( x_{\text{fake}} \) with Generators.
   6. Update \( D_X, D_Y \) parameters.
7. end for
8. for \( j = 1 \) to \( J \) do
9. Sample a batch of \( z \sim P_z \).
10. for \( m = 1 \) to \( M \) do
11. \( G_{X \rightarrow Y}(\theta^l) \) and \( G_{Y \rightarrow X}(\theta^l) \) produce offspring \( G_{X \rightarrow Y}(\theta_m^l) \) and \( G_{Y \rightarrow X}(\theta_m^l) \) via Equation (2), Equation (3), and Equation (4) respectively.
12. end for
13. end for
14. Evaluate the \( J \times M \) evolved offspring of Generators via Equation (7).
15. Select the best-performing offspring \( \{ G_{X \rightarrow Y}(\theta_1^l), G_{X \rightarrow Y}(\theta_2^l), \ldots, G_{X \rightarrow Y}(\theta_{J}^l) \} \) for \( G_{X \rightarrow Y} \) and \( \{ G_{Y \rightarrow X}(\theta_1^l), G_{Y \rightarrow X}(\theta_2^l), \ldots, G_{Y \rightarrow X}(\theta_{J}^l) \} \) for \( G_{Y \rightarrow X} \) as the next generation’s parents of Generators.

3.3. Loss Functions

The loss functions comprise four main components, each playing different roles in training the generator and discriminator. By balancing these components, the generator is guided to produce the desired transformation results.

1. Adversarial loss is primarily used to train the generator and discriminator, enabling the generator to create realistic target-domain images and allowing the discriminator to distinguish between generated and real images. The loss function for the generator \( G \) is expressed as follows:

\[
\mathcal{L}_{\text{adv}}(G, D_Y) = \mathbb{E}_{x \sim P_{\text{data}}(x)} [\log D_Y(G(x))].
\]  

(9)

The loss function of the discriminator (D) usually consists of the following two parts: the loss for generated images and the loss for real images. The goal of these losses is to enable the discriminator to accurately distinguish between generated and real images. The loss function is expressed as follows:

\[
\mathcal{L}_{\text{adv}}(D_Y, G) = -\mathbb{E}_{y \sim P_{\text{data}}(y)} [\log D_Y(y)]
- \mathbb{E}_{x \sim P_{\text{data}}(x)} [\log (1 - D_Y(G(x)))].
\]

(10)

This indicates that the discriminator (D) aims to maximize this loss function while the generator (G) seeks to minimize it. By alternating optimization of the generator and discriminator’s losses during training, the generator gradually produces more realistic images, and the discriminator improves its discrimination capability. This adversarial training process leads to the generation of high-quality images.

2. Cycle consistency loss ensures that an image, after being transformed by the generator then reversed back, maintains its original form. This helps the generator learn the mapping between the source and target domains and prevents mode collapse. Cycle consistency loss consists of two parts—for transformations from the source to target domain and vice versa.

\[
\mathcal{L}_{\text{cyc}}(G, F) = \mathbb{E}_{x \sim P_{\text{data}}(x)} [\| F(G(x)) - x \|_1] 
+ \mathbb{E}_{y \sim P_{\text{data}}(y)} [\| G(F(y)) - y \|_1].
\]

(11)
Identity consistency loss ensures that the input image retains its own characteristics after being transformed by the generator, i.e., the input and generated images are similar to a certain extent. This helps reduce information loss during image transformation.

\[
L_{\text{idt}}(G,F) = E_{y \sim p_{\text{data}}}(y) \left[ \|G(y) - y\|_1 \right] + E_{x \sim p_{\text{data}}}(x) \left[ \|F(x) - x\|_1 \right].
\]

To further improve image quality, perceptual loss is introduced to reduce detail loss, improve image blur, and make enhanced images more realistic. The VGG network is trained on large-scale datasets such as ImageNet, making it visually perceptive for feature extraction. The use of VGG loss ensures that the generated images are visually perceived to be consistent with the real images, thus enhancing the subjective quality of the images.

\[
L_{\text{VGG}} = \sum_{l=1}^{L} w_l \| \phi_l(G(x)) - \phi_l(y) \|_1.
\]

Both the generated image \(G(x)\) and the target image \(y\) are input into the VGG network to extract feature mappings at various layers. Then, the L1 distance between these mappings is calculated as the VGG loss. By minimizing this loss, results closer to the real image in terms of perception are obtained.

\[
L_G = L_{\text{adv}}(G, D_Y) + \lambda_{\text{cyc}} L_{\text{cyc}}(G, F) + \lambda_{\text{idt}} L_{\text{idt}}(G, F) + \lambda_{\text{vgg}} L_{\text{vgg}}(G, F).
\]

Here, \(\lambda_{\text{cyc}}, \lambda_{\text{idt}},\) and \(\lambda_{\text{vgg}}\) are hyperparameters controlling the weights of cycle consistency, identity consistency, and perceptual losses, respectively. The overall generator loss balances these various parts, guiding the generator to learn the necessary transformations.

4. Experimental Results and Analysis

4.1. Datasets

We used publicly available underwater image enhancement datasets EUVP [29], UIEB [30], and UFO-120 [31]. These datasets were carefully chosen for their diverse characteristics, allowing us to comprehensively train and test MEvo-GAN across a range of underwater imaging conditions.

The EUVP dataset includes a wide range of underwater images, both paired and unpaired. These images were taken with seven different cameras and cover various scenarios, such as marine exploration and human–robot cooperation. The dataset is diverse in terms of visibility conditions and locations, making it a realistic representation of underwater environments. It also includes images from public YouTube videos, showcasing different water types and lighting conditions. The EUVP dataset is divided into the following three subsets: synthesized underwater dark-scene images, degraded underwater images generated using ImageNet, and authentic underwater-scene images. We randomly selected 80% of the dataset for training and kept the remaining 20% for testing.

The UIEB dataset encompasses 890 pairs of underwater images, each vividly illustrating various underwater scene degradations, such as insufficient lighting and blurriness. Unique to this dataset is that each image pair includes an original, unenhanced image alongside a high-quality reference image. These reference images were carefully curated and enhanced using various algorithms, providing a valuable benchmark for image quality. In line with our data handling protocol, 80% of the UIEB dataset was randomly selected for the training of MEvo-GAN, with the remaining 20% allocated for testing.

Lastly, the UFO-120 dataset, comprising 120 underwater light fields, primarily consists of images captured across different marine environments and time periods. This dataset highlights the complexity and diversity inherent in underwater environments, making it an ideal tool for testing the adaptability of MEvo-GAN. Unlike the other datasets, UFO-120 is primarily utilized for testing, providing a robust platform to evaluate the effectiveness of MEvo-GAN in real-world scenarios. By training and testing MEvo-GAN with these diverse datasets, we gained a comprehensive understanding of the algorithm’s perfor-
mance and its potential for practical application in the processing of images of real-world marine environments.

4.2. Training Details

In our network training setup, we categorized the images into the following two sets: degraded underwater images in the TrainA folder and clearer counterparts in the TrainB folder. This organization streamlined the training process without separating generator and discriminator training phases. To optimize the training for both speed and memory efficiency, we adjusted the input sample size to a resolution of $256 \times 256$ pixels. Moreover, we set the batch size to 1 and defined the training duration as 200 epochs, balancing computational demands with performance. The implemented evolutionary algorithm included a specification of three offspring per generation, coupled with the adaptiveness parameters, set at values of 1 and 0.1, respectively. These settings were chosen to effectively balance exploration and exploitation in the learning process. For visual analysis and progress tracking, we employed the Visidom tool, which enabled us to periodically save and visualize the reconstruction results every five iterations. This approach provided a more intuitive monitoring of the network’s learning trajectory. During the testing phase of the network model, we designed the system to allow for flexible adjustment of the input sample size to accommodate various testing scenarios. The initialization of parameters was conducted using the Kaiming algorithm, a method known for its effectiveness in neural network initialization. In all our experiments, we utilized the Adam optimizer, a widely used optimization algorithm in machine learning, setting the initial learning rates for the generator and discriminator at $1 \times 10^{-3}$ and $2 \times 10^{-3}$, respectively, to achieve a balanced optimization. Training parameters $\lambda_{vgg}$, $\lambda_{cyc}$, and $\lambda_{idt}$ were meticulously set at 1, 12, and 0.6, respectively, after careful consideration of their impact on the network’s performance in terms of feature extraction, cycle consistency, and identity mapping.

4.3. Comparison of Visual Quality of Enhancement

In this section, detailed experimental results of MEvo-GAN are provided and compared with existing underwater enhancement algorithms. Tests included the EUVP, UIEB, and UFO-120 datasets, demonstrating MEvo-GAN’s performance in various underwater environments.

The color chart recovery test evaluated MEvo-GAN’s effectiveness in underwater image color correction using color chart recovery. Based on a distortion-free color chart that undergoes color degradation due to complex underwater imaging environments, the processing of degraded images validated the method’s color restoration effectiveness. Color Fidelity Error (CFE) was used to quantify results, measuring the color difference between enhanced and original color chart images. A lower CFE value indicates better color restoration. The results of a comparison of MEvo-GAN with classical methods are shown in Figure 4.

In the color chart recovery test, UDnet [32] generally resulted in darker images. CWR [33] and FunieGAN [34] caused intermingling of color tones, with some overexposure effects affecting actual perception. Shallow-UWnet [35] and URSCT [36] produced images with a general grayish tone, with shallow color information recovery. UGAN [37] and WaterNet restored the color chart image more naturally but with lower distinction in the same color series. RAUNet [38] showed natural color restoration but with uneven color in some blocks. In contrast, MEvo-GAN displayed bright colors with clear distinction among various color series in the color chart images, such as higher contrast in dark blocks, closely resembling the real color chart, offering a good visual effect, and having the smallest CFE index, making it closer to the standard color chart image. Comparative images before and after enhancement are shown in Figure 5. FunieGAN, CWR, and UDnet increased the brightness of enhanced images but were not effective in removing color bias, as especially noticeable in some images with areas of over-enhancement leading to color distortion. Shallow-UWnet and WaterNet effectively removed color bias but were not as effective in removing blurriness. UGAN and URSCT were effective in removing color bias...
in underwater images, making the colors more natural and maintaining brightness well. However, compared to MEvo-GAN, their restored colors were still not as realistic and vivid. In some areas, URSCT-treated images still had slight blurriness or obstructions, not achieving complete clarity. RAUnet appeared to restore colors naturally without significant color distortion. Clarity and contrast were moderately improved, but there was still room for improvement in some areas. In contrast, MEvo-GAN not only successfully removed color bias and blurriness but also excellently restored image brightness and details. The color restoration appeared both natural and vivid, especially in red and blue recovery, making underwater images truer to life and clear.

![Results of the 9-method color-card recovery experiment (CFE indicator in the upper left of the image).](image1)

![Visual comparison of enhancements of images from the EUVP, UIEB, and UFO-120 datasets.](image2)

Then, we compared MEvo-GAN with other mainstream underwater image enhancement methods in terms of various evaluation metrics. As shown in Table 1, MEvo-GAN demonstrated superior performance in metrics like PSNR, SSIM, and UCIQE, especially excelling in the UCIQE index, indicating its significant advantage in improving the overall quality of underwater images that other methods did not have.
Table 1. Comparison on UIEBD, EUVP, and UFO-120 datasets. The best and second-best scores are indicated in red and blue, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>UIEBD</th>
<th>EUVP</th>
<th>UFO-120</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>UCIQE</td>
</tr>
<tr>
<td>UGAN</td>
<td>19.4947</td>
<td>0.7496</td>
<td>0.6476</td>
</tr>
<tr>
<td>WaterNet</td>
<td>21.1659</td>
<td>0.8290</td>
<td>0.6414</td>
</tr>
<tr>
<td>FunieGAN</td>
<td>16.3028</td>
<td>0.7045</td>
<td>0.6434</td>
</tr>
<tr>
<td>CWR</td>
<td>16.8157</td>
<td>0.7451</td>
<td>0.5334</td>
</tr>
<tr>
<td>Shallow-UWnet</td>
<td>16.9228</td>
<td>0.6857</td>
<td>0.5457</td>
</tr>
<tr>
<td>UDnet</td>
<td>18.3965</td>
<td>0.7959</td>
<td>0.5509</td>
</tr>
<tr>
<td>URSCT</td>
<td>17.8031</td>
<td>0.6609</td>
<td>0.5432</td>
</tr>
<tr>
<td>RAUnet</td>
<td>22.9179</td>
<td>0.8148</td>
<td>0.6467</td>
</tr>
<tr>
<td>Ours</td>
<td>21.2758</td>
<td>0.8662</td>
<td>0.6597</td>
</tr>
</tbody>
</table>

4.4. Multi-Scale Visualization

MEvo-GAN implements a multi-branch architecture that integrates convolutional kernels of various sizes and layers of different depths to capture features on multiple scales, thus enhancing image detail. Specifically, the model contains several sub-models, like conv1, conv2, conv3, and conv4, which apply $3 \times 3$, $1 \times 1$, and $5 \times 5$ dilated convolutional kernels, capturing local details and comprehensive contextual information from larger areas. Additionally, the inclusion of a deep residual shrinkage network helps further improve feature extraction efficiency.

Figure 6 illustrates the feature maps generated by these sub-models. A detailed observation of these maps reveals the specialized functions of each sub-model. Conv1 is adept at extracting texture and structural information, playing a pivotal role in restoring details that are often lost in underwater haziness, particularly around object edges and textures. Conv2 is tailored to the extraction of local features, thereby sharpening image detail and enhancing contrast. This enhancement is crucial in making underwater objects more discernible and visually striking. Conv3 produces a binarized effect, concentrating mainly on prominent contours and shapes within the image. This functionality is key to improving the distinction between foreground and background elements, thus highlighting the subject matter more effectively. Conv4, on the other hand, is primarily responsible for capturing color information and luminance levels. This capability is vital for reinstating the original colors of underwater images and for optimizing their dynamic range. The ‘result’ feature map is a synthesis of the outputs from these four sub-models. This collective integration harnesses their individual strengths, leading to a marked enhancement in image details, contrast, saturation, and color fidelity. When compared to the final ‘output’, it is evident that this structured, multi-scale approach significantly enriches the quality and realism of the output images.

4.5. Ablation Study

To rigorously evaluate the effectiveness of MEvo-GAN and the contributions of its individual components, we executed an ablation study. This process involved the sequential removal of critical elements within MEvo-GAN, namely the multi-scale network, the evolutionary mechanism, and the VGG loss function.

As shown in Table 2, the intact MEvo-GAN configuration demonstrates superior performance across all evaluated metrics, clearly highlighting the significant contributions of the integrated components. Notably, the ablation experiments brought to light instances of gradient explosion in configurations lacking the evolutionary mechanism. This finding underscores the mechanism’s pivotal role in bolstering training stability, as depicted in Figure 7.
Figure 6. Visualization of feature maps.

Table 2. Comparison of different models on PSNR, SSIM, and UCIQE metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>PSNR</th>
<th>SSIM</th>
<th>UCIQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>-w/o multiscale network</td>
<td>19.0107</td>
<td>0.7950</td>
<td>0.6053</td>
</tr>
<tr>
<td>-w/o Evo mechanism</td>
<td>20.0486</td>
<td>0.8352</td>
<td>0.5694</td>
</tr>
<tr>
<td>-w/o VGG loss</td>
<td>20.8675</td>
<td>0.8251</td>
<td>0.6420</td>
</tr>
<tr>
<td>MEvo-GAN</td>
<td>21.2758</td>
<td>0.8662</td>
<td>0.6597</td>
</tr>
</tbody>
</table>

Figure 7. Example of gradient explosion phenomenon during training without integration of evolutionary mechanism. (a) Original image; (b) training image without incorporation of evolutionary mechanism; (c) MEvo-GAN.

Additionally, we employed the SIFT detection algorithm to compare feature point matching before and after image enhancement, as illustrated in Figure 8. When using the SIFT detection algorithm, a higher number of matched feature points indicates that
the generation process preserves many key features of the original image, resulting in higher image clarity. The data presented in Figure 8 demonstrate that MEvo-GAN exhibits superior feature-point retention capability.

Moreover, the omission of either the multi-scale network or the VGG perceptual loss function markedly diminished the quality of the resultant images. Specifically, in real underwater environments, images produced without the multi-scale network exhibited noticeable blurriness, particularly in finer details. Similarly, the absence of VGG perceptual loss led to issues like excessive color saturation and texture loss. MSE and MAE losses often result in the generated image being too smooth and lacking in detail and texture. VGG losses retain more detail and texture information, making the generated image visually sharper and more realistic. In contrast, the complete MEvo-GAN architecture synergistically combines these components to yield images that closely resemble real underwater scenes in color accuracy and detail clarity. The visual comparison of the enhancement effects of different ablation models is shown in Figure 9.

Figure 8. Enhancement effect feature point matching for different ablation models and the full MEvo-GAN model. (a) – w/o-VGG loss; (b) – w/o-multiscale network; (c) MEvo-GAN.

The results from the ablation study affirm the significant contribution of each component in MEvo-GAN towards its overall efficacy in underwater image enhancement tasks. A notable highlight is MEvo-GAN’s exceptional performance in the Underwater Color Image Quality Evaluation (UCIQE) metric, where it substantially outperforms existing methods. This achievement underscores MEvo-GAN’s advanced capability in significantly enhancing underwater image quality by effectively reducing color biases and blurriness, improving brightness, and restoring intricate details.

Figure 9. Visual comparison of the enhancement effects of different ablation models and the full MEvo-GAN model. (a) Original image; (b) – w/o-VGG loss; (c) – w/o-multiscale network; (d) MEvo-GAN.
5. Conclusions

The Multi-scale Evolutionary Generative Adversarial Network (MEvo-GAN) has demonstrated remarkable capabilities in enhancing underwater images. Its innovative integration of adversarial learning with evolutionary strategies enables effective multi-scale image processing and optimization. This approach has led to substantial improvements in the visual quality of underwater images. Compared to previously popular methods, MEvo-GAN performed particularly well in the UCIQE metric, which comprehensively evaluates multiple aspects of the image, such as color balance, contrast, and clarity. This further verifies the significant advantages of MEvo-GAN in enhancing the quality of underwater images.

Notably, while MEvo-GAN exhibits exceptional proficiency in color reproduction, it is recognized that the full spectrum of its capabilities in enhancing overall underwater image quality is yet to be fully tapped. Future research endeavors will focus on this aspect, aiming to further elevate the model’s efficacy. This will involve delving into optimization of the model structure and integrating attention mechanisms to refine the restoration of image details.

In summary, MEvo-GAN represents a significant stride forward in the realm of underwater image enhancement, thanks to its synergistic use of deep learning and evolutionary strategies. Building upon the robust framework of MEvo-GAN, our future objectives are twofold—to extend the application of this methodology into a broader spectrum of related tasks and to refine the quality of training datasets specific to MEvo-GAN. Specifically, through meticulous selection and fine tuning of hyperparameters such as $\lambda_{vgg}$, $\lambda_{cyc}$, and $\lambda_{idt}$, alongside the incorporation of additional evolutionary algorithms, we anticipate further enhancement of MEvo-GAN’s performance and elevation of the level of detail and overall image quality. This strategic approach is anticipated to substantially enhance the overall visual quality and efficiency of MEvo-GAN. Through these advancements, our aim is to not only elevate MEvo-GAN’s current capabilities but also to expand its range of practical applications. Such developments are expected to contribute significantly to the field of image processing, highlighting MEvo-GAN’s role as a versatile and impactful tool in this domain.
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