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Abstract: Considering the nonlinear and non-stationary characteristics of sea-level-change time series, this study focuses on enhancing the predictive accuracy of sea level change. The adjacent seas of China are selected as the research area, and the study integrates singular spectrum analysis (SSA) with long short-term memory (LSTM) neural networks to establish an SSA-LSTM hybrid model for predicting sea level change based on sea level anomaly datasets from 1993 to 2021. Comparative analyses are conducted between the SSA-LSTM hybrid model and singular LSTM neural network model, as well as (empirical mode decomposition) EMD-LSTM and (Complete Ensemble Empirical Mode Decomposition with Adaptive Noise) CEEMDAN-LSTM hybrid models. Evaluation metrics, including the root mean square error (RMSE), mean absolute error (MAE), and the coefficient of determination ($R^2$), are employed for the accuracy assessment. The results demonstrate a significant improvement in prediction accuracy using the SSA-LSTM hybrid model, with an RMSE of 5.26 mm, MAE of 4.27 mm, and $R^2$ of 0.98, all surpassing those of the other models. Therefore, it is reasonable to conclude that the SSA-LSTM hybrid model can more accurately predict sea level change.
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1. Introduction

Affected by global warming, melting polar glaciers, and the thermal expansion of ocean waters, the global sea level is rising rapidly, posing significant impacts on human society’s survival and development, and this has become a hot topic of discussion globally [1]. From 1993 to 2022, the regional sea level along the China coasts has shown an overall accelerating upward trend, with a mean rising rate of 4.0 mm/a, higher than the global mean sea level change rate of 3.55 mm/a (provided by Archiving, Validation, and Interpretation of Satellite Oceanographic data, AVISO) during the same period [2]. With a coastline stretching 18,000 km along the China mainland, the coastal zone has a high population density, rapid urban development, and abundant marine resources. The rising sea level will potentially pose significant risks to human activities, economic development, and marine ecological environments in coastal areas [3]. Therefore, in-depth research on the rising trend of sea level changes and predicting their future change, as well as enhancing prediction accuracy, holds crucial significance for the future infrastructure development and ecological environment protection of China’s coastal regions.

Sea-level-change prediction can normally be divided into two categories: climate-driven model prediction [4,5] and mathematical statistics prediction [6]. The climate model prediction methods normally consider the interactions of various factors, such as
atmosphere, land, and oceans, making it more suitable for global and large-scale ocean prediction. However, these models entail extensive computational efforts, are time-consuming, and pose practical operational challenges. Compared to the climate-driven models, mathematical statistics prediction is the commonly used method to predict sea level change, which predicts future change through the analysis and modeling of long-term historical observation data. Nevertheless, the prediction accuracy of these mathematical statistics methods needs further improvement due to some factors, such as the quality and time span of observation data, processing methods, and model assumptions.

In fact, sea-level-change series often exhibit nonlinear and non-stationary characteristics. Consequently, signal decomposition methods, such as empirical mode decomposition (EMD) [7], Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) [8,9], and singular spectrum analysis (SSA) [10], have gradually been applied to sea-level-change prediction [11–14]. Compared with EMD, SSA is a digital-signal-processing-based method that not only decomposes nonlinear trends from time series data but also overcomes the limitation of sinusoidal wave assumptions. It enhances the identification of periodic signals, particularly suitable for the analysis and prediction of time series data with periodic variations. With the continuous development of artificial intelligence, many researchers have begun utilizing various machine learning and deep learning algorithms for time series prediction, such as support vector machines (SVM) [15], backpropagation (BP) neural networks [16], and long short-term memory (LSTM) neural networks [17]. LSTM, as a typical algorithm in deep learning, is a type of recurrent neural network (RNN) structure commonly used to address the issues of vanishing and exploding gradients that may occur during the training process of traditional RNNs [18]. LSTM excels at handling long-term dependencies in sequence data, making it well-suited for modeling problems involving long-term sequential dependencies. Zhao et al. [19] combined a long short-term memory (LSTM) neural network with SSA to establish an SSA-LSTM hybrid model and found that the prediction accuracy of the SSA-LSTM hybrid model was significantly improved compared with that of the LSTM neural network. Tur et al. [20] used machine learning to predict the sea level and proposed a method to predict sea level changes using sea level height and meteorological factor observations on the tide gauge in Antalya Port, Türkiye. Balogun et al. [21] used machine learning and deep learning techniques to predict sea level changes along the western coastline of the Malaysian Peninsula. Four scenarios of different combinations of variables were used to train ARIMA, SVR, and LSTM neural network models.

Combining the advantage of SSA for extracting the information features of sea level changes and the better prediction advantage of LSTM neural networks, this study proposes an SSA-LSTM prediction model, which is used to analyze and predict regional mean sea level changes in the China adjacent seas, aiming to improve the prediction accuracy of sea level change. The rest of this paper is organized as follows: adopted datasets and methods are briefly presented in Section 2. Results and Discussion are carried out in Sections 3 and 4, respectively, and then conclusions are given in Section 5.

2. Materials and Methods

2.1. Adopted Datasets

The monthly mean sea level anomaly products with a spatial resolution of 0.25° × 0.25°, provided by AVISO (https://www.aviso.altimetry.fr/en/data/products/sea-surface-height-products/global.html, accessed on 16 September 2023), covering the adjacent seas of China (0° N–45° N, 105° E–135° E), are adopted from January 1993 to December 2021. Considering the influence of different latitudes and longitudes on grid data, a method of latitude and longitude area weighting is employed to calculate the regional mean sea level change. The latitude and longitude area weighting method is as follows:

\[ S = R^2(\theta_2 - \theta_1)(\sin(\phi_2 - \phi_1)) \] (1)
where \( \varphi_1 \) and \( \varphi_2 \) represent the positions of both the northern and the southern boundaries of the grid point cells, respectively, while \( \theta_1 \) and \( \theta_2 \) denote both the eastern and the western boundaries of the grid point cells, respectively, all given in radian values. \( R \) represents the radius of the Earth, and \( S \) stands for the area of a single grid cell. \( H_{ij}^0 \) and \( H_{ij}^{ij} \) represent the sea level anomaly values before and after latitude and longitude weighting, respectively. \( H_l \) represents the regional mean sea level change, with \( (t = 1, 2, 3, \ldots, n) \), where \( n \) denotes the number of months.

After regional averaging, a 29-year (348 months) sea-level-change time series for China adjacent seas was obtained, as shown in Figure 1. The least squares method is used to linearly fit the time series of sea level change in the adjacent seas of China from 1993 to 2021, and the annual change rate is 4.09 ± 0.26 mm/a (Figure 1). In order to better describe the sea-level-change datasets after the regional average, some statistical data of the datasets were obtained, such as the maximum (Max), minimum (Min), average, standard deviation (SD), and skewness. Table 1 shows the statistical results.

![Figure 1](image_url)

**Figure 1.** Regional mean-sea-level-change series in the China adjacent seas and its linear trend for the period from 1993 to 2021.

<table>
<thead>
<tr>
<th>Index</th>
<th>Max (mm)</th>
<th>Min (mm)</th>
<th>Average (mm)</th>
<th>SD (mm)</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>185.54</td>
<td>-98.83</td>
<td>41.09</td>
<td>52.85</td>
<td>-0.12</td>
</tr>
</tbody>
</table>

### 2.2. Singular Spectrum Analysis Method

SSA is based on the singular value decomposition (SVD) of a specific matrix constructed from the time series, which can extract signals of different components from a time series. This paper considers applying the SSA algorithm to the field of sea-level-change prediction to achieve the stabilization of the average sea-level-change time series. Let \( x = (x_1, x_2, \ldots, x_N) \) be a time series of length \( N \) \((N > 1)\), where \( x \) is a non-zero sequence. Let an integer \( L \) \((1 < L < N)\) represent the window length, and \( K = N - L + 1 \). The specific procedures of the SSA algorithm can be divided into the following four steps:

**Step 1: Embedding.**

\[
H_{ij}^1 = H_{ij}^0 \left( \frac{S_{ij}}{\sum_j \sum_i S_{ij}} \right) \tag{2}
\]

\[
H_l = \sum_i \sum_j H_{ij}^1 \tag{3}
\]
The original time series is mapped into a sequence of vectors with a length of \( L \), forming \( K = N - L + 1 \) vectors with a length of \( L \). These vectors constitute the trajectory matrix \( X \).

\[
X = [X_1, X_2, \ldots, X_K] = (x_{ij})_{i,j=1}^{L,K} = \begin{bmatrix}
x_1 & x_2 & \cdots & x_K \\
x_2 & x_3 & \cdots & x_{K+1} \\
\vdots & \vdots & & \vdots \\
x_L & x_{L+1} & \cdots & x_N
\end{bmatrix}
\]  

(4)

Step 2: Decomposition.

The trajectory matrix \( X \) is subjected to singular value decomposition (SVD), and the results are arranged in descending order. Let \( S = XX^T \), \( \lambda_1, \lambda_2, \ldots, \lambda_L \) be the eigenvalues of \( S \), and \( \lambda_1 \geq \ldots \geq \lambda_L \geq 0 \). In this case, the trajectory matrix \( X \) can be decomposed as follows:

\[
X = X_1 + X_2 + \ldots + X_d
\]

(5)

where \( d = \text{rank}(X) = \max(i, \lambda_i > 0) \) is the number of non-zero singular values of \( X \). \( X_i = \sqrt{\lambda_i} U_i V_i^T \) is elementary matrices obtained from the singular value decomposition. \( V_i \) represents the right singular vectors of \( X \). \( U_i \) represents the left singular vectors of \( X \).

Step 3: Grouping.

Partition the index set \( \{1, \ldots, d\} \) into \( p \) mutually disjoint subsets \( l_1, l_2, \ldots, l_p \).

\[
X = X_{l_1} + X_{l_2} + \ldots + X_{l_p}
\]

(6)

where \( X_{l_j} \) is the subset matrix of linearly independent trajectory matrices obtained after grouping elementary matrices.

Step 4: Diagonal mean.

By utilizing diagonal averaging, each matrix \( X_{ij} \) in Equation (4) is reorganized to obtain a new time series of length \( N \). Let \( V \) be an \( L \times K \) matrix with elements \( v_{ij} \), where \( 1 \leq i \leq L \) and \( 1 \leq j \leq K \). Define \( L_{\text{new}} = \min(L, K) \) and \( K_{\text{new}} = \max(L, K) \). If \( L < K \), then \( v_{ij} = v_{ij} \); otherwise, \( v_{ij} = v_{ji} \). By employing the following Equation (7) for diagonal averaging, the matrix \( V \) can be transformed into the time series as \( v_1, v_2, \ldots, v_N \).

\[
v_k = \begin{cases} 
\frac{1}{K} \sum_{m=1}^{k} v_{m,k-m+1} & 1 \leq k \leq L_{\text{new}} \\
\frac{1}{L_{\text{new}}} \sum_{m=1}^{L_{\text{new}}} v_{m,k-m+1} & L_{\text{new}} \leq k \leq K_{\text{new}} \\
\frac{1}{N-k+1} \sum_{m=k-K_{\text{new}}+1}^{N} v_{m,k-m+1} & K_{\text{new}} \leq k \leq N
\end{cases}
\]

(7)

2.3. LSTM Neural Network

The LSTM neural network, initially proposed by Hochreiter and Schmidhuber [22], is a special type of recurrent neural network capable of effectively addressing the issue of long-term dependencies in information, avoiding the problems of vanishing or exploding gradients. It is suitable for handling and predicting significant events with long intervals and delays in time series data. LSTM comprises memory cells that can retain information over longer time intervals. These cells feature three gates: the input gate, output gate, and forget gate. These gates control the flow of information into and out of the memory cells, enabling LSTM to selectively remember or forget information. The specific principles of LSTM neural networks are presented as follows.

In the forget gate, unnecessary information can be chosen to be eliminated. It utilizes the output \( h_{t-1} \) of the previous layer and the newly added input \( x_t \) of the current layer as inputs, employing a sigmoid activation function, and \( f_t \) as the output. The formula is as follows:

\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)
\]

(8)
The input gate consists of two parts: one part is a sigmoid activation function, which outputs $i_t$, and the other part is a tanh activation function, which outputs $\tilde{C}_t$. The formula is as follows:

$$i_t = \sigma(W_i[h_{t-1}, x_t] + b_i)$$  

(9)

$$\tilde{C}_t = \tanh(W_C[h_{t-1}, x_t] + b_C)$$  

(10)

Through the calculations of the above two steps, we can compute the update value $C_t$ of the cell state at time $t$, denoted as $C_t$. $C_t$ represents the amount of new information to retain. The formula is as follows:

$$C_t = i_t \tilde{C}_t + f_t C_{t-1}$$  

(11)

The output gate is utilized to adjust the final output quantity of the cell state for that layer. Obtain $o_t$ using the sigmoid activation function; then, multiply $o_t$ by $C_t$, processed through the tanh activation function, to obtain the output $h_t$ of this layer.

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)$$  

(12)

$$h_t = o_t \tanh(C_t)$$  

(13)

where $W_f$, $W_i$, and $W_o$ represent the weight matrix. $b_f$, $b_i$, $b_o$ represent the bias matrix.

2.4. SSA-LSTM

Based on the non-stationary and nonlinear characteristics exhibited by the sea-level-change time series, a SSA-LSTM hybrid prediction model was constructed in this study to analyze and predict the sea level change in the China adjacent seas. This approach significantly enhances the prediction accuracy for the non-stationary time series. The specific procedures are illustrated in Figure 2.

![SSA-LSTM Model](image)

**Figure 2.** The flowchart of SSA-LSTM hybrid prediction model.

Initially, the sea-level-change time series is decomposed by SSA to isolate the total time series as several components, such as the long-term trend, periods, and noise. This decomposition effectively transforms the non-stationary sea-level-change series into several
relatively stationary sub-series, thereby reducing the complexity of the sea-level-change
time series across multiple time scales. Subsequently, during the prediction process of
the LSTM neural network model, a sliding window time series prediction method [23] is
applied to establish an LSTM neural network prediction model. This model predicts each
component using LSTM neural networks separately. Finally, all predicted results are added
to obtain the final prediction result.

2.5. Evaluation Indices

To evaluate the prediction accuracy of the developed models, three evaluation indices,
including the root mean square error (RMSE), mean absolute error (MAE), and coefficient
of determination $R^2$, are adopted. $R^2$ reflects the quality of model fitting. A higher $R^2$ value
closer to 1 indicates a better model fit. RMSE is estimated as the square root of the ratio
of the sum of squared differences between predicted and true values to the number of
observations. MAE is the average of the absolute differences between predicted and true
values, providing a better reflection of the actual errors in the predictions. The equations
for calculating $R^2$, RMSE, and MAE are presented as follows:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} (y_{\text{mean}} - y_i)^2}
\]

where $\hat{y}_i$ represents the predicted values. $y_i$ represents the true values.

3. Results

3.1. Utilization of SSA

As mentioned earlier, sea level changes are influenced by multiple factors and ex-
hibit characteristics, such as non-linearity, non-stationarity, and multi-scale variations.
Decomposition–reconstruction methods can effectively reduce the complexity of the origi-
nal sequence, thereby improving prediction accuracy. Prior to conducting SSA on the
sea-level-change series, it is necessary to determine the window length. In this study,
we utilized autocorrelation analysis to analyze the original time series [24], as shown in
Figure 3. It is evident from the analysis that the sea-level-change series exhibits a significant
periodic variation with a 12-month cycle. Therefore, the window length was set to 12 based
on this observation.

Based on the autocorrelation analysis results, a window length of 12 was determined
to construct the trajectory matrix. As illustrated in Figure 4, the frequency domain of the
SSA-transformed time modal sub-series appears stable. By conducting a least-squares
linear fitting analysis on the long-term trend of the first reconstructed component RC1,
the estimated regional mean sea-level-change rate is $3.95 \pm 0.13$ mm/a for the China
adjacent seas, with a smaller $0.14$ mm/a than $4.09 \pm 0.26$ mm/a (Figure 1) derived from
the original sea-level-change series for the period from 1993 to 2021, due to the impact of
other components, especially the periodic signal.
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As mentioned earlier, sea level changes are influenced by multiple factors and exhibit characteristics, such as non-linearity, non-stationarity, and multi-scale variations. Decomposition-reconstruction methods can effectively reduce the complexity of the original sequence, thereby improving prediction accuracy. Prior to conducting SSA on the sea-level-change series, it is necessary to determine the window length. In this study, we utilized autocorrelation analysis to analyze the original time series [24], as shown in Figure 3. It is evident from the analysis that the sea-level-change series exhibits a significant periodic variation with a 12-month cycle. Therefore, the window length was set to 12 based on this observation.

Figure 3. Result of autocorrelation analysis of the original sea-level-change series.

Based on the autocorrelation analysis results, a window length of 12 was determined to construct the trajectory matrix. As illustrated in Figure 4, the frequency domain of the SSA-transformed time modal sub-series appears stable. By conducting a least-squares linear fitting analysis on the long-term trend of the first reconstructed component RC1, the estimated regional mean sea-level-change rate is 3.95 ± 0.13 mm/a for the China adjacent seas, with a smaller 0.14 mm/a than 4.09 ± 0.26 mm/a (Figure 1) derived from the original sea-level-change series for the period from 1993 to 2021, due to the impact of other components, especially the periodic signal.

By performing frequency spectrum analysis on RC1 to RC12, sequentially, we identify the main periods associated with each component. When calculating the frequency axis, it is assumed that the unit time interval is 1. The RC1 to RC6 components have a significant main period, and RC7 to RC12 have no obvious main period, so the spectral period plots of the first six RC components are given, as shown in Figure 5. The red dots represent the main period, and the red numbers are the coordinates of the X axis. For RC1, the main period is 111 months (9.3 year), with additional periods of 50 months (4.2 year) and 29 months (2.4 year). These cyclical changes may reflect some physical phenomena [25,26]. The 9.3-year period likely reflects changes in lunar declination. The 4.2-year period variations may be associated with the El Niño-Southern Oscillation (ENSO) events occurring at intervals of 3 to 7 years. The 2.4-year period corresponds to oscillations with a 2- to 3-year cycle, primarily influenced by hydrological and meteorological factors along the China coast. RC2 and RC3 exhibit a main period of the annual cycle, indicative of pronounced annual variations. RC4, RC5, and RC6 all display a primary period of 6 months, associated with a semi-annual cycle, where RC4 exists for a 2.4-year cycle.

Figure 4. The reconstructed components of sea-level-change series using the SSA approach.

3.2. Regional Mean Sea Level Change Prediction Using the SSA-LSTM Model

To predict the regional mean sea level changes, this study adopts a sliding window LSTM neural network prediction method. Specifically, the historical sea-level-change data...
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Figure 4. The reconstructed components of sea-level-change series using the SSA approach. Figure 5. The spectral periods of RC1–RC6.

3.2. Regional Mean Sea Level Change Prediction Using the SSA-LSTM Model

To predict the regional mean sea level changes, this study adopts a sliding window LSTM neural network prediction method. Specifically, the historical sea-level-change data from the preceding 12 months are utilized to predict the sea level change for the current month. The sea-level-change datasets spanning 348 months are divided into two parts: a training set and a test set. The first 278 months of data (from January 1993 to February 2016, approximately 80% of the data) are used for training, while the subsequent 70 months of data (from March 2016 to December 2021, approximately 20% of the data) are used for testing. To ensure effective model training and prevent divergence during training, the training and testing data are standardized before input. The grid search algorithm was used to optimize the hyperparameters. The grid search algorithm is a kind of exhaustive method, which determines the spatial dimension of the grid search according to the number of parameters, divides the grid in each dimension, and then traverses all the grid intersections to determine the best parameters according to the results given by the grid intersections. In this paper, the number of hidden layers is 1, and the step size is determined to be 12, so the value range of 3 hyperparameters is preset, the value range of the initial learning rate is \([0.001, 0.01, 0.1]\), the value range of the number of iterations is \([100, 250, 500, 1000]\), and the value range of the hidden layer neuron node is \([8, 16, 32, 64, 128]\). Finally, the objective function is set as the root mean square of the model test error as the minimum. After massive experimentation and tuning, an LSTM neural network model is established with the following hyperparameters: Adam optimization algorithm, a time step of 12 months for input sequences, a prediction step of 1 month, 16 nodes in the hidden layer, a maximum of 500 iterations, and an initial learning rate of 0.01. Other hyperparameters of the LSTM neural network model are set to default values. In the MATLAB 2019b compilation environment, the MATLAB toolbox was used to construct the LSTM neural network model.
Decomposing the sea-level-change series using SSA to obtain RC1–RC12, a total of 12 principal component series, each component was individually predicted using the LSTM neural network model. The predicted results of these components were compared against the test datasets, as illustrated in Figure 6. From the observations in Figure 6, it is apparent that the predicted results of the components via SSA decomposition exhibit favorable performance. Particularly, segments of the component sub-series displaying strong periodicity demonstrate exceptionally good prediction accuracy.

Figure 6. Comparison of RC1–RC12 component prediction values with test set samples.
3.3. Evaluation of Prediction Results

To evaluate the prediction performance of the SSA-LSTM hybrid model, predictions are compared between the LSTM neural network model and the SSA-LSTM hybrid model. Additionally, the existing EMD-LSTM and CEEMDAN-LSTM hybrid models are included for a comparison to assess the prediction accuracy of the hybrid models. When applying the LSTM neural network model, EMD-LSTM hybrid model, and CEEMDAN-LSTM hybrid model, the dataset demarcation and hyper-parameter settings used in the SSA-LSTM hybrid model are maintained. The prediction results of the SSA-LSTM hybrid model and the other three models are shown in Figure 7. The prediction results of the other three methods demonstrate satisfactory performance, with overall amplitudes and trends closely matching the original data and exhibiting high prediction accuracy. The EMD-LSTM and CEEMDAN-LSTM hybrid model prediction performance is better at extreme points compared to the LSTM neural network model. This indicates that when applying LSTM neural networks for prediction, hybrid models achieve higher accuracy at extreme points compared to single prediction models. The SSA-LSTM model used in this study demonstrates a fitting effect that closely aligns with the original data. Additionally, its prediction performance at extreme points surpasses that of the other two hybrid models, showcasing superior prediction accuracy. This highlights the effectiveness of the SSA-LSTM hybrid model in improving prediction accuracy at extreme points within the context of long-term trend prediction research.

![Figure 7. Comparison of the predicted and true values of the four models.](image)

To further analyze the fitting effectiveness and prediction accuracy of the four methods, this study evaluates all prediction results using precision metrics, such as R^2, MAE, and RMSE, as shown in Table 2. From Table 2, it can be observed that the SSA-LSTM hybrid model achieves an R^2 value of 0.98, significantly higher than that of the LSTM model and EMD-LSTM hybrid model, indicating a notable improvement in model fitting effectiveness. The prediction accuracy of the SSA-LSTM hybrid model surpasses that of the other three models, demonstrating highly desirable prediction results. Compared to the LSTM neural network model, the SSA-LSTM hybrid model exhibits a substantial increase in prediction accuracy. Additionally, compared to the other hybrid models, there is a notable enhancement in prediction accuracy with the SSA-LSTM hybrid model. The MAE of the SSA-LSTM hybrid model is higher compared to the other three hybrid models by 41.69%, 60.83%, and 67.98%, respectively. Similarly, the RMSE of the SSA-LSTM hybrid model is higher compared to the other three hybrid models by 41.69%, 60.83%, and 67.98%, respectively.
Table 2. Comparison of error estimates of four prediction models.

<table>
<thead>
<tr>
<th>Prediction Model</th>
<th>R²</th>
<th>MAE (mm)</th>
<th>RMSE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.84</td>
<td>11.86</td>
<td>16.43</td>
</tr>
<tr>
<td>EMD-LSTM</td>
<td>0.89</td>
<td>10.11</td>
<td>13.43</td>
</tr>
<tr>
<td>CEEMDAN-LSTM</td>
<td>0.95</td>
<td>7.42</td>
<td>9.02</td>
</tr>
<tr>
<td>SSA-LSTM</td>
<td>0.98</td>
<td>4.16</td>
<td>5.34</td>
</tr>
</tbody>
</table>

4. Discussion

To enhance the prediction accuracy of sea level change, a combined model, namely SSA-LSTM model, is proposed in this study. The model employs the decomposition-prediction-reconstruction approach, which specifically includes the following: (1) decomposition: decompose the sea level change series into multiple components; (2) prediction: forecasting each component using the LSTM model; (3) reconstruction: reconstructed the final prediction by summing all predicted components. The results show that the proposed SSA-LSTM model can forecast the sea level change with a relative high accuracy. The core idea behind the proposed SSA-LSTM model is to combine the strengths of SSA in extracting information features of sea level change and the capabilities of the LSTM neural network in predicting sea level change. Given the nonlinear and non-stationary nature of the sea-level-change series, which exhibits distinct characteristics across different time scales, the SSA method is employed to preprocess the sea-level-change data, significantly reducing its non-stationarity. The LSTM model has the advantage for processing long-term dependencies in sequence data, making it particularly suitable for modeling problems with long-term sequential dependencies.

To investigate the impact of various data decomposition approaches to the LSTM model, two additional data decomposition methods, i.e., EMD and CEEMDAN, are also used as the comparison with respect to the SSA approach. Regarding the hyper-parameter setting in the deep learning model, we adopt the straightforward and efficient grid search algorithm. While this preprocessing method can determine the hyperparameters efficiently, we acknowledge the limitations of not exploring other techniques. Various methods of hyper-parameter optimization, such as Bayesian optimization and particle swarm optimization, may further enhance the model’s performance. Future research will involve an empirical evaluation of these techniques to assess their impacts on the model’s efficiency and accuracy, with the goal of identifying the most effective pre-processing strategies to improve the LSTM model.

In this study, the LSTM model uses single-step forecasting to predict the sea level change of one future month using the 1-year (12 months) historical data. As a result, the SSA-LSTM model has the advantage for short-term sea-level-change prediction. Currently, we have not conducted research on multi-step prediction or rolling prediction with the SSA-LSTM model. In future studies, we will consider extending the length of the dataset and employing multi-step forecasting methods to predict values for multiple months, aiming to achieve long-term forecasting of sea level change.

When considering the sea-level-rise trend, we applied the least squares linear fitting method to fit the original data and the long-term trend component of the first reconstructed component (RC1), and the estimated change rates are 4.09 ± 0.26 mm/a and 3.95 ± 0.13 mm/a, respectively. One standard deviation is used to estimate the velocity uncertainty. The estimated sea-level-change rate aligns with the recorded sea-level-rise trend in offshore China and is higher than the global sea-level-change rate during the same period. As the previous studies pointed out, global sea level rise is primarily driven by the thermal expansion of ocean water due to climate warming, along with the melting of land glaciers and polar ice caps [27–29]. However, significant regional differences existed in global sea level rise. The sea level change in China adjacent seas is also influenced by local regional hydrometeorological factors. Additionally, land subsidence can contribute to the relative rise in the local sea level. In future work, we plan to compare the experimental
results with global and other regional data (outside of China) to explore the differences in the characteristics of sea level change between offshore China and other regions.

5. Conclusions

Using a latitude–longitude area-weighting method, this study computed regional averages of grid sea level anomaly data spanning the China adjacent seas from 1993 to 2021, thereby deriving a time series of sea level variations. Combining SSA with LSTM neural networks, an SSA-LSTM hybrid prediction model is established to predict the sea level change. The predicted results of the SSA-LSTM hybrid model are compared and analyzed against those of the LSTM neural network model, EMD-LSTM hybrid model, and CEEMDAN-LSTM hybrid model. The results demonstrate that utilizing SSA to process the regional mean sea-level-change series in the China adjacent seas from 1993 to 2021 reveals various periodic changes, including annual and semi-annual cycles, ENSO events, and variations related to lunar declination. The linear trend is $3.95 \pm 0.13$ mm/a derived from the RC1 component, which is closely consistent with the original sea-level-rise rate of $4.09 \pm 0.26$ mm/a, indicating that the SSA method effectively extracts the long-term trend and periodic variations in sea level change [30,31].

The prediction accuracy of the SSA-LSTM model is significantly higher than that of single LSTM neural network prediction model and several other hybrid prediction models. It can be observed that the prediction results are quite favorable. Especially, the SSA-LSTM hybrid model can significantly improve the prediction accuracy at extreme points, which exhibits a more reasonable fitting effect and notably enhances predictive accuracy, demonstrating good applicability in sea-level-change prediction.
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