Abstract: This study investigates the interactive effect of changes in the Gross Domestic Product (GDP) and the Consumer Price Index (CPI) on US multifamily cap rates. The data from the US and 20 of its metropolitan statistical areas (MSAs) was used from 2000 to 2021. The accompanying cap rate data is sourced to Green Street. A binary logistic regression model was specified by reducing the interaction between first-differenced GDP and CPI to a single binary variable and reducing the first-differenced cap rate series to a binary variable. Cap rate changes are forecasted, and the model is evaluated using standard goodness of fit methods, a confusion matrix, and a comparison to a buy-and-hold strategy. Overall, this study provides new evidence to explain and simplify the impact of inflation and economic growth on cap rates. The results show that the method of forecasting cap rates is highly robust in locations where growth is consistent with the national average (established cities), while it is less robust in fast-growing markets. It can be inferred that, in established cities and the US as a whole, cap rate growth can be modeled as a function of only the underlying GDP growth relative to CPI growth.
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1. Introduction

The value of apartment stock in the US is USD 6 trillion (NMHC 2022), which constitutes over 1% of the total wealth of the world (Williams 2021). Accurately projecting and explaining the value of that apartment stock has implications for direct investors, owners, renters, and anyone who owns part of the USD 255 billion worth of securitized residential real estate that exists in public REITs (NAREIT 2022).

Despite the importance of explaining and forecasting the near and long-term value of this real estate, there is little to guide investors as to the direction of pricing, and therefore risk, of the asset class.

There has long been a supposed relationship between interest rates and cap rates (Chandrashekaran and Young 2000; Froland 1987; Sivitanides et al. 2001). Supporters suggest that inflation rates are inversely related to cap rates either via real rates, the weighted average cost of capital, or increased borrowing costs. More recent work suggests the relationship is not significant (Larriva and Linneman 2021).

To address periods where interest rates and cap rates deviate, models have introduced earnings expectations, demand-side factors, debt variables and spreads, and other variables. They often end with highly complex models that require regime-switching dynamics to account for the tail events (COVID-19, the Great Recession).

This study revisits the question of cap rate expansion from a simpler lens which treats cap rate compression as one binary outcome and cap rate expansion as the other, thus establishing a binary output variable. To explain the binary output variable, a binary input variable is used in a logistic regression. The input variable seeks to capture the dynamics of rent growth and expense growth through GDP growth and CPI growth, respectively.

The remainder of the paper is outlined as follows: we review the literature surrounding cap rate forecasting and explanation as a function of GDP or growth metrics, CPI or...
inflationary metrics, or both variables together. Next we review the input data we used and the transformations we made. We then review our motivation for choosing a binary dependent variable and how we reduced the input variables to a binary. We specify a model and explain its validity by goodness of fit. The next section examines the results of our model, both at the national and the MSA level. We review the results and show the strength of the model versus a buy-and-hold strategy before showing the cases (at the MSA-level) where the model works particularly well. Finally we conclude with suggestions for further research.

2. Literature Review

The literature on cap rate forecasting is extensive, and it can be viewed well through two different lenses: variable selection and methodology selection.

The first framework is illustrated in Ghysels et al. *Forecasting Real Estate Prices* (Ghysels et al. 2013) which divides the literature by variable selection. The authors enumerate three camps: those models which use lagged return (or price change) as a variable, those which use ratios such as rent-to-price or price-to-income, and those which use more granular property or regional data.

The second lens by which to view the research is through methodology selection, as documented by Larriva and Linneman (2021). The authors divide the research into simple time series methods, multivariate time series, and machine learning methods. The division is roughly chronological. An example of the first is found in Letdin et al. (2022) which uses an OLS regression on prior periods to forecast a cap rate. An example of the second is seen in Christopoulos et al. (2022) which uses vector autoregression (VAR) to show the forecasting value of the US national aggregated synthetic capitalization rate. In addition, an example of machine learning methods can be found in Francke and Van de Minne (2021) which has shown success at daily appraisal of real estate values through the use of artificial intelligence.

Neither lens quite suits this study’s purpose, as the variables used in this work—raw GDP and CPI—are not often found in the research. More common is a spread to an inflation metric or a derivative of GDP. Separately, the level of granularity we seek to explain is somewhat uncommon (MSA level). More common is either property-level or national. Finally, the method we use is new to the research and to our review. The following section, then, will seek to outline research that contains either growth or inflationary metrics or their derivatives regardless of method or granularity.

In the mid-1990s, research was concentrated on either single-variate autoregressive methods (Gau 1984, 1985; Linneman 1986) or variations on OLS that used multi-stage estimation (Abraham and Hendershott 1994; Case and Shiller 1990). The variables used in these methods of forecasting tended to fall into classes that line up with the components of a cap rate: risk-free rate, real interest rates, relative return expectations, and risk. Many models’ variables included a government long-bond to capture the risk-free and real rates, an economic spread (credit or pricing-based) to capture the relative expense or return of real estate, and macroeconomic factors to capture the growth prospects and risk in the marketplace. Some models included a term to capture forward estimates including either sentiment or expected rent or NOI growth. This lines up with the Gordon growth model of pricing cap rates as the discount rate less the perpetual NOI growth rate. Thus, the value of macroeconomic factors or their derivatives was established.

2.1. The Relationship between Inflation and Cap Rates

Inflation (either measured in CPI or government bond yields) has long been researched with regard to cap rates (Chandrashekaran and Young 2000; Froland 1987; Sivitanides et al. 2001). Supporters suggest that inflation rates are inversely related to cap rates either via real rates, the weighted average cost of capital, or increased borrowing costs. While there are myriad reasons why the relationship should hold, there are just as many observable
exceptions—cases when cap rates increase when interest rates decline or the reverse. Understandably then, the research into the topic reaches mixed conclusions.

2.1.1. In Support of the Interest Rate and Cap Rate Relationship

_Froland_ (1987) reports negative correlations between cap rates and inflationary expectations. _Sivitanides et al._ (2001) further supported and quantified this relationship at the MSA level. The authors use the average cap rates over the past 16 years of 4 property types across 14 metropolitan markets to examine how cap rates behave. The statistical specification was estimated using a dual time-series cross-section method which corrects for cross-section correlations and group-wise heteroskedasticity. Inflation was found to be a major driver of cap rates. In fact, Sivitanides et al. found that an expected increase in economy-wide inflation of 1 percent annually lowers office cap rates by 46 basis points, multi-family cap rates by 40 basis points, retail cap rates by 54 basis points, and by 20 basis points in industrial cap rates.

Research from _Wheaton et al._ (2001) further substantiates the above work using a VAR model to show that inflation is a significant variable in determining cap rates at the MSA level.

More recently, _Devaney et al._ (2019) substantiate the role of government bond yields, even in modeling cap rates at the city level, using data from 33 cities in 16 countries.

2.1.2. In Opposition of the Interest Rate and Cap Rate Relationship

In contrast to the above works, _Chandrashekaran and Young_ (2000) find that there is not a statistically significant relationship between inflation and cap rates. To reach this conclusion Chandrashekaran and Young use two regression models: one with macroeconomic variables and one with lagged cap rates. The model with lagged cap rates uniformly performed better. The authors concluded that their attempt to predict cap rates using macroeconomic variables, such as inflation, were unsuccessful.

_Gimpelevich_ (2011) supports Chandrashekaran and Young using Monte Carlo simulations of real estate returns called the Simulation-Based Excess Return Model (SERM). The simulation results in poor correlation between inflation rates and cap rates.

More recently, _Larriva and Linneman_ (2021) used multivariate time series analysis to show the superiority of a model which did not use return expectations or inflationary metrics. Their model used Granger causality to select variables and establish a highly robust explanatory and predictive VECM model without the use of interest rates.

Although there are exceptions, different conclusions in this space can often be attributed to differences in data and methodology. Research which finds that inflation is a good predictor of future cap rates typically uses time series data for both macroeconomic variables and cap rates, while research which dismisses the value of inflation rates generally uses cross-sectional econometric methods.

We propose herein that perhaps the reason for the disagreement in the impact of inflation rates to cap rates is because only some models are including the vital second part of the relationship: GDP.

2.2. GDP

The growth or contraction of a nation’s or an MSA’s gross domestic product is likely the single most important indicator of economic health. That cap rates would be closely related to this metric is not surprising. Moreover, there is ample research which substantiates and explores this.

Granger causality between GDP and real estate markets was established in 1997 by _Green_ (1997) who found that under a wide variety of time series specifications residential investment causes GDP, while non-residential investment is caused by GDP. The phrase “caused by” is used in the Granger sense in this context.

_Quan and Titman_ (1997) build on the Granger causality and seek to quantify the relationship. The team utilized time series regressions to examine the effects of changes
in macroeconomic variables (including GDP) on real estate values and rents. To begin, Quan and Titman explore the connection between stock and real estate market returns, and after establishing their connection, the duo explore factors and develop regressions to explain this connection. The first theory they explore is that real estate and stock prices are both guided by future macroeconomic expectations such as GDP growth. The second is that commercial real estate prices rise and fall because of changing political and economic fundamentals, and under this theory, the relationship between the stock and real estate market will be much weaker. After controlling for macroeconomic variance, Quan and Titman find that the correlation between real estate and stock prices is primarily because of economic fundamentals and that rental rates are strongly correlated with GDP growth.

Once this connection was established, research turned to its implication on an international scale: does worldwide GDP growth or local GDP growth have a larger effect on property values and cap rates? Case et al. (2000) explore whether or not correlations across global real estate markets are due to world changes in GDP and estimate the value of local economic performance in real estate markets. This is an important question in real estate because all real estate is essentially local, and if local growth has a stronger effect on property values than national or global growth, investors can better leverage local growth patterns to maximize return. The researchers found that international property returns move together in dramatic fashion due to the effects of changes in GDP. Specifically, correlations of real estate are due in part to common exposure to fluctuations in the global economy as measured by an equal-weighted index of international GDP changes. Some markets, such as Asia, are more affected by local changes rather than world changes in GDP. In other words, even though real estate is fundamentally local, changes in the global economy carry enough weight to have significant effects in local real estate markets.

2.3. GDP and Inflation Together

Studies that focus on macroeconomic variables often include both GDP (or its derivative) and inflation (or its derivative). The results often suggest that one variable is significant while the other is not.

The aforementioned Quan and Titman research used cross-sectional analyses to show that changes in GDP are very strongly related to movements in real estate values. However, despite the significance of GDP, inflation and interest rates had relatively little effect on real estate values. Approaching the question with a time series analysis corroborated this conclusion. Quan and Titman found real estate values and rents were still significantly affected by changes in GDP. Inflation, again, appeared not to be significant.

Aizenman and Jinjarak (2009) make a somewhat contrary finding. In their 2009 work, they determine that the most economically significant variable in accounting for changes in real estate valuation is lagged real estate valuation appreciation (defined as real estate inflation minus CPI inflation), followed in importance by lagged declines of current account divided by GDP. Thus they note that an inflation derivative is more important than a GDP derivative.

2.4. Current Methods

In more recent years, forecasting cap rates has embraced more advanced modeling techniques and more granular data.

Machine learning is well suited to forecasting cap rates as it is uniquely formulated to aggregate high parameter models, unlike many time series methods. Specifically, random forest models that consider a host of macroeconomic variables have been implemented to forecast future property values. The method allows the researcher to dismiss the hazards of autocorrelation of the input because the model does not assume uncorrelated residuals or independent input. As demonstrated by Kok et al. (2017), the success is promising.

Christopoulos et al. (2020) employ Euclidian distancing to attempt to forecast cap rate series at the MSA level using unemployment and a house price index, but the study resorts to using regime switching mechanisms to fit to various cycles. While the forecasts
generated are robust, the additional complexity from a regime switching model warrants caution in out-of-sample applications.

The availability of more granular data, provided by large repositories of property financials, have made microeconomic approaches more available. Li and Liang (2020) attempt to model cap rates based on a combination of property-specific and market-specific variables with success.

Lastly, because the REIT markets have created a public market for real estate, there are analyses which seek to explain cap rates based on the faster pricing and higher liquidity offered by the equities markets. Fisher et al. (2022) illustrate a correlation between high-density locations and cap rates, corroborating the more microeconomic analysis of Li and Liang.

2.5. Similar Models and Novelty

The study that is most comparable to our own is that of Duca et al. (2017) whose research finds that cap rates are positively correlated with inflation via risk premia and negatively correlated with rent growth expectations via GDP. Specifically, risk premia and real Treasury rates drive cap rates. They explain this theoretically via the discount factor (i.e. required rate of return).

Upon review, we note the frequency with which research disagrees on the significance (ordinal or absolute) of GDP metrics and inflation metrics. Our work makes three significant contributions to the existing body of work.

First, we assert that neither GDP nor inflation variables are sufficient alone to explain cap rates. This can be seen by the above review. Simply using both as independent variables is not sufficient either. It is their interaction, we assert, that explains the most about cap rate directions.

Second, we posit that we can learn more about cap rate determinants if we view cap rates as binary instead of continuous. While, of course, cap rate moves are non-discrete, this is not a useful way to analyze them, as real estate is still highly illiquid. The relevant question then, is not “will cap rates increase by, say, 0.0125 next year”? but instead “will cap rates increase next year”? Thus, we model cap rate moves as random variables generated by a Bernouilli distribution as opposed to random variables generated by, say the Normal distribution.

Finally, we propose a model that functions at the MSA and the national level. The more significant of these two is the former because it determines the latter. However, the fact that the same data series are available at the nation and MSA and that they both corroborate the statistical findings is further attestation to the validity of the model.

3. Materials and Methods

3.1. Data

For the national model, there are three data series that are used: the Consumer Price Index, the Gross Domestic Product, and the nominal Apartment cap rate series.

3.1.1. National

The Gross Domestic Product is a quarterly, unadjusted (not de-seasoned) series from the St. Louis Fed’s economic data page (FRED). It is important to use a nominal (versus real) series to not double count the impact of inflation, given the model takes into consideration CPI changes separately.

The Consumer Price Index series is sourced to the Bureau of Labor Statistics, and it is also a non-seasonally adjusted series. In both cases, we did not seek to alter the series with seasonal adjustments because the raw data itself contains information which we do not wish to strip. Knowing if the economy grew faster than inflation, even if it was in 4Q, and even if it was due to holiday sales, is valuable information. Such a situation suggests a very different environment from its seasonally adjusted counterpart which may shows an economy in which 4Q growth is similar to, say the prior quarter.
Finally, cap rate series at the national level are sourced to Green Street. Green Street defines its cap rate series as the next 12 months’ NOI divided by the spot asset value.

3.1.2. Metropolitan

MSA-level data follow the conventions of the national data. Non-seasonally adjusted series are selected both for MSA GDP and the MSA’s CPI. The former is from FRED, while the latter is from the Bureau of Labor Statistics.

More challenging is the MSA-level data wherein GDP is presented only annually and CPI is presented with varying frequencies depending on the region. Atlanta is published on even months. Boston is published on odd months, and New York is published monthly. Some MSAs are published bimonthly. The Bureau of Labor statistics only offers CPI measures for 22 Core Based Statistical Areas (CBSA). Two of these are “Urban Alaska” and “Urban Hawaii”, but these have no equivalent GDP series, so they were discarded. The remaining 20 CBSAs have GDP series. However, the GDP series are not necessarily for the exact same areas, i.e., some GDPs are published for an MSA, some are published for a CBSA. Adding to this confusion: the BLS revised its reporting in 2018 and started offering CBSA measurements instead of MSA measurements, thus revising the coverage areas.

To reconcile this, the study matches MSA to CBSA where needed (between the BLS and FRED). CPI measurements are averaged over a year before matching them to the GDP metrics. In this way, 21 geographies are produced for analysis: 20 MSAs and 1 national geography. Each geography has a cap rate, CPI, and GDP.

As many practitioners assert that cap rates are functions of real interest rates, it is worth stating that the interaction effect between GDP and CPI, which we model, is not similar to real interest rates. Mathematically, the series have very low correlation. Practically, real rates contain an expectation of returns and an expectation of inflation, whereas GDP and CPI are merely spot empirical values.

Summary statistics are provided for each of the 20 MSAs as well as the national series in Table 1.

Table 1. Average values of GDP (USD 000s), CPI (unitless), and Cap Rates (%) provided for each MSA as well as the national data: 2001–2021.

<table>
<thead>
<tr>
<th>Location</th>
<th>Average Cap Rate</th>
<th>Average CPI</th>
<th>Average GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta</td>
<td>0.065</td>
<td>211.63</td>
<td>304.5</td>
</tr>
<tr>
<td>Baltimore</td>
<td>0.063</td>
<td>221.25</td>
<td>157.9</td>
</tr>
<tr>
<td>Boston</td>
<td>0.058</td>
<td>242.20</td>
<td>346.4</td>
</tr>
<tr>
<td>Chicago</td>
<td>0.063</td>
<td>215.51</td>
<td>555.6</td>
</tr>
<tr>
<td>Dallas</td>
<td>0.066</td>
<td>206.92</td>
<td>371.4</td>
</tr>
<tr>
<td>Denver</td>
<td>0.061</td>
<td>223.76</td>
<td>156.8</td>
</tr>
<tr>
<td>Detroit</td>
<td>0.075</td>
<td>210.23</td>
<td>217.8</td>
</tr>
<tr>
<td>Houston</td>
<td>0.067</td>
<td>198.46</td>
<td>368.5</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>0.055</td>
<td>230.91</td>
<td>766.8</td>
</tr>
<tr>
<td>Miami</td>
<td>0.062</td>
<td>227.92</td>
<td>271.8</td>
</tr>
<tr>
<td>Minneapolis</td>
<td>0.064</td>
<td>215.12</td>
<td>207.6</td>
</tr>
<tr>
<td>New York</td>
<td>0.055</td>
<td>242.44</td>
<td>1355.2</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>0.066</td>
<td>228.28</td>
<td>352.2</td>
</tr>
<tr>
<td>Phoenix</td>
<td>0.061</td>
<td>123.56</td>
<td>196.7</td>
</tr>
<tr>
<td>San Diego</td>
<td>0.055</td>
<td>252.26</td>
<td>179.3</td>
</tr>
<tr>
<td>San Francisco</td>
<td>0.050</td>
<td>240.30</td>
<td>374.2</td>
</tr>
<tr>
<td>Seattle</td>
<td>0.057</td>
<td>234.21</td>
<td>268.2</td>
</tr>
<tr>
<td>St Louis</td>
<td>0.071</td>
<td>206.00</td>
<td>141.3</td>
</tr>
<tr>
<td>Tampa</td>
<td>0.066</td>
<td>196.37</td>
<td>123.4</td>
</tr>
<tr>
<td>Washington DC</td>
<td>0.061</td>
<td>231.18</td>
<td>424.2</td>
</tr>
<tr>
<td>National</td>
<td>0.059</td>
<td>222.55</td>
<td>15,990.0</td>
</tr>
</tbody>
</table>
3.2. Model Construction

3.2.1. Model Selection

While most analyses forecasting cap rates allow the random variable to be generated from a normal distribution, we opted instead to represent the variable as generated from a Bernoulli distribution. While this choice might be unorthodox—modeling a continuous variable as a binary variable—we argue that it is well suited for two reasons.

First, it is practical. Real estate is not an equity; it is an alternative asset. As such, it is illiquid. This lack of liquidity means an investor cannot enter and exit the market readily. As such, a would-be buyer is somewhat ambivalent between caring if a cap rate will go up by 40 basis points next year and if it will simply go up. In either case, next year’s prices will be lower.

Second, it maps to the binary nature of the motivation of the model: will GDP growth (contraction) exceed CPI growth (contraction)? If so, then, ceteris paribus, tenants will be wealthier than the growth in expenses and thus able to absorb higher rents, creating an asset worth more. Conversely, when inflation outpaces the growth of the economy, the tenant is not in a position to absorb higher costs, leaving the landlord to bear them, creating an asset worth less.

Thus a logistic regression with a single binary input lent itself well to our analysis, with cap rate expansion as the response variable, and GDP change > CPI change as the independent variable.

3.2.2. Model Specification

The GDP and CPI series were preprocessed differently for the national versus the MSA model because the national data was more frequent. In both cases, the preprocessing included differencing the series and then creating a simple trailing average. The goal in smoothing the series was to prevent an overly sensitive signal.

CPI and GDP percentage changes at \( t_0 \) were compared to trailing average historical percentage changes. A signal was generated when (1) the \( t_0 \) GDP change was less than its trailing average changes and (2) the \( t_0 \) CPI change was greater than its trailing averages. The signal suggests cap rate expansion in the next period.

The cap rate series were simply differenced and their sign taken to be a boolean variable such that cap rate expansion is TRUE and cap rate non-expansion (and contraction) is FALSE.

To establish the validity of the model for predictive power, we used a training and testing data set.

For the MSA model, five separate models were trained (Year = 2015, 2016, ..., 2020) which were specified using only data prior to that date. Each of the five models was used to predict the next years’ (Years 2016–2021, 2017–2021, ..., 2021) cap rate expansions and contractions based on the signal series outlined above. Each of these five models was specified as one; that is, the data from each MSA were stacked into one matrix, absent the name of the MSA, and used to specify the model. The model then predicted the future values for each MSA based only on that MSA’s historical data. Thus, the same estimators were used to forecast the cap rate activity of the out-of-sample periods. Only the test data changed (was limited to only one MSA).

National models were created every two years from 2000, as data are both more frequent and longer lived than MSA-level data.

Then, to establish the validity of the models for explanatory power, we trained both the MSA model and the national models using all time periods available (in-sample).

The ground truth of cap rate expansion does not present a balanced set, as cap rate compressions are far more frequent than cap rate expansions (roughly two to three times more years see compressions rather than expansions). The risk in modeling an unbalanced set is the risk of converging to a useless model that always forecasts the more common occurrence (i.e., always forecasting cap rate compression independent of the input). We overcame the imbalance through a Synthetic Minority Oversampling Technique as created
by (Chawla et al. 2002). This balanced the frequency of cap rate expansions and contractions
to prevent the logistic regression from estimating all compressions (which would produce
a low-variance high-bias estimator).

Thus our model can intuitively be understood in terms of the GDP and CPI historical
series

\[
GDP = \{g_i\}_{i=0}^N \\
CPI = \{c_i\}_{i=0}^N
\]

where \(g_i\) and \(c_i\) are the GDP and CPI values, respectively. Their differenced series can be
represented as

\[
GDP' = \{g_i - g_{i-1}\}_{i=1}^N \\
CPI' = \{c_i - c_{i-1}\}_{i=1}^N
\]

and their respective n-period trailing averages, \(h_i\) and \(d_i\), are given by

\[
h_i = \frac{1}{n} \sum_{j=i-n}^{i} GDP'_j \\
d_i = \frac{1}{n} \sum_{j=i-n}^{i} CPI'_j
\]

such that comparing the current delta to prior averages determines cap rate expansion in
the following way

\[
\text{Cap Rate Expansion Variable}_{i+1} = \begin{cases} 
0 & \text{if } GDP'_i - h_i > CPI'_i - d_i \\
1 & \text{if } GDP'_i - h_i < CPI'_i - d_i
\end{cases}
\]

where

\[
\text{Cap Rate Expansion} \sim B(n = 1, p = 0.77)
\]

Then \(p\) is given by the solution (coefficient) of the logistic regression:

\[
p = \frac{1}{1 + e^{(-\beta_1)(\text{CREvariable})}}
\]

\[
p = \frac{1}{1 + e^{(-1.25)(1)}}
\]

\[
p \approx 0.77
\]

The national model is specified by the following parameters:

\[
\text{Cap Rate Expansion}_{t+8\text{quarters}} = \frac{1}{1 + e^{(-1.25)(\text{CREvariable})}}
\]

where \(h_i\) is solved for with \(n = 5\), and \(d_i\) is solved for with \(n = 2\).

The MSA model is specified by the following parameters:

\[
\text{Cap Rate Expansion}_{t+1\text{year}} = \frac{1}{1 + e^{(-0.77)(\text{CREvariable})}}
\]

where \(h_i\) is solved for with \(n = 4\), and \(d_i\) is solved for with \(n = 1\), and is backshifted 4.

3.2.3. Model Goodness of Fit

Goodness of fit metrics are reported in Tables 2 and 3.

In both the national and the MSA models, the logistic regressions displayed consistent
coefficients, in line with our hypothesis. The coefficients had low standard errors relative to
the coefficients’ magnitude, and the 2.5% to 97.5% bounds did not include zero in any case.
Where a year is listed in the OOS in Year column, the data were segmented into training and test sets. The training periods were all prior to the split year, and the test set was the split by year through 2021. When “all-time” is listed under the Split-Year, the model was trained on all data and evaluated on all available data.

The columns, “Coef.,” “Std. Err.,” “Z,” “P > |z|”, and the 2.5% to 97.5% bounds are all populated with the parameters from the trained models using the training data. The columns to the right, “accuracy” through “specificity” are based on the test data.

It is worth noting that the coefficient decreases consistently as time advances, suggesting that perhaps the signal is not as robust as it once was. However, the standard error decreases correspondingly, producing a Z score which is as high as the earlier periods. The decrease in the coefficient (corresponding to a lower probability of cap rate expansion for the CRE variable) could be due to the difficulty of trying to incorporate the GFC and the unorthodox interest rate behavior of the COVID-19 era.

Table 2. Relevant parameters and metrics from the logistic regression trained on national data, both in and out-of-sample.

| OOS in Year | Coef. | Std. Err. | Z   | P > |z|   | [0.025 | 0.975 |
|-------------|-------|-----------|-----|-----|----|-------|-------|
| 2000        | 2.2   | 1.05      | 2.08| 0.0371|0.13|4.26   |
| 2004        | 1.7   | 0.77      | 2.22| 0.0266|0.2 |3.21   |
| 2008        | 1.25  | 0.57      | 2.21| 0.0271|0.14|2.36   |
| 2012        | 1.34  | 0.46      | 2.93| 0.0034|0.45|2.24   |
| 2016        | 1.19  | 0.43      | 2.76| 0.0059|0.34|2.04   |
| in-sample   | 1.25  | 0.36      | 3.49| 0.0005|0.55|1.96   |

Table 3. Relevant parameters and metrics from the logistic regression trained jointly on all MSA data, both in and out-of-sample.

| OOS in Year | Coef. | Std. Err. | Z   | P > |z|   | [0.025 | 0.975 |
|-------------|-------|-----------|-----|-----|----|-------|-------|
| 2015        | 1.13  | 0.26      | 4.3 | 0 | 0.62 | 1.65   |
| 2016        | 1.12  | 0.26      | 4.22| 0 | 0.6 | 1.63   |
| 2017        | 1.02  | 0.25      | 3.99| 0.0001|0.52|1.52   |
| 2018        | 0.83  | 0.22      | 3.85| 0.0001|0.41|1.25   |
| 2019        | 0.85  | 0.21      | 4.07| 0 | 0.44 | 1.26   |
| in-sample   | 0.77  | 0.18      | 4.3 | 0 | 0.42 | 1.12   |

4. Results

Upon implementing the models, results were evaluated using a confusion matrix, as the period we are attempting to capture—cap rate expansion—is far less frequent than cap rate contraction. However, recall that this was addressed by oversampling the data to produce a balanced set before specifying the models. To clarify, because cap rate expansion happens far less frequently than contraction, a naive model could simply forecast constant cap rate compression, and it would be right a high percentage of the time. However, this would not be useful for understanding cap rate determinants. To correct for this, a technique (referenced above as SMOTE) was used which balanced the number of cap rate compression and expansion periods by synthetically re-sampling the data. Thus, our models would not suffer from biased overfitting.

Confusion matrices for the national (Table 4) and MSA-level models (Table 5) are shown below.

Accuracy (TP + TN/(TP + FP + TN + FN)) can be understood as the portion of time the model correctly identified a cap rate expansion or contraction. At the national level, cap rate expansion has happened in 29.5% of the quarters since 2000. The national model, which was trained on data where cap rate expansions and compressions were equally frequent, is more accurate than a naive model (forecasting constant cap rate compression) for all
out-of-sample periods. At in-sample (‘all-time’) periods, it is roughly as accurate as a naive model. This is not true at the MSA level, where cap rates have expanded 27% of the time (compressed 73% of the time), and the model yielded only 68% accuracy. That is, it would have performed better by forecasting constant cap rate compression (yielding an accuracy of 73%). Moreover, in contrast to the national model, the MSA-level models perform better in-sample than out-of-sample.

Those subtleties are why it is necessary to examine precision, recall, and specificity. Precision (TP/(TP + FP)) is the ratio of correctly predicted positive observations to total predicted positive observations. The national model achieves 67% precision, meaning two-thirds of the time a signal is generated, it is accurate. The jointly trained MSA model had relatively weak precision out-of-sample but surged to 68% in-sample.

Recall (TP/(TP + FN)) is the ratio of correctly identified cap rate expansions to the total number of cap rate expansions. In many MSAs, there were only three or six years of cap rate expansions. Compare this to the national model which had far more quarters of cap rate expansion. The recall of the national model was high at 0.41, meaning 41% of the times when cap rates expanded, the model correctly forecasted them. The recall of the MSA model was equal.

The F1-score combines the precision and recall into their harmonic mean and is valuable to consider precision and recall together, though it is less intuitive.

Finally, the specificity (TN/(TN + FN)) of both models was most noteworthy. A high specificity value suggests that the periods where cap rate compression was forecasted were highly accurate. This is especially useful in a series where cap rate compressions are profitable and are more common than expansions. These periods should not be missed, and indeed, the forecasts generated by both models would allow an investor to participate in upward of 80% of the cap rate compressions experienced.

Table 4. A confusion matrix showing the values of the national model with both train/test split and in-sample data.

<table>
<thead>
<tr>
<th>OOS in Year</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.76</td>
<td>0.55</td>
<td>0.5</td>
<td>0.52</td>
<td>0.85</td>
</tr>
<tr>
<td>2004</td>
<td>0.75</td>
<td>0.53</td>
<td>0.5</td>
<td>0.51</td>
<td>0.84</td>
</tr>
<tr>
<td>2008</td>
<td>0.77</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.85</td>
</tr>
<tr>
<td>2012</td>
<td>0.78</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.85</td>
</tr>
<tr>
<td>2016</td>
<td>0.75</td>
<td>0.5</td>
<td>0.57</td>
<td>0.55</td>
<td>0.8</td>
</tr>
<tr>
<td>in-sample</td>
<td>0.7</td>
<td>0.67</td>
<td>0.41</td>
<td>0.51</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 5. A confusion matrix showing the values of the MSA-level model with both train/test split and in-sample data.

<table>
<thead>
<tr>
<th>OOS in Year</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>0.65</td>
<td>0.16</td>
<td>0.25</td>
<td>0.19</td>
<td>0.73</td>
</tr>
<tr>
<td>2016</td>
<td>0.63</td>
<td>0.16</td>
<td>0.33</td>
<td>0.21</td>
<td>0.68</td>
</tr>
<tr>
<td>2017</td>
<td>0.61</td>
<td>0.11</td>
<td>0.33</td>
<td>0.16</td>
<td>0.65</td>
</tr>
<tr>
<td>2018</td>
<td>0.67</td>
<td>0.06</td>
<td>0.17</td>
<td>0.09</td>
<td>0.72</td>
</tr>
<tr>
<td>2019</td>
<td>0.62</td>
<td>0.07</td>
<td>0.33</td>
<td>0.12</td>
<td>0.65</td>
</tr>
<tr>
<td>in-sample</td>
<td>0.68</td>
<td>0.46</td>
<td>0.4</td>
<td>0.43</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Still, despite the four metrics of the confusion matrix, there remains the question of efficacy in practice. Because entering or exiting real estate holdings is not done easily or without great transactions costs, these models would only be useful to the extent they significantly outperformed a buy-and-hold strategy.

To examine this, we implemented the national and MSA models’ recommendations and yielded the results shown in Figures 1 and 2.
Figure 1. The performance of the MSA-level forecasts versus a buy-and-hold strategy in each MSA, 1 through 10 of 20.
Figure 2. The performance of the MSA-level forecasts versus a buy-and-hold strategy in each MSA, 11 through 20 of 20.

At the national level, implementing the recommendations made by the model would have yielded cap rate compression 13% greater than a buy-and-hold strategy, as shown in Figure 3. This would have happened in part because of the avoidance of sharp periods of cap rate expansion of the 2005–2009 period, and the late 1980s.
At the MSA-level, implementing the recommendations would have resulted in significant outperformance of 29% relative to a buy-and-hold strategy. However, the variance is quite high. In Miami, implementing the model would have led to outperformance of 196%, while in Baltimore, implementing the model would have resulted in underperformance of 66%. Understanding these results is the focus of the next section.

Analysis of Results

The more robust predictor in all cases was the national model. This model, both in-and out-of-sample, managed to forecast cap rate expansions accurately, with few false negatives and false positives. The model benefited from additional data points: both more history and more frequent readings.

The MSA model that was jointly trained was relatively weak, which is likely owing to two factors. First, there is simply not enough data available. There were only 20 years of GDP and CPI data available consistently, and they were only reported annually. The model, however, should not be disregarded, as data are becoming more widely distributed, with greater frequency, and with higher accuracy.

Upon further review, we noted that it seemed the MSAs wherein the model performed well were all established or low-population-growth cities, while the MSAs where the model performed poorly seemed to generally have higher population growth. This “amplification effect” in high-growth markets is consistent with findings from Büchler et al. (2021). In their work, they note that supply responds more to rental growth changes than to price changes. In markets that experience strong exogenous rent-growth shocks, supply is likely to be amplified shortly thereafter. Because less established markets (or fast growing ones) are most likely to have these strong shocks, their supply would then increase, which could allow for further growth in a way that would not be possible in more established, supply-constrained markets.

These results are regressed in Figures 4 and 5, showing that household growth is significantly correlated with model underperformance, thus suggesting this model is very
well suited for MSAs with national-average-like population growth. Tables 6 and 7 show the goodness of fit of the regression.

![Figure 4](image)

**Figure 4.** The outperformance of the MSA-model over a buy-and-hold strategy versus the household growth of the MSA. Each dot represents one MSA. The X-axis shows the MSA’s household growth over the model period, while the Y-axis shows the outperformance of the Cap Rate Expansion Model. The graph illustrates that in MSAs (each dot) where household growth has been low, the strategy has outperformed.

**Table 6.** The results of an ordinary least squares regression on the relationship between household growth and the outperformance of the cap rate model versus a buy-and-hold strategy.

| Coef.  | Std. Err. | Z     | $P > |z|$     | [0.025] | [0.975] |
|--------|-----------|-------|-------|---------|---------|---------|
| HH Growth | -2.6971  | 1.36  | -1.983 | 0.063   | -5.554  | 0.16    |
| Intercept | 0.6481   | 0.222 | 2.924 | 0.009   | 0.182   | 1.114   |

Removing the leverage point (Miami 196% outperformance and 13% household growth) yields an even tighter relationship.

Relating the results to the original intent of the study: there are three salient findings.

First, modeling cap rate series and the independent variables as binary terms yielded statistically robust results. We argued that this binary viewing (cap rates either expanding or compressing) was nearly as telling as knowing the amount by which the rates would change, in a practical sense, and the model bore out that there was enough variance in the binary transformation to produce a robust analysis. This has implications for research in the cap rate sector in two areas: by simplifying cap rate models and by shedding light on the debate over the influence of real rates (vis-à-vis inflation) on cap rates.

Furthermore, the literature has debated the influence of interest rates on cap rates for some time. There seems to be no consistent conclusion. We suggest that the reason for the lack of consistency comes from the inclusion or exclusion of the GDP variable. That is, inflation and interest rates alone are not sufficient to forecast cap rates and can lead to inconsistent results. However, the inclusion of the interaction term between GDP and CPI—or any growth versus real rates variable—stabilizes this relationship.
Figure 5. The outperformance of the MSA-model over a buy-and-hold strategy versus the household growth of the MSA (leverage points removed). Each dot represents one MSA. The X-axis shows the MSA’s household growth over the model period, while the Y-axis shows the outperformance of the Cap Rate Expansion Model. The graph illustrates that in MSAs (each dot) where household growth has been low, the strategy has outperformed.

Table 7. The results of an ordinary least squares regression on the relationship between household growth and the outperformance of the cap rate model versus a buy-and-hold strategy, with leverage points removed.

|            | Coef. | Std. Err. | Z     | P > |z|   | [0.025 | 0.975 |
|------------|-------|-----------|-------|-----|----|--------|--------|
| HH Growth  | −2.3549| 1.028     | −2.291| 0.036| −4.534| −0.176 |
| Intercept  | 0.5422 | 0.165     | 3.294 | 0.005| 0.193| 0.891  |

Second, we use the interaction term to explain cap rate expansion and contraction at the national and MSA level, producing a robust confusion matrix with a strategy that outperforms buy-and-hold investing significantly. This has implications for all real estate investors at both the national and metropolitan levels, as all would benefit from clearer estimates of future values. MSA-level cap rate forecasting has been an undeserved area of research, yet it is the most relevant area for the research. Unlike public equities, a real estate investor would struggle greatly to own a nationally representative sample of properties. Instead, investors—even very large ones—tend to focus on a handful of specific markets. Thus, having higher confidence cap rate estimates within those markets is more relevant than knowing broad, quarterly, national cap rate forecasts.

Third, we address the high variance observed in the outperformance of our strategy versus a buy-and-hold strategy at the national level by relating it to household formation. As mentioned, implementing the forecasts generated by the model at the MSA-level produced outperformance on average. However, there was a very high variance associated with this average, with the strategy outperforming by almost 200% in some MSAs and by −61% in others. One would be rightfully wary of implementing this strategy on a new market. However, upon further examination of these results, we confirmed that there existed a significant inverse relationship between average household formation and strategy outperformance. In markets where household formation was less-than-peer-group-average, the strategy outperformed, while in markets where household formation was greater-than-
peer-group-average, the strategy underperformed. This has implications both for investors as well as for future research in the cap rate space. We suggest that future models not attempt to implement regime-switching techniques or any such advanced analytics, but instead segment their data into markets of high growth and stable growth, knowing that the dynamics that govern cap rate movements in stable markets can easily be overridden by influxes of population.

5. Discussion

The results have two main implications. The first is practical, while the second is more academic.

Practically, having an accurate forecast of cap rates at the MSA-level is valuable for property investors and owners. It allows a better understanding of what the future of the investment looks like. The results indicate that there is substantial outperformance to be had by investing based on the signals of the models as opposed to a buy-and-hold strategy, especially in stabilized markets. Conversely, in contexts where the model is less accurate—in high-growth markets—it is valuable to know that the property markets can remain strong despite inflation and economic growth fluctuations.

Economically and at the national level, the model explains in what contexts real estate should be thought of as an inflationary hedge and in what contexts it will not hedge rising inflation. Investors often turn to real estate as a hard asset that will serve to maintain its value in rising interest rate environments. While that is sometimes true, this model assists in understanding when it is likely not true.

More academically, the work serves as a potential explanation as to why there remains a disagreement in the impact of interest rates on cap rates. We posit that the reason some studies find interest rates important to real estate prices (Aizenman and Jinjarak 2009) is because in certain contexts they are very impactful (when they exceed GDP growth). Moreover, the reason other studies find interest rates to be unimportant to real estate values (Quan and Titman (1997); Larriva and Linneman (2021)) is because often, they are not (when they are lower than GDP growth). Our model, in addition to showing when inflation is relevant to commercial real estate growth, simplifies the state of research which is trending toward more and more complex methodologies (Christopoulos et al. 2020) to explain a relationship which may be simpler than previously thought.

6. Conclusions

In this study, we illustrated the efficacy of a simple logistic regression on forecasting and explaining cap rate expansion at the national and metropolitan-levels, with only a single input variable. This single input variable is a binary representation of the interaction between GDP and CPI changes relative to historical averages. Our theory in selection was that multifamily real estate depends mostly on an owner’s ability to pass through inflation-like expenses to tenants. In cases where this is possible, the value of the property should increase.

We reduced cap rate movements to binary outcomes (expansions or contractions), and we reduced the independent variables to binary outcomes, basically noting cases when GDP was expanding faster than CPI relative to historical averages, respectively. We then specified a logistic regression model on data which had been resampled to produce a balanced set, avoiding the challenge created by cap rates which compress far more often than they expand. The models at the national and metropolitan levels were constructed both with rolling training and test sets and then again in-sample. All models were significant at a high threshold.

When the recommendations of the models were implemented, there was significant outperformance versus a buy-and-hold strategy. However, the outperformance of the MSA-level models varied highly by metropolitan. We reexamined these results and noted the consistency of outperformance when an MSA was growing at a below-average rate. Based on this, we suggested that the dynamics which govern cap rate expansion vary in
high-growth and low-growth markets. The latter is well explained by the binary model we produced, while the former is not.

In those three ways, this research contributes to the existing body of work. To our knowledge, it is the first work which analyses cap rates from a binary perspective rather than a continuous one. Second, the research adds to the few studies which have attempted to explain cap rates at a metropolitan level. Finally, it illustrates a more appropriate way to consider inflation and interest rates in the context of cap rate forecasting: by viewing them relative to growth instead of absolutely.

Areas for future research include broadening this analysis to more metropolitan areas. Data from the Bureau of Labor Statistics, which produces the Consumer Price Index, are not available consistently for other MSAs, but proxies are sure to be found. Similarly, testing an explicit wage variable may provide even further insight into cap rate expansion beyond what is offered by the GDP variable.

Given that the efforts to explain cap rates have become increasingly complex and given the yet unsettled debate over the impact of inflation on real estate, this research offers a simplifying perspective. The question to be answered is not one of inflation versus disinflation but one of relative inflation. This is independent from real rates, which have been another instrument in the cap rate forecaster’s tool kit. Real rates contain expectations of future rates, while spot GDP and CPI series, used herein, are measures of current state. Real rates do not necessarily capture the growth in wages which tenants can afford to pay, while GDP changes come closer.

Going forward, we encourage investors, owners, and anyone who participates in the multi-trillion dollar segment of American residential real estate to employ our analysis as an additional barometer of where real estate values may go. This may assist in reducing some of the confusion of investing and owning during the second or third once-in-a-lifetime financial event in which we find ourselves today.
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