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Abstract: Movements in the India VIX are an important gauge of how the market’s risk perception
shifts from day to day. This research attempts to forecast movements one day ahead of the India VIX
using logistic regression and 11 ensemble learning classifiers. The period of study is from April 2009
to March 2021. To achieve the stated task, classifiers were trained and validated with 90% of the given
sample, considering two-fold time-series cross-validation for hyper-tuning. Optimised models were
then predicted on an unseen test dataset, representing 10% of the given sample. The results showed
that optimal models performed well, and their accuracy scores were similar, with minor variations
ranging from 63.33% to 67.67%. The stacking classifier achieved the highest accuracy. Furthermore,
CatBoost, Light Gradient Boosted Machine (LightGBM), Extreme Gradient Boosting (XGBoost),
voting, stacking, bagging and Random Forest classifiers are the best models with statistically similar
performances. Among them, CatBoost, LightGBM, XGBoost and Random Forest classifiers can be
recommended for forecasting day-to-day movements of the India VIX because of their inherently
optimised structure. This finding is very useful for anticipating risk in the Indian stock market.

Keywords: ensemble learning; implied volatility; India VIX; fear index; stock market risk

1. Introduction

The India VIX, an implied volatility of NIFTY 50 Index options, was created by the
National Stock Exchange (NSE) of India in 2008. Its computation methodology is replicated
from the Chicago Board Options Exchange (CBOE) implied Volatility Index (VIX) with
permission from the CBOE. The India VIX is calculated using the implied volatilities of
options trading on the NIFTY 50 Index. Daily changes in the VIX Index are of interest, not
only for volatility trading but also for anticipating shifts in the market’s risk perceptions.
Carr (2017) states that it is not only a ‘fear index’ but also the leading indicator of risk in the
capital market, while Serur et al. (2021) regards it as both a greed- and fear-based index. At
an aggregate level, it captures how risky the market is at any point in time based on market
participants’ perceptions.

According to the theory, in times of market turmoil, the market generally goes up
or down sharply, and the VIX tends to increase. As market volatility moderates, the VIX
decreases. However, in practice, the CBOE VIX Index is strongly and negatively associated
with the S&P 500 Index’s returns but positively associated with the volume of the S&P 500
(Fernandes et al. 2014). The India VIX Index and the NIFTY 50 Index move in opposite
directions (Bantwa 2017; Chakrabarti and Kumar 2020). This relationship is strong when
the market is falling. Additionally, the portfolio return can be maximised by tilting mid-cap
to large-cap stocks when the VIX Index rises and tilting large-cap to mid-cap stocks when
the VIX Index falls (Bantwa 2017; Chandra and Thenmozhi 2015).

Given the importance of the India VIX Index, it is essential to examine its movements.
Although the magnitude of changes in the India VIX is also highly important, this study
is limited to forecasting the direction of these changes. This focus is not only because it
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provides a good starting point for testing the performance of VIX forecasting using various
machine learning algorithms but also because, in situations such as risk management and
volatility trading, the direction of daily changes is of great interest.

In this study, the day-to-day movements of the India VIX are predicted by defining the
classification problem, and the classification model is built by applying a standard classifier
called logistic regression (Aliyeva 2022; Zhang et al. 2022) and a set of ensemble learning
classifiers (Bai et al. 2021; Han et al. 2023; Sadorsky 2021; Wang and Guo 2020; Hoang
Vuong et al. 2022). Ensemble learning is applied because, like stock market forecasting, VIX
forecasting is time-series forecasting in which variables reveal temporal dependencies, and
their relationship is likely to be non-linear (Bai et al. 2021). These algorithms are trained,
and their performance (Ferri et al. 2009; Sokolova and Lapalme 2009) is compared and
ranked. An accuracy score shows the overall performance of the classifier, while the area
under the receiver operating characteristics (ROC) curve indicates the predictability of the
individual classifier. Ranking (Haghighi et al. 2018) the trained classifiers reveals whether
the classifiers’ predictability is significantly the same or different.

The rest of this paper is organised as follows: in Section 2, some previous studies
are reviewed. Section 3 examines the research technique, while Section 4 discusses the
modelling procedure. Next, Section 5 covers the models’ outcomes, and finally, Section 6
provides the conclusion and is followed by Appendix A.

2. Literature Review

Several previous studies on predicting the VIX using statistical techniques, including
machine learning, are reviewed in this section to understand VIX forecasting techniques
and their dynamics.

To judge the impact of trading volume on estimating a trend in stocks, logistic regres-
sion (Kambeu 2019) was trained and used to test the significance of the previous five days’
trading volume for the selected stock. The study found that the current day’s stock market
trend was statistically influenced by the third most recent day’s trading volume. The in-
vestigation emphasised the importance of incorporating the trading volume in day-to-day
movements in stock market trends.

By extracting 33 technical indicators from stocks listed on the NSE of India, Naik and
Mohan (2019) used machine and deep learning algorithms to build classification models to
predict stock movements. The authors applied the Boruta feature selection technique. After
preparing numerous technical indicators from tick-by-tick stock prices of Maroc Telecom
stocks for eight years, Labiad et al. (2016) used Random Forest, support vector machine
(SVM) and gradient-boosting trees to predict variations in the Moroccan stock market ten
minutes ahead. The results suggest that the Random Forest and gradient-boosting trees
outperform SVM. With less time required to train and less computational complexity, the
Random Forest and gradient-boosting trees are highly preferable for short-term forecasting.

Mall et al. (2011) applied traditional statistical techniques to investigate the rela-
tionship between returns on the India VIX and returns on the NIFTY 50. Their result
reveals bidirectional causality from the NIFTY 50 Index to the India VIX. In the long term,
the India VIX causes movement in the NIFTY 50 Index, whereas in the short term, the
NIFTY 50 Index causes movement in the India VIX. Furthermore, using SVM, Random
Forest and artificial neural network (ANN) models, Ramos-Pérez et al. (2019) developed
staked models to predict S&P 500 volatility. The result revealed that the proposed models’
performance surpassed that of the other models based on generalised autoregressive condi-
tional heteroskedasticity (GARCH) and exponential generalised autoregressive conditional
heteroskedasticity (EGARCH) to forecast volatility.

Using an ANN, Ballestra et al. (2019) developed a model characterised by a low
forecasting error and substantial profit to forecast future VIX prices. This is an intra-day
strategy in which the authors focused on open-to-close returns, considering non-lagged
exogenous variables based on the data and information possessed by traders for making
investments. The results revealed that when only the most recent exogenous variables, such
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as returns on BSE SENSEX, are used with the ANN, the model achieves a better result than
the heterogeneous autoregressive and logistic specification models in terms of profitability.

Ullal et al. (2022) studied the effects of artificial intelligence and machine learning on
service jobs in India based on crucial parameters, including compassion, physical, natural
and logical parameters, noting their importance for people and machines in this sector.
Their findings revealed that artificial intelligence and machine learning dominate more at
the task than at the job level, and the logical aspect will be reduced in the coming year.

Using the fully modified least-squares method and the Johansen cointegration test,
Grima et al. (2021) investigated the influence of daily positive COVID-19 cases and deaths
in the US on the CBOE VIX Index and the impact of the CBOE VIX Index on the stock
indices of the US (measured by the symbol DJI), Germany (measured by the symbol DAX),
France (measured by the symbol CAC40), England (measured by the symbol FTSE100),
Italy (measured by the symbol MIB), China (measured by the symbol SSEC) and Japan
(measured by the symbol Nikkei225). Their findings suggested a positive association
between reported COVID-19 cases and the CBOE VIX Index and a positive influence of
the CBOE VIX Index on most indices, except CAC40. Last, they found that newly reported
cases had a higher impact than death cases in the US on the CBOE VIX Index during the
same period.

During the pandemic, Tuna (2022) investigated the influence of gold price volatility,
oil price volatility and the VIX Index on the Turkish BIST 100 stock index, using the
Toda-Yamamoto Causality test, variance decomposition methods and an impulse–response
analysis. These techniques suggest that causality does not exist. However, they revealed
that the influence of gold price volatility, oil price volatility and the VIX Index on the
Turkish BIST 100 stock index decreased rapidly.

Batool et al. (2021) studied the effect of COVID-19 lockdowns on the sharing economy,
such as delivery services, entertainment, ride hailing, accommodation, entertainment and
freelance work, and applied the difference-in-difference estimation method to evaluate
this effect using Google trends data. Their results revealed a surge in activity for online
deliveries, streaming services and freelance work; however, they also showed that the
lockdowns decimated accommodation and transportation activities.

By using a plain linear autoregressive model with monthly volatility data from 2000 to
2017, Dai et al. (2020) explored the forecasting-related association between stock volatility
and implied volatility in the stock markets of five economically advanced nations (i.e., the
UK, Japan, France, Germany and the USA). Results revealed that implied volatility of the
stock market is significantly associated with stock volatility. However, results from markets
outside the sample showed that implied volatility of the stock market is more crucial for
stock than oil price volatility.

Generally, the volatility of a security price is computed from the close-to-close price
only. Moreover, while computing these parameters, some authors believed that the security
price has no drift, leading to the overestimation of volatility, whereas others assumed
no opening price, leading to the underestimation of volatility. Using open, close, low
and high stock prices, Yang and Zhang (2000) computed a minimum-variance unbiased
variance estimator independent of both the drift and the opening jumps of the underlying
price movement.

Alvarez Vecino (2019) developed a fundamental analysis stock screening and ranking
system to compute the performance of various supervised machine learning algorithms.
First, Graham’s criterion was compared with the classification model in a stock screening
scenario trade that allowed the long position only. Second, the regression performance
was distinguished against classification models, allowing for including the short position.
Finally, a regression model was used to perform stock ranking instead of just stock screening.
Several fundamental variables were chosen as featured variables, and simple returns and
categorical variables (i.e., buy, hold and sell based on returns) were selected as target
variables for regression and classification, respectively. The results revealed that tuning
the hyperparameters is crucial for optimal model performance. However, most models
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outperformed both Graham’s criterion and the given stock market index, and the best-
calibrated model multi-folds the initial investment in stock screening.

Bantwa (2017) studied the association between the NIFTY 50 Index and the India
VIX and found that both indices move in reverse directions. The statistical test indicates a
significant relationship. This relationship is strong when the market is moving downwards.
The author further argued that, by using a risk-mitigating technique when the India VIX
increases, the performance of the portfolio consisting of stocks could be improved by
shifting allocation from mid-cap to large-cap stocks and vice versa.

Chakrabarti and Kumar (2020) examined the short-term association of the India VIX
and returns on the NIFTY Index by applying the vector autoregression model to their data
at five-minute intervals. In other words, the authors examined the risk–return trade-off
concept, assuming a return on the stock market index and risk in the stock market, for
which implied volatility is taken as a risk. From this, they revealed that the short-term
association is not only negative but also asymmetric.

Considering technical indicators derived from price data, Dixit et al. (2013) utilised
an ANN model to forecast daily upward and downward directional movements in the
India VIX and found that the network can predict with up to 61% accuracy. On the
other hand, using ANN models based on several backpropagation algorithms, Chaudhuri
and Ghosh (2016) attempted to predict volatility in India’s stock market by predicting
the volatility of NIFTY and gold returns, with the volatility of gold and NIFTY returns
as the target variables. Using training data from 2013–2014, their results show that the
model satisfactorily forecasted volatility for 2015. However, the forecasting accuracy of
market volatility in 2008 was lower using the same sets of training data. Livieris et al.
(2020) proposed a weight-constrained deep neural network for forecasting stock exchange
index movements.

Considering daily data from March 2008 to December 2017, Kumar et al. (2022) studied
the influence of returns on the NIFTY Index, foreign portfolio investment (FPI) in India,
the S&P 500 Index and the CBOE VIX Index on the India VIX using the ARIMA GARCH
model. The study’s outcome revealed the impacts of the NIFTY Index, FPI in India, the
S&P 500 Index and the CBOE VIX Index on the India VIX Index. Specifically, they observed
that because of increased investment in FPI, the India VIX Index has only decreased.

Bouri et al. (2017a) studied the cointegration and non-linear causality among the
implied volatility of the Indian stock market measured by the India VIX and the implied
volatility of gold and oil. This study assumed that since India heavily imports resources
such as gold and oil, the price fluctuations of these resources could influence inflation in
India and the volatility of the Indian stock market. The results revealed that the implied
volatilities of gold and oil positively impact the India VIX. The results also indicated an
inverse bidirectional association between the implied volatility of oil and gold. Furthermore,
using implied volatility indices, Bouri et al. (2017b) investigated the short-term and long-
term associations between the Indian and Chinese stock markets and gold and found that
their associations are significantly bidirectional at both low and high frequencies, indicating
that the stability of gold as a haven cannot be taken for granted.

Yang and Shao (2020) studied the symmetric thermal optimal path (TOPS) technique
from 26 March 2004 to 19 June 2017 to analyse the robust interconnection trends between
the VIX futures and the VIX spot. The authors noted that the VIX Index in the first few years
dominated the VIX Index futures, in particular prior to the inception of VIX Index options.
Furthermore, the authors recorded that most of the time, the TOPS detected an interspersed
lead–lag association between the VIX futures and the VIX rather than dominance.

Using the composition of the VIX Index, Yun (2020) studied the predictability of
cash flows and returns. The squared VIX Index was divided into variance risk premium
(VRP) and expected return variations (ERV). Without introducing a powerful presumption
on the dynamics of the return variations, the author examined the performance through
the generalised method of moments technique with suitably selected instruments. The
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experiments’ results showed ERV’s short- and long-term cash flow reliability and VRP’s
short term return reliability.

Taking implied volatility indices as a key risk measure, Ji et al. (2018) applied the
graph theory to study the information flow among the equities of Brazil, Russia, India,
China and South Africa, US equities, and gold and oil commodities. The graph theory
helped detect the dynamics of information integration among these countries. The results
suggest that the exchange of information is unstable, and there is no consistency in the
impact of the events; for example, some have global influence, while others only influence
local markets.

Bai and Cai (2022) predict the binary movements of the CBOE VIX Index by applying
an adaptive machine learning technique on economic predictors comprising 278 feature
variables. The results depict that the applied algorithm achieved a maximum accuracy
score of 62.2%. Their experiment also revealed that the weekly US unemployment report
had the greatest impact on the outcome. Additionally, the technical indicators derived
from the S&P 500 Index also seem to have predictive power. On the other hand, Prasad
et al. (2022) examined the influence of various US macroeconomic variables on the binary
movements of the CBOE VIX Index using a Light Gradient Boosted Machine (LightGBM),
Extreme Gradient Boosting (XGBoost) and logistic regression and achieved a maximum
accuracy score of 62%.

The literature review discovered that the predictability of ensemble machine learning
to forecast the day-to-day movements of the VIX Index has not yet been studied in a
classification setting. Most previous studies focus on predicting the VIX Index’s numerical
values using various regressors. Only a few recent studies have tried to use classification
techniques to predict the binary movements of the VIX Index, also indicating a shift in
researchers’ attention to classification techniques. Regression models are more suitable for
continuous data, while classification models are more helpful in classifying discrete and
labelled data. Several researchers have cast doubt on regression models for time-series
data because a regressor conducts a form of linear or non-linear extrapolation that is often
unreliable in a practical setting and faces several challenges (Ledolter and Bisgaard 2011;
Molaei and Keyvanpour 2015; Phillips 2005).

Among the few classification models reviewed, two studies (Bai and Cai 2022; Prasad
et al. 2022) predicted the binary movement of the CBOE VIX Index, and another study (Dixit
et al. 2013) developed a binary classification model for India VIX with just one algorithm.
However, more data are now available, and more advanced machine learning algorithms
have been developed. Therefore, it is important to conduct a comprehensive study by
applying the various ensemble machine learning algorithms with additional datasets to
predict the India VIX Index’s binary movements, as machine learning algorithms require
larger amounts of data. Keeping this in view, the research questions are as follows:

• How can we forecast the binary day-to-day movements of the India VIX using machine
learning classifiers?

• How can we measure the performance of the classifiers?
• How can we say whether classifiers have similar performances?
• How do we know whether the models’ performances are acceptable?

To answer these research questions, the research objectives are as follows:

• To forecast the binary day-to-day movements of the India VIX, a standard classifier
called logistic regression and 11 ensemble machine learning classifiers are trained.

• To measure the predictability of the classifiers, several metrics are applied.
• To distinguish the classifiers’ predictability, a statistical test is performed.
• To judge the predictability of the models in the context of the stock market, the perfor-

mance of the developed models is compared with the past studies, and additionally, a
basic classifier called logistic regression is trained for comparison.
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3. Research Methodology
3.1. Description of the Models Used

In machine learning, the ensemble method combines the predictability of multiple
predictors of the same or different algorithms. If the predictions of a combination of models,
such as classifiers, are aggregated, the aggregated models produce a higher efficiency and
accuracy than the best model alone. A combination of models is called an ensemble, and
this method is called ensemble learning.

Out of 12 algorithms used, 11 were from an ensemble family, and 1 was logistic
regression. Logistic regression is a fundamental and well-known classifier used to compare
the predictability of ensemble learnings. The logistic regression uses the sigmoid function,
which generates a probabilistic value ranging from zero to one. The ensemble learnings are
based on combining numerous decision trees. They are listed in Table 1 and their library
locations in Table 2. Thereafter, a brief description of each ensemble algorithm is depicted.

Table 1. List of ensemble classifiers.

# Ensemble Classifier Reference

1 Random Forest Breiman (2001)

2 Extremely randomised trees
(Extra Trees) Geurts et al. (2006)

3 Bagging Breiman (1996); Ho (1998); Louppe and Geurts (2012)

4 AdaBoost Freund and Schapire (1996, 1997); Hastie et al. (2009)

5 Stacking Florian (2002)

6 Voting Ruta and Gabrys (2005)

7 Stochastic gradient boosting
(Stochastic GBoosting) Friedman (2002)

8 Histogram-based gradient
boosting (Hist GBoosting) Guryanov (2019)

9 Extreme Gradient Boosting
(XGBoost) Chen and Guestrin (2016)

10 Light Gradient Boosted
Machine (LightGBM) Ke et al. (2017)

11 CatBoost Dorogush et al. (2018)

Table 2. List of classifiers with their library.

# Classifier Location of the Python library

1 Logistic regression sklearn.linear_model.LogisticRegression

2 Random Forest sklearn.ensemble.RandomForestClassifier

3 Extra Trees sklearn.ensemble.ExtraTreesClassifier

4 Voting sklearn.ensemble.VotingClassifier

5 Stacking sklearn.ensemble.StackingClassifier

6 Bagging sklearn.ensemble.BaggingClassifier

7 AdaBoost sklearn.ensemble.AdaBoostClassifier

8 Gradient boosting sklearn.ensemble.GradientBoostingClassifier

9 Hist GBoosting sklearn.ensemble. HistGradientBoostingClassifier

10 XGBoost xgboost.XGBClassifier

11 LightGBM lightgbm.LGBMClassifier

12 CatBoost catboost.CatBoostClassifier
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I. Random Forest classifier: The Random Forest classifier (Breiman 2001) comprises
numerous decision tree classifiers, each trained on a different random subset of the training
set. After obtaining the predicted classes of all the individual decision trees, the predicted
classes are combined using majority voting, and the class with the highest vote becomes
the prediction of the estimator. Such a group of decision trees is called a Random Forest.
Generally, a decision tree has low bias and high variance, and using a Random Forest, the
model has low bias and low variance, which a machine learning model should also have.

II. Extremely randomised (Extra Trees) classifier: When a tree grows in a Random
Forest, only a random subset of features in each node is considered a subdivision. Extra
Trees (Geurts et al. 2006) are likely to make trees more random using random thresholds for
individual features instead of looking for the most likely thresholds, as do standard decision
trees. The forest of overgrown randomised trees is called extremely randomised trees. This
technique results in a higher bias for a lower variance. As discovering the most likely
threshold for an individual feature across all nodes is the time-consuming task of growing
a tree, a standard Random Forest is slower to train than extremely randomised trees. Less
training time makes extremely randomised trees more efficient than a Random Forest.

III. Voting classifier: A voting classifier (Ruta and Gabrys 2005) trains on a set of
models and predicts the class with the highest probability among all available classes. The
predictions from the classifiers passed into the voting classifier are simply combined, and
the predictions are made based on the most frequent voting patterns. The base estimators
used in this study are logistic regression, a stochastic gradient descent classifier and a
decision tree classifier.

The concept behind this technique requires combining numerous classifiers and gener-
ating the class labels. It uses weighted average predicted probabilities for soft voting and a
majority vote for hard voting. Such a technique balances out the weakness of individual
classifiers and behaves like a well-performing model. In soft voting, the predicted output
class is the weighted average of the predicted probability assigned to that class. In hard
voting, the predicted output class is the class with the most frequent votes. In other words,
it is the highest predicted probability by each classifier.

IV. Stacking classifier: A stacking classifier (Florian 2002) consists of two-layer es-
timators. The first layer contains multiple well-performing models used to predict the
outputs on the same datasets. The second layer contains a meta-classifier, which takes
all the models’ predictions from the first layer as an input and produces final predictions.
In other words, it first combines or stacks the output of baseline estimators, then uses a
final classifier to generate the final prediction. The base estimators are logistic regression, a
linear support vector and a Random Forest classifier, and the meta-classifier is the Random
Forest classifier used in this study.

V. Bagging classifier: This new version includes several works (Breiman 1996; Ho
1998; Louppe and Geurts 2012). A bagging classifier is an ensemble meta-classifier in which
the same baseline estimators are trained on different random subsets of the training set.
There are two types of bagging techniques: pasting and bagging. In pasting, sampling is
performed without replacement. In bagging, also called bootstrap aggregating, sampling is
performed by replacement. After training all classifiers, the model predicts a new instance
by aggregating the predictions of all classifiers. As in the case of the hard voting classifier,
the aggregation function predicts the most frequent predictions. If trained on the original
training set, each classifier would result in higher bias; however, aggregation reduces bias
and variance. In this study, the decision tree classifier is used as the base estimator.

VI. Boosting classifier: Boosting refers to the technique that combines numerous
weak or base learners by training them sequentially into a strong learner to enhance the
classifier’s accuracy. In fact, each learner tries to correct its predecessor, and each added
tree model sequentially tries to correct the prediction errors made by the preceding tree
estimators. This process has three steps:
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Step 1: The base learner reads the data and puts equal weight on each sample observation.
Step 2: Incorrect predictions with a higher weightage are assigned to the next base

learner. This results in assigning higher weightage to the misclassified samples.
Step 3: Step 2 is repeated until the model can correctly classify the labels.
Among available boosting methods, AdaBoost and gradient boosting are the most

popular.
A. AdaBoost classifier: To correct the predecessor, the classifier (Freund and Schapire

1996, 1997; Hastie et al. 2009) pays close attention to the training sample in which the
predecessor is under-fitted, resulting in new models that focus more on the hard cases. In
this study, the decision tree classifier is used as the base estimator.

B. Stochastic gradient boosting (Stochastic GBoosting) classifier: This classifier
(Friedman 2002) tries to correct the predecessor by adding classifiers sequentially to an
ensemble. However, it attempts to fit the new classifier to the residual errors made by
the preceding classifier rather than tweaking the instance weights at every iteration by
AdaBoost. When it is trained with a subsample hyperparameter value of 0.1, each tree is
trained on 10% of the training samples, selected randomly. This considerably speeds up
training. As a result, this technique trades a higher bias for lower variance.

VII. Other advance boosting classifiers:
A. Hist GBoosting classifier: Inspired by LightGBM, researchers (Guryanov 2019)

developed boosting classifiers based on a histogram, which buckets continuous feature
values into discrete bins. This technique reduces memory usage and speeds up the training
process. Generally, training gradient boosting is slow when the algorithms are dealing with
a large number of samples, for example, when the sample size exceeds 10,000. Training the
trees added to the ensemble can be surprisingly accelerated by discretising the continuous
input features to several hundred unique features. Additionally, it tailors the training
algorithm around input variables. Gradient boosting under such a modification is called
a histogram-based gradient-boosting ensemble. Furthermore, it has inherent support for
missing values. Some important advantages are the reduced cost of computing the gain for
each split, decreased memory use, histogram subtraction for boosting execution and the
reduced cost of communication for distributed learning.

B. XGBoost classifier: XGBoost (Chen and Guestrin 2016) is the most popular and
superior ensemble learning algorithm based on gradient-boosted decision trees designed
for better execution and model efficiency. It is the preferred algorithm over any other
tree-based algorithm.

C. LightGBM classifier: LightGBM (Ke et al. 2017), a histogram-based algorithm, was
developed to handle large sample sizes and higher feature dimensions.

D. CatBoost classifier: CatBoost (Dorogush et al. 2018), an ensemble learning algo-
rithm, is implemented using gradient boosting on decision trees. It was created by a
team of researchers and engineers at Yandex, a technology company in Russia. It deliv-
ers a gradient-boosting structure that tries to solve categorical feature variables using a
permutation-driven alternative to the typical algorithm. While it has good handling tech-
niques for categorical data, it also works well with numerical, categorical and text features.

3.2. Feature Computation Techniques

This section describes the formulas utilised for deriving feature variables from the
cleaned raw data.

I. Returns: Log return is computed as the difference in the natural log of consecutive
days. Therefore, the current day log return is given by:

ri = lnxi − lnxi−1 = ln
xi

xi−1
(1)

where the subscript i indicates current day, i − 1 indicates previous day and x is the entity
to which log return is to be calculated.
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II. Exponentially weighted moving average (EWMA): The EWMA computes the
average by assigning weight w to the most recent observation and assigning weight wα to
the next most recent observation. After that, the weights continue decreasing, as α is the
decay factor that lies between zero and one. Since the sum of weights is equal to one, it is
depicted in Equation (2) as the N moving period.

1 = w + wα + wα2 + · · ·+ wαN−1 (2)

By applying the summation of geometric progression, Equation (2) becomes:

1 = w
1− αN

1− α
(3)

On rearranging Equation (3), the most recent weight, w, can be computed as:

w =
1− α

1− αN (4)

Finally, for the given observations, the EWMA can be computed as the sum of the observa-
tions and their weights. It is defined by the following equation:

EWMA = ∑N
i=1

(
1− α

1− αN αi−1
)

xi (5)

where x is the observation to which the EWMA is computed. Since α lies between zero and
one, it gives more attention to the recent observations than the older ones. The value of α is
taken as 0.5 in this study.

III. Exponentially weighted moving volatility (EWMV): Like Equation (5), the EWMV
computes volatility by giving more importance to the recent observations. The equation is:

EWMV =

√
∑N

i=1

(
1− α

1− αn αi−1
)

x2
i (6)

where x is the return to the entity from which the EWMV is computed. The assumption is
that the expected return over the moving period is zero.

IV. Average true range (ATR): The ATR is the indicator of volatility and is computed
as follows:

ATR =
1
N ∑N

i=1 max[(Highi − Lowi), |Highi −Closei−1|, |Lowi −Closei−1|] (7)

V. Drift-independent volatility (DIV): Yang and Zhang (2000) used open, close, low
and high stock prices to compute the minimum-variance unbiased variance estimator,
which is independent of both the drift and the opening jumps of the underlying price
movement. It is given by Equation (8) as follows:

V = V0 + kVc + (1− k)VRS (8)

where, V0 is defined as:

V0 =
1

N − 1 ∑N
i=1(oi − o)2 (9)

Vc is defined as:

Vc =
1

N − 1 ∑N
i=1(ci − c)2 (10)

VRS is given by Rogers and Satchell (1991) and Rogers et al. (1994):

VRS =
1
N ∑N

i=1[ui(ui − ci) + di(di − ci)] (11)
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The mean of the open and closing price is defined as:

o =
1
N ∑N

i=1 oi, and c =
1
N ∑N

i=1 ci (12)

where c is lnC1 − lnO1, u is lnH1 − lnO1, o is lnO1 − lnC0 and d is lnL1 − lnO1.
The constant k is chosen to minimise the variance of the estimator V:

k =
α− 1

α + N+1
N−1

(13)

where α is set to 1.34, in practice, as suggested by Yang and Zhang (2000), who explain that
α < 1.5 for all drift, and α = 0 when drift is zero. However, the authors further narrowed
down the minimum value of α to 1.33.

C0 is the closing price of the previous day, O1 is the opening price of the current day,
H1 is the current day’s high price during the trading interval, L1 is the current day’s low
price during the trading interval, C1 is the closing price of the current period and ln is the
natural log.

3.3. Data Transformation

Data transformation plays an important role in machine learning modelling and
is an important step in pre-processing (Patro and Sahu 2015; Saranya and Manikandan
2013). Before feeding data into the model, the data must be transformed to make them
homogenous on the scale. The data are scaled using MinMaxScaler, which transforms the
data within two defined boundary values: lower bound (LB) and upper bound (UB). LB
and UB are chosen so that the model works optimally. The values of LB and UB are decided
during the tuning process of the hyperparameters. The equation is as follows:

x′ = ∆x (UB− LB) + LB (14)

where x′ is the scaled value, and ∆x is computed as:

∆x =
x− xmin

xmax − xmin
(15)

3.4. Performance Evaluation

The performance of the classification models is measured by a confusion matrix and a
classification report, specifically, a precision score, a recall score, an f1-score, an accuracy
score, an ROC curve and a precision–recall curve (Ferri et al. 2009; Sokolova and Lapalme
2009). These are standard measures of a classifier’s performance. Table 3 displays the
nomenclature of the confusion matrix.

Table 3. Confusion matrix.

Predicted Class

0 1

Actual class
0 TN (True Negative) FP (False Positive)

1 FN (False Negative) TP (True Positive)

In a confusion matrix, each column depicts a predicted class, and each row depicts
an actual class. The first row indicates the negative class (depicted as 0). True negatives
(TNs) were correctly classified as a negative class, while the remaining false positives (FPs)
were wrongly classified as a positive class. The second row considers the positive class
(depicted as 1). False negatives (FNs) were wrongly classified as a negative class, while
the remaining true positives (TPs) were correctly classified as a positive class. A flawless
classifier would only have classifications of TP and TN.
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From the above confusion matrix, the performance evaluation parameters (Ferri
et al. 2009; Sokolova and Lapalme 2009) can be computed to assess the predictability of
the classifiers. The accuracy score measures the overall accuracy and is the ratio of the
accurately forecasted labels to the total labels. The precision score is the ratio of the number
of TPs to the total number of TPs and FPs, while the recall score is the ratio of TPs to
the total number of TPs and FNs. The f1-score is the harmonic mean of precision and
recall. The ROC curve is the plot of the TP rate against the FP rate at various classification
thresholds. The thresholds lie between zero and one. The area under the ROC curve (AUC)
is an important measure and indicates the predictive power of the binary classifiers. An
AUC of 50% indicates that the model’s output is random, and an AUC of less than 50%
indicates that the model is ineffective. The precision–recall curve indicates a trade-off
between precision and recall. A higher area under the precision–recall curve signifies a
higher value for both precision and recall.

Furthermore, classifiers are ranked according to their predictability. Haghighi et al.
(2018) first computed hundreds of statistical parameters, and then based on a few important
statistical values, they generated a class score and an overall score; subsequently, the
classifiers were ranked. If the assigned rank was the same for multiple classifiers, they were
statistically considered to be performing the same, which helped distinguish the respective
performance of the classifiers.

4. Modelling Procedure
4.1. Data Collection

This study aimed to examine the various ensemble machine learning algorithms for
predicting day-to-day upward and downward movements of the India VIX. To this end,
the India VIX’s daily data are considered in this study. The period of study was from April
2009 to March 2021. The daily data of the India VIX Index and the NIFTY 50 Index for the
given period were downloaded directly from the NSE of India portal, and the daily data of
the CBOE VIX, S&P 500 and DJIA Indices were downloaded from Yahoo Finance using the
yfinance module in Python. Subsequently, the data were pre-processed, and the feature
variables were prepared.

4.2. Data Pre-Processing

There are minimal steps involved in data pre-processing. After downloading the data,
they were checked for missing or null values. Several missing values for open, high and
low for the India VIX were filled from the close value of the same day. There have been
occasions when the US stock market was closed and the Indian stock market was open. In
such situations, the missing values from the CBOE VIX, S&P 500 and DJIA Indices were
filled using their most recent values. In other words, they were forward-filled.

4.3. Preparation of Feature Variables

Feature variables were prepared according to the feature computation techniques
listed in Section 3.2, and a list of important feature variables is depicted in Table 4. The
feature variables listed in Table 4 are also emphasised by the researchers. Values of open,
high, low and closed, along with the EWMA of the India VIX, are considered feature
variables. Because the India VIX is the option-implied volatility of tradable options on the
NIFTY 50 Index, various volatilities of the NIFTY 50 Index were included in the feature
variables. As few studies (Bantwa 2017; Carr 2017; Fernandes et al. 2014) indicated an
inverse relationship between the volatility index and the underlying index, log return on
the NIFTY 50 Index is also included in the feature variables. Log return on the volume of
the NIFTY 50 Index is also part of the feature variables, as emphasised by Fernandes et al.
(2014). Lastly, as the study of Onan et al. (2014) revealed that the US market affects the
global market, log return on the S&P 500, log return on the DJIA and the first difference in
the closing value of the CBOE VIX Index were also included in the list of feature variables.
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The models in the research paper generated the results after the closing of the US stock
market, as US stock indices are included in the feature variables.

Table 4. List of feature variables.

Index Features Descriptions References

1
Value of the India VIX

(open, high, low
and close)

Open, high, low and close
values of the India VIX

Ballestra et al. (2019)
Dixit et al. (2013)

Prasad et al. (2022)

2 Days of week 0 to 6 for Sunday to
Saturday Dixit et al. (2013)

3 EWMA
The EWMA of the India
VIX with 5-, 10-, 15- and
20-day moving windows

Dixit et al. (2013)

4 EWMV
EWMV of returns on the
NIFTY 50 Index with a

10-day moving window

Chaudhuri and Ghosh
(2016)

5 Return on the NIFTY 50
Index

Log returns on NIFTY 50
Index

Bantwa (2017)
Carr (2017)

Fernandes et al. (2014)
Mall et al. (2011)

Shaikh and Padhi (2016)

6 Return on volume of the
NIFTY 50 Index

Log return on volume of
underlying NIFTY 50 Index Fernandes et al. (2014)

7 ATR
ATR (volatility indicator) of
the NIFTY 50 Index with a

10-day moving window

Included to capture the
volatility of the

underlying index

8 DIV
DIV of the NIFTY 50 Index

with a 10-day moving
window

Yang and Zhang (2000)

9 Return on the S&P 500 Log return on close value
of the S&P 500 Index Onan et al. (2014)

10 Return on DJIA Log return on close value
of the DJIA Index Onan et al. (2014)

11 Changes in VIX
First difference of the

closing value of the CBOE
VIX Index

Onan et al. (2014)

Note: Constructed feature variables are cited by reference(s), indicating that these features impact stock market
volatility or just the stock market in some way. Feature computation techniques are defined in Section 3.2.

4.4. Feature Scaling

Since training machine learning algorithms requires scaling feature variables (Patro
and Sahu 2015; Saranya and Manikandan 2013), feature variables were scaled using Min-
MaxScaler, with the LB as +1 and the UB as +100, which gives better results for advanced
ensemble learning algorithms. Therefore, the features are scaled between +1 and 100 using
the MinMaxScaler method as explained in Section 3.3.

4.5. Target Variable

The target variable is one when tomorrow’s close values of the India VIX are higher
than today’s and zero otherwise. The reflection period is assumed to be two days, as some
important feature variables are already computed with longer rolling periods. Hence, the
last two days of the computed features were considered to predict the present-day level of
the India VIX. The definition of the target variable can be mathematically shown as follows:

yt = 1 when Closet > Closet−1, 0 otherwise (16)
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The model can be shown as follows:

yt = f (Xt−1, Xt−2) (17)

where y is the label that takes the value of either 0 or 1, X is the feature variable and
subscript t denotes the time.

4.6. Execution of the Model

It is believed that advanced machine learning algorithms, such as ensemble learning,
boost the accuracy of weak learners and are more suitable for financial time-series data
(Bai et al. 2021; Han et al. 2023; Hoang Vuong et al. 2022; Wang and Guo 2020). Ensemble
algorithms—Random Forest, Extra Trees, bagging, adaptive boosting, stacking, voting,
gradient boosting, Hist GBoosting, XGBoost, LightGBM and CatBoost classifiers—and
logistic regression were trained and tested on Windows 10 with a configuration of 10-core
CPU, 32 GB RAM and 16 GB GPU. Data were divided into 90% and 10% for training and
testing, respectively. The training sample was taken as 90% because machine learning
algorithms require a large amount of data for training. The models were hyper-tuned using
two-fold time-series cross-validation with a hyper-tuning algorithm called grid search
cross-validation. Splitting is considered two-fold because more splitting of the training
sample with the given sample size will result in the underfitting of the models. Two-fold
time-series cross-validation similarly splits the training further into two subsamples of
sub-training and validation, as stated in Figure 1. Next, the models were trained and
validated for various combinations of parameters. During the hyper-tuning and validation
process, the hyperparameters were selected so that the model achieves the highest average
of the G-mean of f1-scores over the two given validation samples. The G-mean of f1-scores
represents the geometric mean of f1-scores of both labels. The G-mean is an important
measure, as it is highly sensitive to the individual element. If the value of any number
decreases in the group of numbers, their G-mean drastically decreases. Similarly, if the
f1-score of a label is too low or too high for another label, its G-mean will be lower.
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Since it was discovered that predictions were more prone to downward movements
and that the count of ‘label 0’ was a little higher than the count of ‘label 1’ while hyper-
tuning, there are class weights greater than one and class weights less than one respectively
applied to upward and downward labels to balance out the accuracy of individual labels,
which are depicted in Table 5. Class weights were converted into sample weights, which
were applied during model training. Class weights were initially computed from the count
of labels in the training sample, and subsequently, the one that gave the optimal result
during validation was selected. Last, the optimal hyperparameters were selected while
maximising the G-mean of the f1-scores, which further focused on producing balanced
overall scores for both labels. Applying class weight and deciding based on the G-mean of
the f1-score gave a balanced and robust performance. In practical settings, even in the case
of binary classifiers, a balanced score results in better and more robust predictability. The
validation results are shown in Table 6.
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Table 5. Class weights.

Classifier Class Weights to 0s Label Class Weights to 1s Label

Random Forest 0.95 1.18

Extra Trees 0.95 1.39

Bagging 0.95 1.16

AdaBoost 0.95 1.16

Stacking 0.95 1.15

Voting 0.95 1.16

Gradient boosting 0.95 1.19

Hist GBoosting 0.94 1.14

XGBoost 0.96 1.10

LightGBM 0.95 1.09

Logistic regression 0.95 1.40

Table 6. Two-fold time-series cross-validation (G-mean f1-score).

Classifier Split0 Score Split1 Score Mean Score Std Score

Logistic regression 0.500206 0.504043 0.502124 0.001919

Random Forest 0.590954 0.614735 0.602845 0.011891

Extra Trees 0.466468 0.423695 0.445082 0.021387

Bagging 0.580314 0.591281 0.585797 0.005484

AdaBoost 0.611933 0.616224 0.614078 0.002145

Stacking 0.579413 0.596283 0.587848 0.008435

Voting 0.578771 0.592769 0.585770 0.006999

Stochastic
GBoosting 0.589778 0.585407 0.587592 0.002185

Hist GBoosting 0.583003 0.610750 0.596876 0.013873

XGBoost 0.580665 0.616893 0.598779 0.018114

LightGBM 0.609343 0.609410 0.609377 0.000033

CatBoost 0.549842 0.491619 0.520730 0.029111
Note: Split0 and split1 are the scores from the validation segments.

4.7. Optimal Models

As explained in the previous section, the models were trained and validated using two-
fold time-series cross-validation, and the hyperparameters were captured for the optimal
performance of the models. These are depicted in Table A1 in Appendix A. Class weights
are displayed in Table 5. Lastly, optimal models were asked to predict unseen testing data.
The results are displayed and explained in Section 5.

5. Findings

To evaluate the performance of the ensemble algorithms in forecasting the day-to-day
movements of the India VIX Index, models were executed according to the procedures
explained in the previous section. Table A1 in Appendix A depicts the lists of hyperparam-
eters defining the models captured during the training and validation process. Since the
average of the G-mean of the f1-scores is maximised during the validation, the validation
scores are depicted in Table 6. Split0 and Split1 scores are the G-mean of the f1-scores from
the first and second validation segments, respectively. The mean score is the mean of the
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Split0 and Split1 scores, which is the mean score maximised during validation. Similarly,
Std score is the standard deviation of the Split0 and Split1 scores.

Table 7 shows the trained classifiers used to predict the unseen data, which included
the testing dataset and various captured outputs. Table 8 displays ranked classifiers
according to their performance. Table A2 in Appendix A depicts classification reports.
The AUC plot, the area under the precision–recall curve plot and the confusion matrix are
displayed in Figures A1–A3, respectively.

Table 7. Summary result.

Classifier TN FP FN TP Accuracy
Score AUC

Precision-
Recall
AUC

G-Mean
f1-Score

Logistic regression 114 54 55 77 63.67% 69.04% 66.38% 62.94%

Random Forest 118 50 50 82 66.67% 67.77% 63.44% 66.06%

Extra Trees 112 56 52 80 64.00% 68.57% 64.90% 63.47%

Bagging 118 50 51 81 66.33% 68.11% 64.65% 65.68%

AdaBoost 113 55 51 81 64.67% 67.98% 62.87% 64.15%

Stacking 124 44 53 79 67.67% 69.48% 65.48% 66.74%

Voting 118 50 52 80 66.00% 68.32% 64.54% 65.30%

Stochastic GBoosting 115 53 57 75 63.33% 68.72% 65.32% 62.47%

Hist GBoosting 122 46 57 75 65.67% 66.93% 63.73% 64.57%

XGBoost 118 50 51 81 66.33% 67.42% 63.89% 65.68%

LightGBM 118 50 51 81 66.33% 67.30% 63.25% 65.68%

CatBoost 120 48 52 80 66.67% 68.38% 64.07% 65.91%

Note: The area under the ROC curve is represented as AUC. An AUC of 50% indicates a random model, and
an AUC of less than 50% indicates an ineffective model. The data displayed in bold are the highest score in
the column.

Table 8. Ranking of the classifiers.

Rank Classifier Class Score Overall Score Accuracy Score

1 CatBoost 0.4458 0.3972 66.67%

1 LightGBM 0.4458 0.3972 66.33%

1 XGBoost 0.4458 0.3972 66.33%

1 Voting 0.4458 0.3972 66.00%

1 Stacking 0.4458 0.3972 67.67%

1 Bagging 0.4458 0.3972 66.33%

1 Random Forest 0.4458 0.3972 66.67%

8 Hist GBoosting 0.4125 0.3639 65.67%

9 AdaBoost 0.3917 0.3639 64.67%

9 Extra Trees 0.3917 0.3639 64.00%

11 Stochastic
Gboosting 0.3500 0.3639 63.33%

11 Logistic regression 0.3500 0.3639 63.67%
Note: Rank 1 indicates the best performing classifiers, and classifiers of equal rank can be viewed as having
statistically similar performance.
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Out of the 300 trading days in the testing period, the India VIX decreased for 168 days
and increased for 132 days. TN indicates the correctly predicted number of ‘Label 0’, and
TP indicates the correctly predicted number of ‘Label 1’. ‘Label 0’ and ‘Label 1’ indicate
downward and upward movements of the India VIX Index, respectively. It is evident from
Table 7 that TP is comparatively less than TN, indicating that predicting upward movement
is slightly difficult. To overcome this problem, a higher weight is assigned to ‘Label 1’.

Logistic regression correctly predicted 114 of Label 0 and 77 of Label 1, and achieved
an accuracy score of 63.67%, an AUC of 69.04% and a precision–recall AUC of 63.44%,
while maximising the G-mean of the f1-score, which attained 62.94%.

The Random Forest classifier correctly predicted 118 of Label 0 and 82 of Label 1, and
achieved an accuracy score of 66.67%, an AUC of 67.77% and a precision–recall AUC of
66.38%, while maximising the G-mean of the f1-score, which attained 66.06%.

The Extra Trees classifier correctly predicted 112 of Label 0 and 80 of Label 1, and
achieved an accuracy score of 64.00%, an AUC of 68.57% and a precision–recall AUC of
64.90%, while maximising the G-mean of the f1-score, which attained 63.47%.

The bagging classifier correctly predicted 118 of Label 0 and 81 of Label 1, and
achieved an accuracy score of 66.33%, an AUC of 68.11% and a precision–recall AUC of
64.65%, while maximising the G-mean of the f1-score, which attained 65.68%.

The AdaBoost classifier correctly predicted 113 of Label 0 and 81 of Label 1, and
achieved an accuracy score of 64.67%, an AUC of 67.98% and a precision–recall AUC of
62.87%, while maximising the G-mean of the f1-score, which attained 64.15%.

The stacking classifier correctly predicted 124 of Label 0 and 79 of Label 1, and
achieved an accuracy score of 67.67%, an AUC of 69.48% and a precision–recall AUC of
65.48%, while maximising the G-mean of the f1-score, which attained 66.74%.

The voting classifier correctly predicted 118 of Label 0 and 80 of Label 1, and achieved
an accuracy score of 66.00%, an AUC of 68.32% and a precision–recall AUC of 64.54%,
while maximising the G-mean of the f1-score, which attained 65.30%.

The stochastic GBoosting classifier correctly predicted 115 of Label 0 and 75 of Label,
1 and achieved an accuracy score of 63.33%, an AUC of 68.72% and a precision–recall AUC
of 65.32%, while maximising the G-mean of the f1-score, which attained 62.47%.

The Hist GBoosting classifier correctly predicted 122 of Label 0 and 75 of Label 1, and
achieved an accuracy score of 65.67%, an AUC of 66.93% and a precision–recall AUC of
63.73%, while maximising the G-mean of the f1-score, which attained 64.57%.

The XGBoost classifier correctly predicted 118 of Label 0 and 81 of Label 1, and
achieved an accuracy score of 66.33%, an AUC of 67.42% and a precision–recall AUC of
63.89%, while maximising the G-mean of the f1-score, which attained 65.68%.

The LightGBM classifier correctly predicted 118 of Label 0 and 81 of Label 1, and
achieved an accuracy score of 66.33%, an AUC of 67.30% and a precision–recall AUC of
63.25%, while maximising the G-mean of the f1-score, which attained 65.68%.

The CatBoost classifier correctly predicted 120 of Label 0 and 80 of Label 1, and
achieved an accuracy score of 66.67%, an AUC of 68.38% and a precision–recall AUC of
64.07%, while maximising the G-mean of the f1-score, which attained 65.91%.

It is evident from the above discussion that the models studied here performed well
and that their accuracy scores are similar with minor variation. Their accuracy scores range
from 63.33% to 67.67%. The stacking classifier achieved the highest accuracy score of 67.67%
and an AUC of 69.48%. Its G-mean f1-score of 66.74% is also the highest. Though logistic
regression and stochastic GBoosting achieved the lowest accuracy scores, logistic regression
achieved the highest precision–recall AUC.

Furthermore, though classifiers have similar accuracies with minor variations, Table 8,
which displays the classifier ranking based on the class score and overall score com-
puted from several statistical parameters, distinguishes their performances. The CatBoost,
LightGBM, XGBoost, voting, stacking, bagging and Random Forest classifiers are the
top performers with assigned equal ranks, which signifies that though their respective
performances seem to have few variations, their predictive power is significantly similar.
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When it is necessary to select the best classifiers among them, CatBoost, LightGBM and
XGBoost can be recommended. However, the stacking classifier had the highest accuracy
score because those three advanced boosting techniques are based on boosted trees and
internally optimised algorithms. The Random Forest can also be recommended, as it is a
tree-based bagging-optimised algorithm. Stacking is an ensemble of logistic regression,
a linear support vector classifier (SVC) and Random Forest in this study, which makes
models complicated and unorganised compared to advanced boosting algorithms.

The accuracy and findings of this research are much better and more comprehensive
than those of previous studies (Bai and Cai 2022; Dixit et al. 2013; Prasad et al. 2022). In
this regard, previous studies achieved a maximum accuracy score of 62.2%, while this
research achieved an accuracy score of 67.67%. Additionally, this study comprehensively
analyses various machine learning classifiers to recommend suitable algorithms. The
predicted up and down counts of the previous studies are unbalanced, and the accuracy
score could decrease by balancing. These findings are vital for investors and traders
interested in anticipating risk in the Indian stock market: the NSE of India and the Bombay
Stock Exchange.

6. Conclusions

This study aimed to investigate ensemble machine learning algorithms to predict the
day-to-day movement of the India VIX, as the India VIX, believed to be a fear gauge, plays
an important role in determining the risk of Indian stock markets. The India VIX is an
important indicator of the market’s perception of risk, and its movements are a crucial
gauge of how market perception shifts day to day.

In this research, the performance of several ensemble machine learning algorithms for
predicting the day-to-day movements of the India VIX Index for the Indian stock market
was studied since ensemble machine learning is known to perform better with financial
time series. Eleven ensemble learning classifiers and a standard classifier called logistic
regression were studied to achieve the stated task. In this regard, it was found that the
models studied here performed well, with their overall accuracy scores being similar,
with minor variations ranging from 63.33% to 67.67%. The performances of gradient
boosting and logistic regression were the lowest, while the stacking classifier had the best
performance. The trained models achieved better accuracy than previous studies.

Considering the classifiers’ performances outlined in Table 7 and their ranking from
Table 8, CatBoost, LightGBM, XGBoost, voting, stacking, bagging and Random Forest clas-
sifiers are the best models, with significantly similar performances. Among them, CatBoost,
LightGBM, XGBoost and Random Forest classifiers can be recommended for forecasting the
day-to-day binary movements of the India VIX Index because of their inherently optimised
structures. Therefore, it can be concluded that the day-to-day movement of the India VIX
can be predicted with reasonably good accuracy using ensemble machine learning, even
though stock market behaviour is inherently random.

7. Practical Implications

Whether moving upwards or downwards, the VIX is a crucial index for intra-day or short-
term trades because the trading strategy could be based on expected volatility. The findings
of this paper are useful to the following stakeholders and in the following circumstances:

1. Traders: When volatility is expected to increase sharply, intra-day trades run the risk
of stop-losses, quickly becoming triggered. To mitigate such risk, traders can either
reduce their leverage or widen their stop-losses accordingly.

2. Hedgers: For derivative contracts, such as a future contract where mart-to-market
(MTM) is executed daily, institutional investors and proprietary desks face the risk of
MTM being executed and, thereby, generating losses. To manage such risks, they can
increase their hedge when volatility is expected to be higher and vice-versa.

3. Volatility traders: They can take advantage of high validity by taking the long position
on straddles and low validity by taking the short position on straddles. Implied
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volatility also anticipates options prices. When the volatility is expected to rise,
the options price becomes more valuable, and when the volatility is expected to
subside, the options price becomes less valuable. More precisely, the expected move
in the implied volatility is used in conjunction with the outlook on the trend of the
underlying index for volatility trading and hedging, as depicted in Table 9.

4. Derivative trading: when the implied volatility index (the India VIX) is about to
increase, buying calls on the India VIX is a better hedge than buying puts on the
underlying stock index (the NIFTY 50 Index) because the implied volatility index is
more sensitive. Hence, if the India VIX level is anticipated to be higher, buying calls
on the India VIX and selling calls on the NIFTY 50 Index are recommended.

5. Portfolio managers: The VIX also helps in selecting stocks to rebalance a portfolio.
Portfolio managers can increase exposure to high-beta stocks when volatility is about
to bounce from its peak level. Similarly, portfolio managers can increase exposure to
low-beta stocks when volatility is about to bounce from its bottom level.

Table 9. Options strategy for hedging and trading.

Outlook on the Trend of Underlying Index (Nifty 50)

Bearish Neutral Bullish

Expected move
in implied
volatility

(India VIX)

Decrease Write calls Write straddles Write puts

Remain
unchanged

Write calls and
buy puts Calendar spread Buy calls and

write puts

Increase Buy puts Buy straddle Buy calls

8. Academic Contributions

There is a shift in the research interest because, previously, traditional regression
techniques were used for forecasting the numerical values of financial securities. However,
this study has extensively researched forecasting the levels of financial securities using
classification techniques. This research further develops the idea of day-to-day forecasting
of binary movements in the India VIX and achieves accuracy at desirable levels. It initiates
the research to anticipate the levels of the volatility index, which researchers can further
extend to more complicated forecasting.

9. Limitations and Future Scope

This study is limited to the India VIX and forecasts the direction of binary day-to-day
movements by only incorporating price variables. These techniques can be extended to
other implied volatility indices. Other features, such as bond yields, commodity indices,
repo rates, various interest rates and central bank announcements, could also be included.
Including the economic policy uncertainty index as a feature variable could also be a great
idea. Additionally, one could forecast the trinary movements in the India VIX and other
volatility indices. It would be even better if the spikes in the India VIX could be predicted
by developing imbalanced multiclass classification models, as spikes in the volatility index
negatively impact the stock market. Ensemble learning algorithms could be trained with
an empirical wavelet transform to improve forecasting accuracy. In the future, the India
VIX could be predicted using an attention-based architecture called Transformer Neural
Networks (Vaswani et al. 2017).
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Appendix A

Table A1. Models’ hyperparameters.

Logistic regression: penalty=‘elasticnet’, l1_ratio=0.3, solver=‘saga’, C=0.1, max_iter=20, tol=1e-08

Random Forest: n_estimators=180, criterion=‘entropy’, max_depth=5, min_samples_split=2, min_samples_leaf=5,
min_weight_fraction_leaf=0.01, max_features=29, min_impurity_decrease=0.01, max_leaf_nodes=7, max_samples=0.85,
bootstrap=True, oob_score=True

Extra Trees: n_estimators=100, criterion=‘entropy’, max_depth=7, min_samples_split=17, min_samples_leaf=5,
min_weight_fraction_leaf=0.001, max_leaf_nodes=19, max_features=29, min_impurity_decrease=0.001, bootstrap=True,
oob_score=True

Bagging: n_estimators=310, max_samples=0.85, max_features=32, bootstrap=True, bootstrap_features=False

• base_estimator=DecisionTreeClassifier (criterion=‘entropy’, splitter=‘best’, max_depth=3, min_samples_split=2,
min_samples_leaf=2, min_weight_fraction_leaf=0.01, max_features=32, min_impurity_decrease=0.01, max_leaf_nodes=7)

AdaBoost: n_estimators=221, algorithm=‘SAMME’, learning_rate=0.01

• base_estimator= DecisionTreeClassifier (criterion=‘entropy’, splitter=‘best’, max_depth=2, min_samples_split=2,
min_samples_leaf=2, min_weight_fraction_leaf=0.001, max_features=19, max_leaf_nodes=4, min_impurity_decrease=0.001)

Stacking: passthrough=True, estimators=[e1, e2], final_estimator=e3

• e1=LogisticRegression(penalty=‘l2’, solver= lbfgs, C=1e-07, max_iter=10)
• e2=LinearSVC(penalty=‘l2’, loss=‘hinge’, dual=True, C=1000.0)
• e3=RandomForestClassifier(n_estimators=580, criterion=‘entropy’, max_depth=4, min_samples_split=2, min_samples_leaf=2,

min_weight_fraction_leaf=0.01, max_features=1.0, min_impurity_decrease=0.01, max_leaf_nodes=6, max_samples=0.55)

Voting: voting=‘soft’, estimators=[e1, e2]

• e1=LogisticRegression(penalty=‘l2’, solver=‘saga’, C= 1e-08, max_iter=6)
• e2=RandomForestClassifier (n_estimators=550, criterion=‘entropy’, max_depth=4, min_samples_split=2, min_samples_leaf=2,

min_weight_fraction_leaf=0.01, max_features=27, min_impurity_decrease=0.01, max_leaf_nodes=6, max_samples=0.55,
bootstrap=True, oob_score=True

Stochastic GBoosting: n_estimators=111, loss=‘deviance, learning_rate=0.5, subsample=0.45, criterion=‘friedman_mse,
max_depth=2, min_samples_split=2, min_samples_leaf=2, min_weight_fraction_leaf=0.4, min_impurity_decrease=0.4,
max_features=32, max_leaf_nodes=2,
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Table A1. Cont.

Hist GBoosting: max_iter=300, loss=‘binary_crossentropy’, max_depth=2, min_samples_leaf=46, max_leaf_nodes=2,
learning_rate=0.012, l2_regularization=1e-15, max_bins=200, tol=1e-8

XGBoost: n_estimators=90, max_depth=4, learning_rate=0.01, objective=‘binary:logistic’, eval_metric=‘error’, booster=‘gbtree’,
tree_method=‘approx’, gamma=13.6, reg_alpha=1.0, reg_lambda=1e-14, min_child_weight=7.7, subsample=0.55,
colsample_bytree=0.9, importance_type=‘gain’,

LightGBM: n_estimators=625, objective=‘binary’, max_depth=2, num_leaves=3, learning_rate=0.001, subsample=0.05,
colsample_bytree=0.95, boosting_type=‘gbdt’, reg_alpha=1.0, reg_lambda=10.0, min_child_weight=1e-08, min_child_samples=80,

CatBoost: n_estimators=3000, max_depth=4, learning_rate=0.001, min_child_samples=4, reg_lambda=30,
bootstrap_type=‘Bayesian’, bagging_temperature=0, rsm=0.8, leaf_estimation_method=‘Gradient’, boosting_type=‘Plain’,
langevin=True, score_function=‘L2’

Table A2. Classification report.

Logistic Regression Random Forest Extra Trees

Precision Recall f1-Score Precision Recall f1-Score Precision Recall f1-Score Support
0 0.67 0.68 0.68 0.70 0.70 0.70 0.68 0.67 0.67 168
1 0.59 0.58 0.59 0.62 0.62 0.62 0.59 0.61 0.60 132

macro avg 0.63 0.63 0.63 0.66 0.66 0.66 0.64 0.64 0.64 300
weighted

avg 0.64 0.64 0.64 0.67 0.67 0.67 0.64 0.64 0.64 300

Bagging AdaBoost Stacking

Precision Recall f1-Score Precision Recall f1-Score Precision Recall f1-Score Support
0 0.70 0.70 0.70 0.69 0.67 0.68 0.70 0.74 0.72 168
1 0.62 0.61 0.62 0.60 0.61 0.60 0.64 0.60 0.62 132

macro avg 0.66 0.66 0.66 0.64 0.64 0.64 0.67 0.67 0.67 300
weighted

avg 0.66 0.66 0.66 0.65 0.65 0.65 0.67 0.68 0.68 300

Voting Stochastic GBoosting Hist GBoosting

Precision Recall f1-Score Precision Recall f1-Score Precision Recall f1-Score Support
0 0.69 0.70 0.70 0.67 0.68 0.68 0.68 0.73 0.70 168
1 0.62 0.61 0.61 0.59 0.57 0.58 0.62 0.57 0.59 132

macro avg 0.65 0.65 0.65 0.63 0.63 0.63 0.65 0.65 0.65 300
weighted

avg 0.66 0.66 0.66 0.63 0.63 0.63 0.65 0.66 0.65 300

XGBoost LightGBM CatBoost

Precision Recall f1-Score Precision Recall f1-Score Precision Recall f1-Score Support
0 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.71 0.71 168
1 0.62 0.61 0.62 0.62 0.61 0.62 0.62 0.61 0.62 132

macro avg 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66 300
weighted

avg 0.66 0.66 0.66 0.66 0.66 0.66 0.67 0.67 0.67 300
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