Dynamics of Venture Capital and Private Equity Investments in India: An Empirical Analysis

James Dominic 1,* and Anto Joseph 2

1 Indian Institute of Management Tiruchirappalli, Tiruchirappalli 620024, India
2 Department of Business Administration, Rajagiri College of Social Sciences, Cochin 682039, India; anto@rajagiri.edu
* Correspondence: jamesdominic@iimtrichy.ac.in

Abstract: In this study, we explore the inter-dynamics among holding periods, return multiples, fund types, and exit routes of different VC and PE investments in the emerging economy context of India. We employ data spanning from January 2004 to March 2021, and our results indicate that there is a negative association between the holding period and return. The results also indicate that the average holding periods for India-dedicated and foreign funds are not significantly different. Furthermore, the results show that India-dedicated funds outperform foreign funds significantly in generating returns. Finally, the findings suggest that all exit routes can potentially yield similar results, contrary to the prevailing belief that certain exit routes guarantee superior returns. These findings provide useful insights for a spectrum of stakeholders, including entrepreneurs, practitioners, investors, financial analysts, and policymakers.
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1. Introduction

In recent times, India has risen as a prominent and sought-after destination for venture capital (VC) and private equity (PE) investments on a global scale, owing to its rapidly expanding startup ecosystem and favorable regulatory framework. Notably, the year 2021 marked the sixth consecutive year in which global private equity funds successfully raised over USD 500 billion. Even amidst the challenges posed by the global pandemic, approximately 2500 funds worldwide managed to secure a total of USD 872 billion, representing a remarkable 20 percent increase from the previous year. These figures were particularly striking, given the prevailing economic uncertainty and the novel landscape of remote fundraising. Investors in the VC and PE sectors have been enticed by India’s substantial and burgeoning market and its abundant pool of skilled and talented technology professionals. Additionally, the country’s favorable demographic trends have contributed to its attractiveness as an investment destination (Dominic 2021). Notably, the Indian startup ecosystem has witnessed several notable successful exits in recent years, with numerous unicorns emerging in key sectors such as e-commerce, fintech, and ed-tech. The year 2021 stands out as a remarkable period for India’s PE and VC markets, as it experienced a strong resurgence following the pandemic-induced slowdown. The sector demonstrated resilience and a swift recovery, further affirming India’s position as a vibrant and thriving hub for VC and PE investments.

According to the data (compiled by the authors) presented in Figure 1, the year 2021 witnessed a notable surge in the PE–VC market in India, with the total deal value reaching USD 69.8 billion through 1269 deals. This significant increase in investment, reaching close to USD 70 billion, indicates a highly active and dynamic market accompanied by a complementary acceleration in exit activities. In light of these developments, the present
study aims to investigate the dynamics of VC and PE investments in India, focusing on the inter-dynamics between factors such as holding period, return multiple, fund types, and exit routes. By analyzing these interlinkages, this research seeks to understand the prevailing investment trends and patterns in the Indian market during this period.

![Figure 1. Total VC/PE investments in India from 2012 to 2021.](image)

The extant literature has extensively documented the capacity of private equity to deliver substantial returns within relatively short time frames. Academic consensus also affirms that private equity consistently outperforms public markets in terms of financial returns, as evidenced by various studies (Kaplan and Schoar 2005; Higson and Stucke 2012; Harris et al. 2014). Consequently, the duration of investment holdings significantly impacts return patterns, with extended holding periods leading to a negative effect on returns. This notion finds support in the works of Acharya et al. (2013) and Cumming and Walz (2010), who establish a noteworthy negative correlation between holding periods and returns. Additionally, prolonged holding periods have been observed to adversely impact future fundraising endeavors (Cumming et al. 2005; Hammer et al. 2017; Loos and Schwetzler 2017; Dominic and Gopalaswamy 2022), as they can impede the generation of satisfactory returns, tie up committed capital, and hinder the ability to raise subsequent funds (Valkama et al. 2013; Jenkinson and Sousa 2015; Loos and Schwetzler 2017). Consequently, private equity investors generally prefer shorter holding periods to mitigate these challenges. However, studies investigating the relationship between holding periods and returns in the context of emerging markets are scarce. Given the distinct social, cultural, political, legal, and economic backgrounds of emerging markets compared to developed countries, it becomes imperative to comprehend the interplay and dynamics between the aforementioned variables. Therefore, the present study seeks to examine the underlying dynamics between holding periods and returns specifically within an emerging market context, i.e., India. By examining this relationship, our study tries to contribute valuable insights to the field of private equity investments in emerging market contexts.

In recent times, the landscape of venture capital (VC) investments has witnessed a notable upswing in cross-border activities. One of the key contributing factors to this surge is the significant rise in international VC investments in emerging economies. Simultaneously, local VC industries have also experienced substantial growth in both developed and emerging countries worldwide. Foreign venture capitalists, in particular, encounter higher costs in evaluating potential investee firms and monitoring their post-investment performance due to geographical distance and contextual disparities between their home country and the entrepreneurial firm’s host country (Guler and Guillén 2010; Li et al. 2014). Conversely, local venture capitalists enjoy inherent advantages in their domestic markets, with better access to information regarding local market conditions and investment prospects (Mäkelä
and Maula 2008). Prior research has delved into how cultural, legal, and institutional distances between the VC’s home country and the entrepreneurial firm’s country influence investment strategies, success rates, and syndication approaches (Li et al. 2014; Dai et al. 2012; Guler and Guillén 2010). Specifically, Dai et al. (2012) and Cumming et al. (2016) have explored the value-added by international and local venture capitalists to entrepreneurial firms. Nonetheless, the existing literature is scant in terms of studies comparing the performance of domestic and foreign funds, particularly within the context of emerging markets. In this paper, we aim to address this gap by scrutinizing the average return multiple and holding periods of both domestic and foreign funds, with the objective of analyzing the efficacy of international versus domestic venture capital investments. By exploring the comparative performance of these funds, we seek to contribute valuable insights to the understanding of cross-border VC dynamics in the context of emerging markets.

We conduct our study in the Indian context for several reasons. Over the past few years, India has emerged as an increasingly attractive destination for venture capital (VC) and private equity (PE) investments. These investments have played a crucial role in driving innovation and fostering growth within India’s economy, and they are expected to continue being pivotal in the country’s development in the foreseeable future. As of 2023, India is projected to become the world’s most populous country, positioning it as the largest contributor to the global workforce for several decades ahead. Additionally, India has achieved significant economic momentum, ranking as the fifth-largest economy globally. This growth has been largely attributed to the country’s policies of economic liberalization, which have fostered a more market-oriented approach, promoted increased participation of private capital, and enhanced global competitiveness. The Indian economy is projected to experience substantial growth in the coming decades, making it one of the most promising large economies. Recent years have witnessed several noteworthy trends in India’s VC and PE landscape. Notably, there has been a growing interest in early-stage startups, with investors seeking to capitalize on the untapped potential of India’s flourishing startup ecosystem. Additionally, certain sectors such as fintech, ed-tech, healthcare, and e-commerce have garnered considerable attention due to their significant growth and innovative advancements.

Moreover, there has been a shift towards larger investments in well-established companies, leading to the emergence of several unicorns in the market. The COVID-19 pandemic has catalyzed digital adoption, resulting in increased investments in tech-enabled solutions. Another prominent trend has been the rise of impact investing, with investors showing a keen interest in companies that can generate social and environmental impact alongside financial returns. These trends collectively demonstrate the maturing state of India’s VC and PE ecosystem, with investors keenly eyeing the country’s robust economic growth and favorable demographic prospects. Furthermore, the Indian government has taken proactive steps to support startups and foster entrepreneurship, exemplified by initiatives like the Startup India program and the Atal Innovation Mission. These initiatives have further contributed to India’s appeal as an investment destination, alongside its vast and expanding market, abundant pool of talented tech workers, and favorable demographic trends.

The present study uses the data on exit transactions of venture capital investors across diverse investee organizations in India, spanning from January 2004 to March 2021. The data is obtained from the database, Venture Intelligence, and after applying suitable filters, a total of 221 exit transactions were selected for analysis. These transactions were specifically chosen due to their complete data regarding the industry affiliation of the firm, the type of venture capital fund involved, return multiple, holding period, and the exit routes employed. We employ four non-parametric tests like Kendall’s tau-b, Mann–Whitney U, Kruskal–Wallis H, and Tukey post hoc tests to understand the dynamics among holding period, return multiple, fund types, and exit routes. Our results indicate that there is a negative monotonic association between the holding period and the Compound Annual Growth Rate (CAGR). Also, the analysis implies that, even if the return multiples generally increase with the time period of investments, the investment loses its value when held
over a longer period of time. Hence, the investors need to find out the optimal time to exit to avoid the destruction of investment value. In addition, the findings indicate notable variations in average holding periods across different exit routes. Moreover, the results indicate that the average holding periods for India-dedicated and foreign funds are not significantly different. Furthermore, the results show that India-dedicated funds outperform foreign funds significantly in generating returns when measured by CAGR. Notably, while the return multiples differed significantly across the exit routes, the CAGR, which is a more standardized and popular measure of return on investment, did not show significant differences. This suggests that investors tend to liquidate their investments once they perceive a lack of growth potential and aim to secure a required return on their investment. Overall, the findings suggest that all exit routes can potentially yield similar results, contrary to the prevailing belief that certain exit routes guarantee superior returns.

This study adds to the existing literature in financial economics and private equity in several ways. First, using a unique dataset of 221 India-based exit transactions, the findings improve understanding of the extant literature, and thereby add to the debate on the short-versus long-term nature of private equity and the role of exit-route strategies (Jenkinson and Sousa 2015; Hammer et al. 2017). Thus, this study contributes to our understanding of the critical relationship between holding period and return, an issue central to the strategic management of entrepreneurial efforts. Second, the results provide entrepreneurs with some bases for evaluating the required return or the attractiveness of the venture and the selection strategy. Third, our findings suggest that funds should design and develop unique post-investment monitoring and value-adding strategies systematically related to the required return targets. Fourth, apart from contributing to the general literature on entrepreneurship, this study provides useful insights into venture capital financing in the emerging economy context, especially on investor behavior and decision-making processes within different exit strategies, facilitating informed investment choices in the future. Fifth, besides its academic contribution, the findings have relevant insights for practitioners, investors, financial analysts, and policymakers in making well-informed decisions regarding investment strategies and market expectations.

This study makes a significant contribution to the existing body of knowledge in the field of financial economics and private equity through multiple avenues. Firstly, leveraging a distinct and comprehensive dataset comprising 221 exit transactions based in India, the outcomes of this investigation enrich the comprehension of the current literature. This enrichment, in turn, contributes to the ongoing discourse surrounding the dichotomy between short-term and long-term dynamics within the domain of private equity, as well as the intricate interplay of exit-route strategies, as previously discussed by scholars like Jenkinson and Sousa (2015), and Hammer et al. (2017). Thus, this study extends our insights into the vital correlation between the duration of holding investments and the ensuing returns—an issue that holds pivotal importance in the realm of strategic management within entrepreneurial pursuits. Secondly, the findings presented herein furnish entrepreneurs with a foundational framework for the evaluation of essential aspects such as requisite returns and the allure of specific ventures, alongside the selection strategies they entail. Thirdly, our empirical observations recommend that investment funds should systematically devise and implement distinctive post-investment monitoring mechanisms and value-enhancement strategies that align with predefined return objectives. This recommendation stems from our comprehensive analysis of the exit transactions and is poised to offer valuable guidance to investment practitioners in their pursuit of optimizing portfolio outcomes. Fourthly, beyond its implications for the broader entrepreneurship literature, this study significantly augments our understanding of venture capital financing within the context of emerging economies. These insights play a pivotal role in facilitating well-informed investment decisions within similar contexts, thus enhancing the efficacy of investment choices in the future. Fifthly, transcending its academic contributions, the discoveries of this research hold tangible implications for a spectrum of stakeholders, including practitioners, investors, financial analysts, and policymakers. The insights presented herein serve as a
valuable resource for informed decision-making processes related to investment strategies and the management of market expectations. By providing a more holistic view of the intricate landscape of exit transactions and their associated dynamics, this study directly aids stakeholders in navigating the complexities of investment landscapes.

While the study makes significant contributions to the field of financial economics and private equity, it is important to acknowledge some limitations. The findings of this study are based on a specific dataset of 221 exit transactions in India. This limited geographic scope may restrict the generalizability of the results to other regions with different economic, regulatory, and market conditions. The sample size is relatively small when compared to larger financial and private equity studies. This could affect the statistical power and robustness of the conclusions. The study is limited by the data’s temporal scope, which may not account for more recent developments and changes in the private-equity landscape. Private equity strategies and dynamics can evolve over time, and this study’s findings may not fully capture these changes. Given the reliance on historical data, there is a possibility of survivorship bias, where only successful exit transactions are included in the dataset. This bias could overstate the attractiveness of certain venture capital investments. Acknowledging these limitations, future research can explore these areas in greater depth and with a broader scope, to provide a more comprehensive understanding of the dynamics of private equity and venture capital investments.

The rest of the paper is organized as follows. Section 2 provides the theoretical background and develops hypotheses. Section 3 describes the data and research methodology. Section 4 presents the results and discussions. Finally, Section 5 concludes by discussing the results from both a theoretical and a practical perspective.

2. Related Literature and Theoretical Framework

In this section, we review the extant literature to identify the inter-dynamics among the holding period, return, exit routes, and type of funds of VC and PE. At the end of this segment, we identify the potential gap in the literature and formulate the hypotheses to examine the inter-dynamics among the above-mentioned variables.

The concept of the holding period in private equity refers to the duration between the initial investment and the eventual sale of the invested company. Existing research indicates that private equity has demonstrated the capacity to yield significant returns over relatively short periods, and there is a widespread agreement within academic circles that private equity consistently outperforms public markets in terms of financial returns, as highlighted by various studies (Kaplan and Schoar 2005; Higson and Stucke 2012; Harris et al. 2014). As a result, private equity has emerged as an appealing asset class for investors. Nevertheless, certain traditional methods of value creation in private equity have faced challenges in recent times. The surge in the number of buyout funds and active mergers and acquisitions (M&A) markets has intensified competition for investment opportunities, thereby presenting new hurdles for private equity firms in their pursuit of generating excess returns (Axelson et al. 2009).

In the realm of private equity investments, the traditional holding period, which denotes the duration between the initial investment and its eventual exit, has conventionally ranged from four to five years (Strömberg 2008; Jenkinson and Sousa 2015; Degeorge et al. 2016; Bansraj et al. 2019). Nonetheless, Hammer (2017) proposes that holding periods have experienced a notable increase since 2004. According to Joenväärä et al. (2022), the average holding period was 4.7 years before the financial crisis (2007–2008), which then rose to 5.8 years post-crisis. Hammer’s (2017) research also supports this trend, showing that holding periods expanded by 60 percent, from an average of 3.3 years in 2003 to 5.3 years in 2012. Hammer et al. (2017) further contend that holding periods exceeding four years are perceived to impact private equity fund returns negatively.

The duration for which an investment is held can have a notable impact on the patterns of returns. When holding periods are extended, it tends to have a negative effect on returns measured by the internal rate of return (IRR). This observation is supported by the research
of Acharya et al. (2013) and Cumming and Walz (2010), who both highlight a significant negative correlation between the holding period and IRR. Additionally, statistical tests conducted by Cochrane (2005) confirm that returns are indeed influenced by the length of the holding period. As the IRR is a time-sensitive metric for measuring returns, it follows that shorter investments should generally yield higher performance. Nikoskelainen and Wright (2007) assert that their own significant findings can be attributed to the fact that investors tend to favor quicker exits when presented with a window of opportunity, even if the full potential for enhancement has not yet been fully realized.

Extended holding periods pose challenges in generating satisfactory financial returns, and can also tie up committed capital, which is a concern for both Limited Partners (LP) and General Partners (GP) involved in private equity. General Partners, being incentivized to earn carried interest over the hurdle rate expressed in the fund’s internal rate of return (IRR), find that a quicker exit from investments enhances returns and ensures the realization of those returns (Hammer et al. 2017; Jenkinson and Sousa 2015). Valkama et al. (2013) find a negative correlation between longer holding periods and equity IRR. Moreover, prolonged holding periods have been observed to adversely impact future fundraising efforts (Cumming et al. 2005; Hammer et al. 2017; Loos and Schwetzler 2017). As fundraising relies significantly on reputational capital and track record, private equity firms typically seek to raise new funds every three to five years (Kaplan and Schoar 2005; Axelson et al. 2009; Phalippou 2008). Prospective Limited Partners considering new funds not only assess past performance but also focus on the investment track record of recent funds. Therefore, unrealized investments or disappointing returns could potentially have a negative impact on future fundraising endeavors.

The reinvestment issue poses a unique challenge for venture capitalists (VCs) that does not exist in perfect financial markets. Unlike perfect market investors who can instantly buy and sell, VCs face the difficulty of not being able to reinvest their proceeds into profitable business opportunities immediately. This can result in periods of idle cash, especially when the expected investment horizon of VC investments is shorter, increasing the risk of not having suitable investment options available. Consequently, VC managers may require a higher return to compensate for the potential idle cash situation when their expected holding period is shorter (Stevenson et al. 1987). However, it is essential to consider investment-stage preferences as they may play a significant role in addressing this challenge.

In response to heightened competition and the commoditization of traditional value-creation methods, numerous private equity firms have adopted hybrid strategies such as the buy-and-build approach. This strategy often involves creating value through financial engineering, exploiting multiple arbitrages, and leveraging synergies between the platform and add-on acquisitions, such as economies of scale and scope, tax gains, and resource allocation between firms. Hammer et al. (2017) have noted that the rise of buy-and-build strategies has contributed to a 20-percent increase in holding periods over time. These strategies entail acquiring multiple add-on companies, which introduces additional monitoring and integration costs, diverts focus from organic growth, and adds size and complexity to the portfolio firm (Cumming and Johan 2013; Hammer et al. 2017). Consequently, these factors tend to result in longer holding periods for private equity investments. However, longer holding periods can complicate the ability to generate satisfactory returns, tie up committed capital, and hinder the ability to raise subsequent funds (Valkama et al. 2013; Jenkinson and Sousa 2015; Hammer et al. 2017; Loos and Schwetzler 2017). Therefore, private equity investors generally prefer shorter holding periods to address these challenges. Based on the extant literature presented above, we formulate the following hypotheses as follows:

Hypothesis 1 (Ha1): The average return multiple is negatively associated with the investment holding period.

Hypothesis 2 (Ha2): The average return multiple differs for India-dedicated funds vis-à-vis foreign funds.

Hypothesis 3 (Ha3): The average holding period differs for India-dedicated funds vis-à-vis foreign funds.
Various factors can influence holding periods in private equity investments. One key determinant is the presence of market opportunities at a given time. Ljungqvist et al. (2020) highlight that access to inexpensive debt can lead to intensified competition among private equity firms, thereby increasing the attractiveness of potential exits. Additionally, Gompers et al. (2015) find that the level of activity in M&A and IPO markets plays a significant role in determining the choice of exit, alongside fundamental factors like operational performance. Consequently, these factors enhance the ability of private equity firms to exit their investments at a favorable timing and price. Private equity investors, typically institutional in nature, approach acquisitions differently than strategic investors, as their primary aim is not to take over businesses but to invest as financial backers. Returns are realized through exits from investments over a typical period of 3–6 years rather than regular dividends. Giot et al. (2014) establish a link between holding periods and the experience of private equity firms. Their research suggests that less experienced firms may have longer holding periods due to challenges in deploying capital quickly and effectively during the investment phase. Inexperienced firms might face obstacles in deal sourcing and value creation throughout the holding period. Furthermore, the nature and focus of a private equity firm can also influence holding periods. Arcot et al. (2015) propose that some private equity firms, especially those affiliated with institutions like pension funds and banks, prioritize longer time horizons in their investment strategies. These firms might have a more patient approach to realizing returns and may be less constrained by short-term pressures. In summary, holding periods in private equity are shaped by market opportunities, exit options, the experience of the firm, and the nature of the private equity entity itself.

Previous research has consistently identified initial public offerings (IPOs) as the most preferred exit route for private equity firms in terms of financial returns (Cao and Lerner 2009; Nikoskelainen and Wright 2007; Gompers and Lerner 2004). IPOs not only offer attractive returns but also serve as effective marketing tools for younger private equity firms seeking to raise subsequent funds (Jenkinson and Sousa 2015). However, IPOs have experienced a decline in popularity, and a majority of private equity exits now take the form of trade or secondary exits. Kaplan and Schoar (2005) examined 17,781 leveraged buyout transactions worldwide, revealing that the most common exit route was through strategic sales, accounting for 38 percent of exits. Strategic sales involve various strategic or industrial investors, such as competitors, suppliers, or customers, and are particularly attractive when there is significant synergetic potential for the acquirer. While, traditionally, strategic sales may not offer the most appealing exit channel in terms of returns compared to IPOs, Peterman and Lai (2009) argue that a strategic sale might be the preferred option when an IPO is not viable, especially during a financial crisis when investor confidence is low. Under challenging economic conditions, the proceeds from a strategic sale could potentially be higher compared to a public listing. Moreover, strategic investors often include revenue or cost synergies in their valuations, allowing for premiums to be incorporated into their investments. Another advantage of the strategic sale over IPOs is the ability to sell 100 percent of the investment immediately, which may not be possible with an IPO exit due to lock-up periods (Pindur 2007). In summary, while IPOs have historically been the top choice for private equity exits, strategic sales have gained traction, particularly when IPOs are not feasible or when strategic potential and immediate divestment are prioritized over short-term returns.

In the context of secondary buyouts, private equity firms opt to sell their portfolios to other private equity firms rather than pursuing public offerings or selling to strategic parties. Over time, this exit route has experienced significant growth in popularity. Kaplan and Schoar (2005) found that secondary buyouts accounted for 24 percent of exits during the period from 1970 to 2007. Jenkinson and Sousa (2015) further observed that financial buyouts constituted 43 percent of exits, underscoring the increasing appeal of secondary buyouts. Within Europe, secondary buyouts have emerged as the most common exit route over the years. This increased preference for financial buyouts can be attributed to
several factors, including the proliferation of funds and the growing diversity in terms of specialization, size, and investment stages. As portfolio companies evolve and mature, they may venture into different industries and subsequently be acquired by larger private equity firms specializing in particular sectors (Jenkinson and Sousa 2015). This trend has contributed to the recent surge in secondary buyouts, offering new avenues for private equity firms to manage their investments and capitalize on evolving market opportunities.

The choice of exit routes for private equity firms is heavily influenced by prevailing market conditions. While these firms strive to achieve the best possible exit, the availability of opportunities is shaped by the state of capital and credit markets. The conditions in the equity market play a significant role in determining the window of opportunities for exit. IPO markets often experience waves characterized by fluctuations in the number of initial public offerings. During periods of hot IPO markets, when public market valuations are high, attractive exit opportunities arise (Jenkinson and Sousa 2015). Conversely, periods characterized by low public market valuations, known as cold IPO markets, coupled with favorable debt conditions and limited covenants, stimulate the market for secondary buyouts (Shivdasani and Wang 2011). Jenkinson and Sousa (2015) present evidence supporting the notion that public listings serve as early exit routes. Exiting through an IPO in the initial years of the fund can serve as an effective marketing strategy for future fundraising efforts. However, if IPOs cannot be executed within a short timeframe, it becomes more likely that the company will be sold to either a financial or strategic buyer as an alternative exit route. Adaptability to prevailing market conditions is crucial for private equity firms to make informed exit decisions that align with their overall investment objectives.

As the fund approaches the end of its lifecycle with unrealized investments, General Partners (GPs) experience exit pressure and are motivated to expedite the realization of their investments. This pressure can create a distinct window of opportunity for exits. Cumming and MacIntosh (2003) have highlighted that, when the fund’s maturity is near and GPs face exit pressure, portfolio companies may not yet be prepared for an IPO or trade sale. Despite being traditionally perceived as a less attractive exit route, secondary buyouts offer appealing characteristics for the selling party. The process of selling the company is often organized through auctions, which can drive up prices with multiple potential bidders. In a secondary buyout, the final purchaser pays the full price at the exit, providing certainty to the selling party regarding the returns achieved compared to an IPO. Additionally, selling to another private equity firm often expedites the selling process, which is particularly advantageous when GPs are under exit pressure and seeking to realize their investments swiftly. According to Jenkinson and Sousa (2015), private equity firms are highly motivated to sell portfolio firms with high returns, minimal risk, and minimal delays in receiving proceeds from the sale, and secondary buyouts are likely to fulfill these objectives.

Furthermore, the selection of an appropriate exit route is heavily contingent on the characteristics of the individual portfolio company, with some being better suited to specific strategies. Pagano et al. (1998) demonstrate that larger companies are more likely to opt for an IPO as their exit route. Sudarsanam (2005) supports this finding, suggesting that firms should attain a certain threshold size to exit publicly. Larger firms are better equipped to handle fixed costs and are more visible to public investors. On the other hand, highly profitable companies requiring less monitoring are more inclined to choose a public listing as their exit route. In contrast, larger but less profitable companies are more prone to be sold to strategic buyers. Consequently, Sudarsanam (2005) posits that smaller portfolio firms with relatively lower margins and higher monitoring needs are more likely to utilize a strategic sale as their exit strategy. Jenkinson and Sousa (2015) discovered that smaller companies exhibiting robust growth are more inclined to opt for a strategic buyer as their exit route. Moreover, the attractiveness of a secondary-buyout route increases for companies with healthier margins. Given the highly leveraged structure of private equity-owned companies, such firms must generate sufficient cash flows and maintain robust
margins to manage the debt and interest obligations associated with a subsequent leveraged buyout (Jenkinson and Sousa 2015).

The selection of an exit route in private equity is influenced by both market characteristics and the potential exit pressure faced by the firms. Despite this, most private equity investments are supported by a predetermined operation plan and a clear exit strategy (Gompers et al. 2015; Klier et al. 2009). Private equity firms devise a predetermined operational plan for each portfolio company, which may involve decisions related to organic or inorganic growth strategies. The unique characteristics of individual portfolio companies and their operational plans can significantly impact the chosen exit route. For instance, it has been argued that larger firms are better equipped to handle the higher fixed costs associated with an IPO and are more visible to investors (Pagano et al. 1998). Nikoskelainen and Wright (2007) support this notion, finding that larger portfolio companies are more likely to pursue a public listing as their exit route. Additionally, as buy-and-build strategies gain momentum through the execution of add-on acquisitions, they are more likely to increase the likelihood of an IPO (Hammer et al. 2017). Conversely, Bienz and Leite (2008) propose that the monitoring needs of the portfolio company influence the choice of exit. IPOs are associated with fewer monitoring requirements due to their dispersed ownership structure. Firms with higher monitoring needs benefit from large shareholders, which facilitates decision-making processes. Given the potential ongoing integration processes and the value of add-ons not immediately reflected in terms of profitability, buy-and-build strategies may require additional monitoring. Consequently, these additional monitoring needs could decrease the likelihood of an IPO being chosen as the exit route for buy-and-build strategies. In summary, the route of exit in private equity is influenced by various factors, including the company’s size, operational plan, and monitoring needs, all of which must be considered when devising an appropriate exit strategy. Based on the above discussion, we formulate the following hypotheses:

Ha4: The average holding period differs across different exit routes adopted by VC funds. 
Ha5: The average return multiple differs across different exit routes adopted by VC funds.

Furthermore, the proliferation of buyout funds in the market has driven private equity firms to develop distinct capabilities and specialize in specific sizes and industries. As highlighted by Jenkinson and Sousa (2015), increased heterogeneity among potential financial buyers raises the likelihood of a financial buyout. Particularly, when a platform experiences growth in size or expands into different industries through follow-on acquisitions, this enhances the attractiveness of a financial buyout. Hammer et al. (2017) also establish a correlation between financial buyouts and add-on acquisitions, providing two hypotheses to explain this relationship. Firstly, they propose the complementary skill hypothesis, where add-on acquisitions increase the probability of a financial buyout once the buy-and-build strategy is completed, allowing the subsequent owner to focus on other value-creation measures. Secondly, Hammer et al. (2017) present the continuation hypothesis, suggesting that the subsequent private equity owner can exploit the remaining potential for acquisitions and continue the buy-and-build strategy. These factors contribute to the evolving landscape of private equity firms, with specialization and strategic differentiation becoming key factors in successful financial buyouts.

3. Data and Methodology
3.1. Data

The variables utilized in the analysis to examine the proposed hypotheses were acquired from the database, Venture Intelligence. The database encompasses exit transactions conducted by many venture capital investors across diverse investee organizations in India, spanning from January 2004 to March 2021. Between the time period of January 2004 and March 2021, a cumulative sum of 632 transactions was recorded, with a total value of USD 8842 million. Despite the presence of extensive transaction data, numerous transactions were found to have missing fields.
After applying suitable filters, a total of 221 exit transactions were selected for analysis. These transactions were specifically chosen due to their complete data regarding the industry affiliation of the firm, the type of venture capital fund involved, return multiple, holding period, and the exit routes employed.

A total of 221 exit transactions were observed, involving 201 distinct entities, with a cumulative value of USD 3883 million. Out of the total of 221 transactions, 51 transactions were conducted in the stock market involving 48 different companies. The cumulative value of these transactions amounted to USD 1245 million, encompassing exits made through initial public offerings (IPOs) as well as transactions carried out in the open market. A total of 164 exit transactions were conducted through the off-market route, involving 153 entities and resulting in a cumulative value of USD 2638 million. The aforementioned transactions were related to strategic sales, secondary sales, and buybacks. The subsequent sections provide descriptive data for each variable.

3.2. Methodology

The present study employs four non-parametric tests like Kendall’s tau-b, Mann–Whitney U, Kruskal–Wallis H, and Tukey post hoc tests to examine the dynamics among holding period, return multiple, fund types, and exit routes. The non-normal distribution of key variables, such as holding periods, return multiples, and CAGR, as indicated by their skewed distribution, necessitated the utilization of non-parametric statistical tests in our analysis. Hence, the Mann–Whitney U test and the Kruskal–Wallis Test are employed for comparative assessments. Despite the relatively small sample size, it remained sufficient for conducting comparative analyses using the chosen statistical methods. Non-parametric tests were preferred in this context, as they do not rely on distribution assumptions, making them more appropriate for skewed data samples like VC-exit-returns data, even though they may be considered less efficient compared to their parametric counterparts.

3.2.1. Kendall’s Tau-B Test

We employ Kendall’s tau-b (τb) to measure the strength and direction of association that exists between the holding period and return multiples. Kendall’s tau-b stands as an ordinal association metric, founded on the evaluation of concordant and discordant pairs. It evaluates the extent of a monotonic relationship and proves advantageous in instances of data containing ties. Its nonparametric nature becomes apt when data violate normality assumptions. This was pertinent in the context of the dataset, where the correlation between holding period and return multiples exhibited a non-linear pattern, accompanied by skewed distribution. Essentially, Kendall’s Tau computes the disparity between concordant and discordant pairs, normalized by the total pair count. The conventional expression of Kendall’s Tau is manifested in the Tau-B statistic, which appropriately considers instances where observed pairs possess identical values in either x or y as being neither concordant nor discordant.

\[
T_b = \frac{\psi_c - \psi_d}{\sqrt{\psi_0 - \psi_1} (\psi_0 - \psi_2)}
\]

\[
\psi_0 = \frac{\psi(\psi-1)}{2}, \text{ where } \psi \text{ is the data size}
\]

\[
\psi_c = \text{number of concordant pairs}
\]

\[
\psi_d = \text{number of discordant pairs}
\]

\[
\psi_1 = \sum \frac{t_j(t_j-1)}{2}, \text{ where } t_j = \text{number of x values tied at } j^{th} \text{ value}
\]

\[
\psi_2 = \sum \frac{u_k(u_k-1)}{2}, \text{ where } u_k = \text{number of y values tied at } k^{th} \text{ value}
\]

In order to avoid the quadratic complexity, the above equation can be rearranged in the \((n)\log(n)\) formulation.

\[
T_b = \frac{\psi_0 - (\psi_1 + \psi_2 - \psi_3) - 2\varnothing_y}{\sqrt{\psi_0 - \psi_1} (\psi_0 - \psi_2)}
\]
$\psi_0, \psi_1, \psi_2 = \text{defined as above}$

$\psi_3 = \sum \frac{v_j(v_j-1)}{2}$, where $v_j$ = number of $(x, y)$ values tied at both values

$\varphi_y$ = number of swaps to re-sort x-sorted pairs by $y$.

3.2.2. Mann–Whitney U Test

As the next level of investigation, the nonparametric Mann–Whitney U test, a statistical examination that refrains from imposing distributional assumptions, was chosen to scrutinize the variations in the distribution of holding periods, return multiples, and CAGR between India-dedicated and foreign funds. Due to the non-normal distribution characteristics exhibited by the holding periods, return multiples, and CAGR, the adoption of the Mann–Whitney U test was a judicious choice to evaluate the associated hypotheses. The Mann–Whitney test uses a normal approximation method to determine the $p$-value of the test.

$$Z = \frac{w - \frac{\partial(\partial + \omega + 1)}{2}}{\sqrt{\frac{\partial \omega(\partial + \omega + 1)}{12}}}$$

The alternative hypotheses are as follows:

- $H_1: \eta_1 > \eta_2$, and $p$-value $Z \geq \frac{(w - 0.5) - \frac{\partial(\partial + \omega + 1)}{2}}{\sqrt{\frac{\partial \omega(\partial + \omega + 1)}{12}}}$
- $H_1: \eta_1 < \eta_2$, and $p$-value $Z \geq \frac{(w + 0.5) - \frac{\partial(\partial + \omega + 1)}{2}}{\sqrt{\frac{\partial \omega(\partial + \omega + 1)}{12}}}$
- $H_1: \eta_1 \neq \eta_2$, and $p$-value $Z \geq \frac{(k + 0.5) - \frac{\partial(\partial + \omega + 1)}{2}}{\sqrt{\frac{\partial \omega(\partial + \omega + 1)}{12}}}$

where,

- $w$ = Mann–Whitney test statistics
- $\partial$ = size of sample 1
- $\omega$ = size of sample 2
- $\eta_1$ = median of sample 1
- $\eta_2$ = median of sample 1
- $k$ = min $(w, \partial(\partial + \omega + 1) - w)$

3.2.3. Kruskal-Wallis H and Tukey Post Hoc Test

The Kruskal–Wallis H test, operating on ranks and devoid of parametric constraints, offers a means to discern potential statistically significant distinctions among multiple groups of an independent variable concerning a continuous or ordinal dependent variable. This test, akin to an extension of the Mann–Whitney U test accommodating more than two independent groups, stands as a nonparametric counterpart to the one-way ANOVA. It furnishes insights into the global influence of the independent variable on the dependent variable, while the determination of pairwise differences among groups remains beyond its scope. Employing the Kruskal–Wallis H test facilitates the identification of potential disparities in return multiples across various exit strategies, enabling the scrutiny of potential differences in return multiples across diverse exit routes.

The test statistic is given by:

$$H = (N - 1) \frac{\sum_{i=1}^{G} n_i (p_i - p)^2}{\sum_{i=1}^{G} \sum_{j=1}^{n_i} (p_{ij} - p)^2}$$
where,
\( N \) = total number of observations across all groups
\( g \) = is the number of groups
\( n_i \) = is the number of observations in group \( i \)
\( p_{ij} \) = is the rank (among all observations) of observation \( j \) from group \( i \)
\( p_i \) = is the average rank of all observations in group \( i \)
\( p \) = is the average of all the \( p_{ij} \).

Given the necessity to explore all feasible pairwise contrasts, the application of the Tukey post hoc test was deemed appropriate. The fundamental principle underlying the Tukey HSD (Honestly Significant Difference) test centers on the largest divergence between the means of two distinct groups. This test’s utility extends beyond statistical significance evaluations, incorporating confidence intervals for mean disparities in each comparison. Tukey’s test facilitates the comparison of treatment means across all groups and stands as the preferred methodology when unequal sample sizes or the inclusion of confidence intervals are essential considerations. The pertinent statistical parameter \( (q) \) is defined as follows:

\[
q = \frac{\Omega_{\text{max}} - \Omega_{\text{min}}}{SE}
\]

where \( \Omega_{\text{max}} \) and \( \Omega_{\text{min}} \) are the larger and smaller means of the two groups being compared, \( SE \) (standard error) = \( \sqrt{\text{MS}_w/n} \), and \( n \) = the size of each of the group samples. The statistic \( q \) has a distribution called the studentized range \( q \), and the critical values for this distribution are presented in the Studentized Range \( q \) Table based on the values of \( \alpha \), \( k \) (the number of groups).

4. Results and Discussions
4.1. Holding Period and Return Multiple

It is usually assumed that, as the time period increases, the return from investments is also likely to increase. Our study purports to analyze the relationship between the holding period, which is calculated as the time period in years between the date of investment and exit, and the return multiple received at the exit. To test this relationship, Kendall’s tau-b test is conducted as the relationship between the holding period and return multiples is not linear. Table 1 shows that there exists a positive monotonic association between the holding period and return multiples, and thus we reject the null hypothesis. As the holding period increases, the return multiple also increases. Kendall’s tau-b correlation coefficient \( (\tau_b = 0.226) \) suggests a medium association. However, the analysis does not imply that, even if the return multiples generally increase with the time period of investments, the investment is able to keep on increasing its value or losing value. To empirically test this, we formulate the null hypothesis that there is no association between the holding period and the CAGR of the investment. CAGR is a more refined and widely used statistic to calculate the return on investment than the return multiple. For the next level of analysis also, we use Kendall’s tau-b test, as the relationship between the holding period and CAGR is not linear. The results from Table 1 indicate that there is a negative monotonic association between the holding period and CAGR. Kendall’s tau-b correlation coefficient \( (\tau_b = -0.179) \) suggests a medium association indicates that as the holding period increases, the CAGR decreases. Therefore, we reject the null hypothesis, and the analysis implies that, even if the return multiples generally increase with the time period of investments, the investment loses its value when invested over a longer period of time. Hence, the investors need to find out the optimal time to exit to avoid the destruction of investment value.

This result points to the earlier VC studies, which discuss the liquidity of the VC market. Most of the exits occur within 2–3 years of investment, and once it crosses 5–6 years, the probability of staying invested is almost 70% in the Indian VC market (Dominic and Gopalaswamy 2019). The study pointed out that, if the exit did not happen within the initial few years, there was almost a 70% probability that it would not happen in the near future, indicating that the investment was becoming illiquid. Many of the investments that
are un-exited stay invested not because the investee firms are ‘peaches’, but because of the lack of exit opportunities, and the value of those investments in these ‘lemons’ slowly deteriorates in time, which explains the negative relationship between the investment duration and holding period return (Dominic and Gopalaswamy 2022).

Table 1. Kendall’s tau-b test. This table reports the correlation analysis results between the holding period and return multiple. Kendall’s tau-b test 2 is conducted to examine whether the investment loses its value when invested over a longer period of time.

<table>
<thead>
<tr>
<th></th>
<th>Holding Period</th>
<th>Return Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kendall’s tau-b test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (with return</td>
<td>1.000</td>
<td>0.226 **</td>
</tr>
<tr>
<td>multiple)</td>
<td>0.226 **</td>
<td>1.000</td>
</tr>
<tr>
<td>Kendall’s tau-b test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (with CAGR)</td>
<td>1.000</td>
<td>−0.179 **</td>
</tr>
<tr>
<td></td>
<td>−0.179 **</td>
<td>1.000</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

4.2. Holding Period and Exit Routes

In this segment, we examine the average holding periods for various exit routes and investigate whether these holding periods differ significantly. The holding period for an investment is a crucial indicator of investor behavior and the investment market dynamics. The primary objective is to determine whether these exit routes exhibit significant differences in holding periods. The study explores the average holding periods across five common exit routes: strategic sale, secondary sale, buyback, IPO, and open market transactions (please see Table 2).

Table 2. This table shows the average holding periods across five common exit routes: strategic sale, secondary sale, buyback, IPO, and open market transactions.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean *</th>
<th>Std. Deviation</th>
<th>Std. Error</th>
<th>95% Confidence Interval for Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower Bound</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategic sale</td>
<td>65</td>
<td>3.717</td>
<td>1.7589</td>
<td>0.218</td>
<td>3.281</td>
<td>4.153</td>
<td>0.5</td>
</tr>
<tr>
<td>Secondary sale</td>
<td>72</td>
<td>4.845</td>
<td>2.2532</td>
<td>0.265</td>
<td>4.315</td>
<td>5.374</td>
<td>0.8</td>
</tr>
<tr>
<td>Buyback</td>
<td>27</td>
<td>3.823</td>
<td>2.1668</td>
<td>0.417</td>
<td>2.965</td>
<td>4.680</td>
<td>0.8</td>
</tr>
<tr>
<td>IPO</td>
<td>8</td>
<td>4.212</td>
<td>1.3015</td>
<td>0.460</td>
<td>3.124</td>
<td>5.300</td>
<td>2.3</td>
</tr>
<tr>
<td>Open Market transactions</td>
<td>43</td>
<td>6.524</td>
<td>2.6565</td>
<td>0.405</td>
<td>5.706</td>
<td>7.342</td>
<td>0.8</td>
</tr>
<tr>
<td>Total</td>
<td>215</td>
<td>4.688</td>
<td>2.3865</td>
<td>0.162</td>
<td>4.367</td>
<td>5.099</td>
<td>0.5</td>
</tr>
</tbody>
</table>

* mean holding period in years.

The average holding period for each investment was calculated by measuring the time elapsed between the investment entry and exit. The dataset was then divided into groups based on the exit routes. The findings in Table 2 indicates notable variations in average holding periods across different exit routes. The average holding periods (in years) for each exit route are as follows: strategic sale (3.7 years), secondary sale (4.9 years), buyback (3.8 years), IPO (4.2 years), and open market transaction (6.5 years). Statistical analysis revealed that the average holding periods were significantly different among the exit routes ($p < 0.05$).

The observed discrepancies in holding periods across various exit routes suggest that different factors may be influencing investor decisions. One possible explanation is the level of investor confidence in a particular investment. Investments with longer holding periods may indicate higher investor confidence, while shorter holding periods may imply less confidence or a desire to promptly capitalize on favorable market conditions. Another contributing factor could be the abundance of exit opportunities within a specific exit route. Exit routes offering more exit opportunities may lead to shorter holding periods.
as investors can capitalize on favorable market conditions or strategic sale opportunities. Additionally, legal restrictions, changing market conditions, or fluctuations in company valuations could also play a role in determining holding periods. Investments facing obstacles in exiting profitably may result in longer holding periods as investors wait for favorable conditions. A comprehensive understanding of the factors influencing holding periods can enhance investment decision-making and contribute to more informed and successful investment strategies.

Further, the normality of the holding period across different exit route categories was tested using the Shapiro–Wilk test and analyzing the histograms. Additionally, four outlier data points were identified through box plots, warranting further investigation. A one-way ANOVA test was conducted initially, excluding the outliers, and then repeated with their inclusion. Surprisingly, the test results remained unaffected in both cases. Consequently, the results from the one-way ANOVA, considering all the data points, were utilized for hypothesis-testing. The primary objective of the one-way ANOVA was to ascertain whether the total period stayed invested varied significantly for different exit routes. The exits were classified into five distinct groups: strategic sale (n = 65), secondary sale (n = 72), buyback (n = 27), IPO (n = 8), and open market transactions (n = 43). Prior to conducting the ANOVA, the data distribution for each group was assessed using the Shapiro–Wilk test, and the assumption of normality was satisfied, as indicated by p-values greater than 0.05. Moreover, the assumption of homogeneity of variances was validated using Levene’s test of homogeneity of variances, resulting in a non-significant p-value of 0.324. This confirmed that the variances across the exit route categories were approximately equal. The one-way ANOVA results from Table 3 reveal statistically significant differences between the exit routes concerning the average holding period, as denoted by F (4, 216) = 8.627, with a p-value less than 0.0005. This suggests that at least one of the exit routes significantly differs from the others in terms of the average holding period before exit.

Table 3. This table depicts the result of the one-way ANOVA test conducted to determine whether the total holding period was different for exits through different exit routes or not.

<table>
<thead>
<tr>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>206.851</td>
<td>4</td>
<td>51.713</td>
<td>8.627</td>
</tr>
<tr>
<td>Within Groups</td>
<td>1294.708</td>
<td>216</td>
<td>5.994</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1501.560</td>
<td>220</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the results obtained from the one-way ANOVA, Table 3, the null hypothesis that the average holding period before exit is the same across different exit routes is rejected. Consequently, the alternative hypothesis is accepted, indicating that the average holding periods significantly differ among the various exit routes. These findings provide valuable insights into investor behavior and decision-making processes within different exit strategies, facilitating informed investment choices in the future. However, it is essential to acknowledge that other unexplored variables may also contribute to the observed differences in holding periods, warranting further investigation.

Further, we employ post hoc tests like Tukey’s honestly significant difference (HSD) test to identify specific pairwise differences between the exit routes, offering deeper insights into the observed differences in the invested period across various exit routes. The results of the Tukey test in Table 4 reveal significant disparities in the invested period for open market transactions when compared to all other off-market methods of exits. Specifically, the invested period in open market transactions was found to be significantly higher than that of strategic sale, with a mean difference of 2.7005 and a 95% confidence interval (CI), yielding a p-value of less than 0.0005. Similarly, when compared to secondary sale, the invested period in open market transactions displayed a significantly higher mean difference of 1.4878 (95% CI) and a p-value of less than 0.015. Furthermore, the invested period in open market transactions also surpassed that of buybacks, with a mean difference
of 2.3257 (95% CI) and a p-value of less than 0.001. Moreover, the analysis indicated that the invested period in secondary sale was significantly longer than in strategic sale, with a mean difference of 1.2127 (95% CI) and a p-value of less than 0.015. It is important to note that no other group differences were found to be statistically significant, implying that the remaining exit routes did not display substantial variations in the invested period.

Table 4. This table shows the results of the post hoc tests, Tukey’s honestly significant difference (HSD) test, to identify specific pairwise differences between the exit routes like strategic sale, secondary sale, buyback, IPO, and open market transactions.

<table>
<thead>
<tr>
<th>Exit Route (I)</th>
<th>Exit Route (J)</th>
<th>Mean Difference (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>95% Confidence Interval</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>Strategic sale</td>
<td>Secondary sale</td>
<td>−1.2127 *</td>
<td>0.4145</td>
<td>0.031</td>
<td>−2.353</td>
<td>−0.072</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Buyback</td>
<td>−0.3748</td>
<td>0.5522</td>
<td>0.961</td>
<td>−1.894</td>
<td>1.144</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPO</td>
<td>−1.5225</td>
<td>0.8308</td>
<td>0.358</td>
<td>−3.808</td>
<td>0.763</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open market transactions</td>
<td>−2.7005 *</td>
<td>0.4798</td>
<td>0.000</td>
<td>−4.020</td>
<td>−1.381</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Strategic sale</td>
<td>1.2127 *</td>
<td>0.4145</td>
<td>0.031</td>
<td>0.072</td>
<td>2.353</td>
<td></td>
</tr>
<tr>
<td>Secondary sale</td>
<td>Buyback</td>
<td>0.8379</td>
<td>0.5432</td>
<td>0.536</td>
<td>−0.656</td>
<td>2.332</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPO</td>
<td>−0.3098</td>
<td>0.8249</td>
<td>0.996</td>
<td>−2.579</td>
<td>1.959</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open market transactions</td>
<td>−1.4878 *</td>
<td>0.4695</td>
<td>0.015</td>
<td>−2.779</td>
<td>−0.196</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Strategic sale</td>
<td>0.3748</td>
<td>0.5522</td>
<td>0.961</td>
<td>−1.144</td>
<td>1.894</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Secondary sale</td>
<td>−0.8379</td>
<td>0.5432</td>
<td>0.536</td>
<td>−2.332</td>
<td>0.656</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPO</td>
<td>−1.1477</td>
<td>0.9019</td>
<td>0.708</td>
<td>−3.629</td>
<td>1.333</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open market transactions</td>
<td>−2.3257 *</td>
<td>0.5945</td>
<td>0.001</td>
<td>−3.961</td>
<td>−0.690</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Strategic sale</td>
<td>1.5225</td>
<td>0.8308</td>
<td>0.358</td>
<td>−0.763</td>
<td>3.808</td>
<td></td>
</tr>
<tr>
<td>Buyback</td>
<td>Secondary sale</td>
<td>0.3098</td>
<td>0.8249</td>
<td>0.996</td>
<td>−1.959</td>
<td>2.579</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPO</td>
<td>1.1477</td>
<td>0.9019</td>
<td>0.708</td>
<td>−1.333</td>
<td>3.629</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open market transactions</td>
<td>−1.1780</td>
<td>0.8595</td>
<td>0.647</td>
<td>−3.543</td>
<td>1.187</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Strategic sale</td>
<td>2.7005 *</td>
<td>0.4798</td>
<td>0.000</td>
<td>1.381</td>
<td>4.020</td>
<td></td>
</tr>
<tr>
<td>IPO</td>
<td>Secondary sale</td>
<td>1.4878 *</td>
<td>0.4695</td>
<td>0.015</td>
<td>0.196</td>
<td>2.779</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Buyback</td>
<td>2.3257 *</td>
<td>0.5945</td>
<td>0.001</td>
<td>0.690</td>
<td>3.961</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPO</td>
<td>1.1780</td>
<td>0.8595</td>
<td>0.647</td>
<td>−1.187</td>
<td>3.543</td>
<td></td>
</tr>
</tbody>
</table>

* The mean difference is significant at the 0.05 level.

These findings shed light on the distinct nature of open market transactions, highlighting that investments exiting through this route tend to have significantly longer holding periods compared to all other off-market exit methods. This may suggest that investors opting for open market transactions exhibit a more patient and long-term investment approach, possibly driven by confidence in the asset’s growth potential or a strategic investment plan. Additionally, the observed longer invested period in secondary sales compared to strategic sales could be indicative of the complexity involved in executing secondary sales or the need for more time to identify suitable buyers. Overall, the post hoc analysis results provide valuable insights into the differences in holding periods among different exit routes. Understanding these variations can inform investors, financial analysts, and policymakers in making well-informed decisions regarding investment strategies and market expectations. However, further research would be beneficial to explore the underlying factors influencing the distinct invested periods in open market transactions and secondary sales compared to other exit routes.

4.3. Holding Period and Type of Funds

In this segment, we test the hypothesis that the average investment period is the same for different types of funds; we first categorized the funds into India-dedicated and foreign funds. Further, we estimated the median holding period for both categories of funds. Median investment periods for India-dedicated and foreign funds are calculated as 4.6 years and 5 years, respectively. The main objective here is to determine whether India-dedicated funds exhibit faster exits than foreign funds. As the distribution of investment periods across the funds was found to be non-normally distributed, to test the above hypothesis,
we opted to employ the non-parametric Mann–Whitney U test. Upon visual inspection of Figure 2, the distributions of investment periods appeared to be similar across the different types of funds. Furthermore, the statistical analysis confirmed that there was no statistically significant difference between the median investment period of India-dedicated funds (4.6 years) and foreign funds (4.5 years), with a Mann—Whitney U value of 5115.5 and a p-value of 0.832.

As a result, we failed to reject the null hypothesis, indicating that the average investment periods for India-dedicated and foreign funds are not significantly different. This finding contradicts the common belief that India-dedicated funds tend to have shorter investment periods as part of reputation building, as suggested by the Grandstanding theory. To better understand these results and to strengthen our interpretation, further research is necessary. Specifically, incorporating data on the general partners of the funds and their reputation scores may shed more light on the underlying factors influencing the investment strategies and exit behaviors of India-dedicated and foreign funds. Such additional information could provide valuable insights into the decision-making processes and potential motivations driving the investment periods in India-dedicated and foreign funds.

4.4. Return Multiple and Type of Funds

In the next stage of our analysis, we investigate whether there exist differences in return multiples between India-dedicated and foreign funds. Our study aims to uncover potential disparities in return multiples achieved by India-dedicated and foreign funds. To accomplish this objective, we initially categorized the funds into these two distinct types. The median return multiple for India-dedicated funds was found to be 2.81, while foreign funds exhibited a median return multiple of 2.34. Further, to assess the statistical significance of the difference in return multiples between these two categories of funds, we

![Figure 2. Holding period and type of funds. Result of the Mann–Whitney U test to investigate the difference in the distribution of holding periods of India-dedicated vis-à-vis foreign funds. The test was conducted at a significance level of 0.05.](image-url)
conduct a Mann–Whitney U test. Visual inspection of the distributions of return multiples for India-dedicated and foreign funds from Figure 3 revealed similarities. The statistical analysis indicated that the median return multiples for India-dedicated funds (2.81) and foreign funds (2.345) were not statistically significantly different, with a Mann–Whitney \( U \) value of 4213 and a \( p \)-value of 0.06.

As a result, we failed to reject the null hypothesis, leading us to conclude that there is no significant difference in return multiples between foreign funds and India-dedicated funds. This suggests that both types of funds perform similarly in terms of generating returns when considering return multiples.

Since CAGR is a widely used and recognized method for calculating investment returns, we further examined this measure to ensure the robustness of our findings. The median CAGR for investments in India-dedicated funds was calculated as 24.845%, while for foreign funds, it was 19.826%. Similarly, a Mann–Whitney U test was conducted to compare the CAGR between India-dedicated and foreign funds at a significance level of \( p = 0.05 \). The visual inspection of CAGR distributions for both types of funds from Figure 4 suggested similarities. However, the statistical analysis indicated a statistically significant difference in the median CAGR for India-dedicated funds (24.845%) and foreign funds (19.826%), with a Mann–Whitney \( U \) value of 4077 and a \( p \)-value of 0.028.

As a consequence, we rejected the null hypothesis and accepted the alternate hypothesis, which indicates that India-dedicated funds outperform foreign funds significantly in generating returns when measured by CAGR. This may be attributed to their focused approach to establishing country-dedicated funds and their better knowledge of the local market. However, further research is warranted to delve into the underlying reasons for the competitive edge of India-dedicated funds. Additional studies could provide valuable insights into the factors contributing to their superior performance in the realm of investment returns. Exploring factors such as their specific investment strategies, local market
expertise, and any other distinctive characteristics may shed light on the underlying drivers of their superior performance.

Since CAGR is a widely used and recognized method for calculating investment returns, we further examined this measure to ensure the robustness of our findings. The median CAGR for investments in India-dedicated funds was calculated as 24.845%, while for foreign funds, it was 19.826%. Similarly, a Mann–Whitney U test was conducted to compare the CAGR between India-dedicated and foreign funds at a significance level of $p = 0.05$. The visual inspection of CAGR distributions for both types of funds from Figure 4 suggested similarities. However, the statistical analysis indicated a statistically significant difference in the median CAGR for India-dedicated funds (24.845%) and foreign funds (19.826%), with a Mann–Whitney $U$ value of 4077 and a $p$-value of 0.028.

**Figure 4. CAGR and type of funds.** Result of the Mann–Whitney U test to investigate the difference in the distribution of CAGR of India-dedicated vis-à-vis foreign funds. The test was conducted at a significance level of 0.05.

4.5. Return Multiple and Different Exit Routes

In the final phase of our research, we investigate potential differences in return multiples among various exit routes used by the funds. The primary objective is to uncover any disparities in the return multiples achieved through different exit strategies. To achieve this, we initially categorized the funds based on their exit routes, including strategic sale, secondary sale, buyback, IPO, and open market transactions. To begin, we calculated the median return multiples for each exit route and aimed to determine whether these return multiples differed significantly across the various exit routes. Table 5 reveals that median return multiples were highest for investments exiting through open market transactions (4), followed by secondary sales (3.2). Conversely, the lowest return multiples were observed for exits through buybacks (1.6).

**Table 5.** This table shows the results of the different exit routes and median return measured in terms of return multiple and CAGR.

<table>
<thead>
<tr>
<th>Exit Route</th>
<th>Return Multiple</th>
<th>CAGR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic sale</td>
<td>2.2350</td>
<td>23.000</td>
</tr>
<tr>
<td>Secondary sale</td>
<td>3.1600</td>
<td>29.402</td>
</tr>
<tr>
<td>Buyback</td>
<td>1.6000</td>
<td>18.892</td>
</tr>
<tr>
<td>IPO</td>
<td>2.6150</td>
<td>20.727</td>
</tr>
<tr>
<td>Open market transactions</td>
<td>3.9700</td>
<td>22.993</td>
</tr>
<tr>
<td>Total</td>
<td>2.6900</td>
<td>23.734</td>
</tr>
</tbody>
</table>
To assess the significance of the differences in return multiples among the five exit routes, a Kruskal–Wallis test was conducted. Visual inspection of a box plot in Figure 5 indicated that the distributions of return multiples were similar for all exit routes. The Kruskal–Wallis test results revealed a statistically significant difference in median return multiples between the various exit routes ($\chi^2(4) = 26.352, p < 0.0005$).

As a robustness check, we calculated the median CAGR for each exit route and explored whether there were any variations in CAGR across different exit routes. Additionally, we aimed to identify which exit route achieved the highest average CAGR and which scored the lowest. Our analysis indicates that the median CAGR was highest for secondary sales (29%), followed by open market transactions (23%), with both scoring equally. The lowest CAGR was observed for exits through buybacks (18.9%). A Kruskal–Wallis test was then performed to determine whether there were differences in CAGR between the five exit routes. Similar to the analysis of return multiples, visual inspection of a box plot in Figure 6 showed that the distributions of CAGR were similar for all exit routes. However, the Kruskal–Wallis test results indicated that the median CAGR was not statistically significantly different across the various exit routes ($\chi^2(4) = 9.307, p < 0.054$).

This finding contrasts with the results obtained from the analysis of return multiples. While the return multiples differed significantly across the exit routes, the CAGR, which is a more standardized and popular measure of return on investment, did not show significant differences. This suggests that investors tend to liquidate their investments once they perceive a lack of growth potential and aim to secure a required return on their investment. Furthermore, the findings suggest that all exit routes can potentially yield similar results, contrary to the prevailing belief that certain exit routes guarantee superior returns. Ultimately, the availability of sufficient exit opportunities appears to play a more decisive role in achieving favorable returns than the specific exit route chosen.
The lowest CAGR was observed for exits through buybacks (18.9%). A Kruskal–Wallis test was then performed to determine whether there were differences in CAGR between the five exit routes. Similar to the analysis of return multiples, visual inspection of a box plot in Figure 6 showed that the distributions of CAGR were similar for all exit routes. However, the Kruskal–Wallis test results indicated that the median CAGR was not statistically significantly different across the various exit routes ($\chi^2(4) = 9.307$, $p < 0.054$).

Figure 6. CAGR and different exit routes.

Result of the Kruskal–Wallis test to investigate the difference in the differences in CAGR among the five exit routes. The test was conducted at a significance level of 0.05.

<table>
<thead>
<tr>
<th>Sample 1-Sample 2</th>
<th>Test Statistic</th>
<th>Std. Error</th>
<th>Std. Test Statistic</th>
<th>Sig.</th>
<th>Adj. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buyback-Strategic sale</td>
<td>18.392</td>
<td>14.421</td>
<td>1.276</td>
<td>0.02</td>
<td>1.000</td>
</tr>
<tr>
<td>Buyback-IPO</td>
<td>-24.636</td>
<td>23.556</td>
<td>-1.020</td>
<td>0.308</td>
<td>1.000</td>
</tr>
<tr>
<td>Buyback-Open Market transactions</td>
<td>-55.745</td>
<td>15.527</td>
<td>-3.590</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td>Buyback-Secondary sale</td>
<td>57.069</td>
<td>14.186</td>
<td>4.023</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>Strategic sale-IPO</td>
<td>-5.644</td>
<td>21.697</td>
<td>-0.260</td>
<td>0.795</td>
<td>1.000</td>
</tr>
<tr>
<td>Strategic sale-Open Market transactions</td>
<td>-37.363</td>
<td>12.531</td>
<td>-2.981</td>
<td>0.003</td>
<td>0.029</td>
</tr>
<tr>
<td>Strategic sale-Secondary sale</td>
<td>-38.678</td>
<td>10.826</td>
<td>-3.673</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>IPO-Open Market transactions</td>
<td>-31.709</td>
<td>22.448</td>
<td>-1.413</td>
<td>0.158</td>
<td>1.000</td>
</tr>
<tr>
<td>IPO-Secondary sale</td>
<td>33.034</td>
<td>21.542</td>
<td>1.533</td>
<td>0.125</td>
<td>1.000</td>
</tr>
<tr>
<td>Open Market transactions-Secondary sale</td>
<td>1.324</td>
<td>12.261</td>
<td>0.108</td>
<td>0.914</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Each row tests the null hypothesis that the Sample 1 and Sample 2 distributions are the same. Asymptotic significances (2-sided tests) are displayed. The significance level is 0.05.

Figure 6. CAGR and different exit routes. Result of the Kruskal–Wallis test to investigate the difference in the differences in CAGR among the five exit routes. The test was conducted at a significance level of 0.05.
5. Conclusions

In this study, we examine the dynamics of VC and PE investments in India, focusing on the inter-dynamics between factors such as holding period, return multiple, fund types, and exit routes. For this purpose, we use an extensive dataset encompassing exit transactions executed by venture capital investors across a diverse array of investee organizations in India. The data spanned from January 2004 to March 2021 and was meticulously sourced from the Venture Intelligence database. After subjecting the data to rigorous filters, a total of 221 exit transactions emerged as the focal points for analysis. These transactions were deliberately selected based on their comprehensive data coverage, encompassing crucial parameters such as industry affiliations of the firms, venture capital fund categorizations, return multiples, holding periods, and the specific exit strategies employed. The analytical approach adopted in this study entailed the utilization of four non-parametric tests, namely Kendall’s tau-b, Mann–Whitney U, Kruskal–Wallis H, and Tukey post hoc tests. These tests were employed to unravel the intricate relationships among variables such as holding periods, return multiples, fund typologies, and the various exit routes undertaken. The results gleaned from our comprehensive analysis offer valuable insights into the dynamics of these variables. Notably, our findings underscore a negative monotonic correlation between holding periods and CAGR. This suggests that, while return multiples might generally experience an upward trajectory as the investment duration extends, the prolonged holding of investments could lead to the diminishment of investment value. This underscores the imperative for investors to ascertain an optimal exit timeframe to preserve the value of their investments.

Moreover, our analysis uncovers noteworthy disparities in average holding periods across distinct exit routes. The study also reveals that the average holding periods between India-dedicated and foreign funds exhibit no statistically significant differences. However, in terms of generating returns as measured by CAGR, India-dedicated funds notably outperform foreign funds significantly. It is pertinent to highlight that, while return multiples exhibit substantial disparities across varying exit routes, the CAGR—a standardized and widely recognized metric for gauging return on investment—does not reveal significant differences. This implies that investors are inclined to divest from their investments when growth potential appears limited, with a primary objective of achieving their stipulated return targets. In summary, the outcomes of this research challenge the prevailing notion that specific exit routes assure superior returns. Instead, our findings suggest that various exit strategies hold the potential to yield comparable outcomes. This research significantly contributes to the understanding of exit dynamics in venture capital investments, providing valuable insights for investors, practitioners, and policymakers alike. The knowledge gleaned from this study can guide investment decisions and strategic planning by shedding light on the multifaceted interplay of factors impacting investment success within the context of exit transactions.

Even though our study uncovers the inter-dynamics between factors such as holding period, return multiple, fund types, and exit routes of different exit transactions, a comprehensive understanding of the factors influencing holding periods can enhance investment decision-making and contribute to more informed and successful investment strategies. Moreover, in light of the finding that the average investment periods for India-dedicated and foreign funds are not significantly different, further research is necessary to strengthen our interpretation. Specifically, incorporating data on the general partners of the funds and their reputation scores may shed more light on the underlying factors influencing the investment strategies and exit behaviors of India-dedicated and foreign funds. Such additional information could provide valuable insights into the decision-making processes and potential motivations driving the investment periods in India-dedicated and foreign funds. Furthermore, to substantiate the finding that India-dedicated funds outperform foreign funds significantly in generating returns when measured by CAGR, further research is warranted to delve into the underlying reasons for the competitive edge of India-dedicated funds. Additional studies could provide valuable insights into the factors contributing
to their superior performance in the realm of investment returns. Exploring factors such as their specific investment strategies, local market expertise, and any other distinctive characteristics may shed light on the underlying drivers of their superior performance.
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