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Abstract: The design of Wireless Sensor Networks (WSN) requires the fulfillment of several design
requirements. The most important one is optimizing the battery’s lifetime, which is tightly coupled
to the sensor lifetime. End-users usually avoid replacing sensors’ batteries, especially in massive
deployment scenarios like smart agriculture and smart buildings. To optimize battery lifetime,
wireless sensor designers need to delineate and optimize active components at different levels of the
sensor’s layered architecture, mainly, (1) the number of data sets being generated and processed at the
application layer, (2) the size and the architecture of the operating systems (OS), (3) the networking
layers’ protocols, and (4) the architecture of electronic components and duty cycling techniques.
This paper reviews the different relevant technologies and investigates how they optimize energy
consumption at each layer of the sensor’s architecture, e.g., hardware, operating system, application,
and networking layer. This paper aims to make the researcher aware of the various optimization
opportunities when designing WSN nodes. To our knowledge, there is no other work in the literature
that reviews energy optimization of WSN in the context of Smart Energy-Efficient Buildings (SEEB)
and from the formerly four listed perspectives to help in the design and implementation of optimal
WSN for SEEB.

Keywords: Wireless Sensor Network; IoT; smart buildings; energy efficiency; wireless mesh networks;
operating systems

1. Introduction

Wireless Sensor Network suffers from limited battery size, and sensor nodes are
sometimes deployed in an environment where a person cannot replace sensor batteries
frequently. Therefore, energy efficiency is a critical design factor in sensor nodes. In WSNs,
energy efficiency is achieved through the optimal design of sensor and actuator nodes. The
optimal design tends to provide efficient energy supply mechanisms and then efficient
energy consumption. Moreover, the sensor design should take into consideration the
deployment environment and the available energy source. These design requirements are
because energy is a critical resource for a WSN node.

In IoT devices, the data rate, programming model, and processes at the application
layer affect energy consumption, which manages data acquisition and processing. The
operating system’s energy consumption depends on the system processes and services
that are running. At the networking layer, routing protocols and data link protocols affect
the energy consumption as they join the network, discover routes, and transmit data.
The hardware platform’s energy consumption relies on the complexity of the architecture
and electronic components. Finally, the source of the power, such as the battery, tends
to provide maximum capacity while the size of the battery is small. Researchers [1]
surveyed Energy Harvesting (EH) techniques such as materials, technology, photovoltaic,
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piezoelectric converters, etc. EH techniques also include hybridization that tends to enable
the autonomy of power supply in IoT devices.

This paper tends to make the researcher aware of the energy optimization techniques
and opportunities in IoT and WSN for Smart Energy-Efficient Buildings. Therefore, the
paper presents different approaches, methods, and technologies based on the layered
architecture of the IoT device. Hence, it guides the researcher to design energy-aware IoT
devices for Smart Energy-Efficient Buildings.

The rest of the paper is organized as follows. Section 2 presents a literature review of
WSN design challenges. Section 3 discusses the hardware resources and presents different
examples that can be used. The different operating systems and embedded systems’
alternatives are delineated in Section 4, and we list the various data acquisition techniques
and their impact on energy consumption optimization. In Section 5, we list data acquisition
techniques at the application layer. Then, in Section 6, we emphasize the network and data
link protocols that are energy-aware, along with a comparative study of relevant network
topologies. In Section 7, we present different battery types that can be used to power the
WSN nodes. Last but not least, we conclude by presenting a framework recommending
optimal components to adopt when designing a static WSN for smart buildings.

2. Literature Review

In Wireless Sensor Networks (WSN), sensor nodes are deployed either uniformly
(controlled), randomly (uncontrolled), or in a hybrid manner [2]. In uniform deployment,
sensors are placed based on pre-calculated and pre-engineered network architecture, while
nodes are deployed at random positions in the random deployment. For uniform de-
ployment, network connectivity and coverage are controlled. The random deployment is
used in large WSNs where sensor nodes’ connectivity and coverage are subject to random
network modeling. The deployment choice depends mainly on the accessibility to the
deployment environment.

On the one hand, deploying sensor nodes in a harsh environment like a battlefield,
disaster region, or a forest can be possible only by throwing sensors from an airplane. Hence,
the deployment, in such a case, will be random. On the other hand, uniform deployment is
the placement of sensor nodes in a controlled manner. This type of deployment is used
in a user-friendly environment such as a Smart Building. Since the Smart Building is our
deployment environment, in this paper, we discuss the design criteria and challenges of
indoor WSN.

Several challenges arise while designing a WSN [3], such as network connectivity,
network coverage, data fidelity, and network lifetime [4]. In the context of a Smart Building,
network coverage, data fidelity, and network connectivity issues can be handled by the
uniform deployment (Figure 1). Good coverage and connectivity can be achieved by well
positioning nodes and choosing devices with the optimal signal range. Additionally, data
fidelity can be ensured by placing multiple sensors to sample a single area. For example, to
measure temperature value in a room, there might be a need to place numerous temperature
sensors where the average of the sampled values represents the real temperature value
of the room. However, in all WSN types (indoor, outdoor, static, or even mobile) [5],
extending the network’s lifetime to the maximum is a goal that is needed whenever there is
room for doing so. This challenge can be achieved by optimizing the energy consumption
at the level of WSN nodes.

Based on the literature review of WSN, this paper examines the network lifetime with
the focus on the energy consumption of the sensor node at the hardware layer, operating
system layer, networking layer, and application layer (see Figure 2). This study took into
consideration three factors: first, the network topologies such as Mesh, Cluster, Tree, and
Star topologies; second, the node’s role in the WSN such as End node, Router node, Cluster-
Head, or Gateway; third, the investigations included the data processing approaches where
WSN nodes are involved, for instance, In-node processing and In-network processing. As
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a result of this study, this paper guides the WSN designer on extending the WSN’s lifetime
by optimizing the node’s resources.
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3. Hardware Layer

In general, the hardware platform of a sensor node contains four components: the
hardware platform, the communication unit, the sensor module, and the battery [6]. In
this section, we present both the hardware platform and the communication unit. For the
battery component, we will dedicate a whole section later in this paper.

3.1. The Hardware Platform (Microcontroller and CPU)

The hardware platforms (boards) are of two types: CPU-based and microcontroller-
based [7]. First, the CPU-based platforms contain the following elements: CPU, RAM,
ROM, Timer, and I/O ports, while Microcontroller-based hardware platforms include
the same components as the CPU-based ones but on a single ship [8]. The Analog-to-
Digital Converter (A/D) [9] receives the signal from the sensing module, converts it,
and then transmits it to the processing unit, which can be either part of the hardware
platform or part of the sensing module itself. Currently, most platforms used in a WSN are
microcontroller based.

Energy optimization at the hardware level can be achieved through the computer
system architecture and the CPU architecture. In the computer system architecture, Har-
vard architecture [10] is a computer architecture that physically separates storage and
signal pathways for instructions and data. In such architecture, instructions of a program
can be stored in read-only memory, while data memory generally requires read-write
memory. Because there might be more instruction memory than data memory, instruc-
tion addresses are wider than data addresses. Harvard has taken an application-driven
approach by including hardware acceleration to optimize typical operations in WSN appli-
cations [11]. The Harvard event-driven system for WSN uses three techniques to reduce
energy consumption [12].
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Lightweight event handling in hardware: For handling incoming interrupts, a spe-
cialized Event Processor is given responsibility for doing so. As a result, it removes the
software overhead that provides event handling on a general-purpose processor.

Hardware acceleration for typical WSN tasks: Modular hardware accelerators are
included to complete regular application tasks such as data filtering and message routing.

Application-controlled fine-grained VDD-gating: Addressing leakage current with
architecture support for VDD-gating enables accelerator blocks to be powered off when un-
used.

The most used CPU architecture in WSN nodes is the Reduced Instruction Set Com-
puter architecture (RISC) [13]. This architecture is the one used in ARM CPUs that are
energy efficient [14]. The RISC is an instruction set architecture (ISA) [15] that has a set of at-
tributes that allows it to have lower cycles per instruction (CPI) than a complex instruction
set computer (CISC). Most RISC architectures have fixed-length instructions (commonly
32 bits) and a simple encoding. One drawback of 32-bit instructions is reduced code density,
which is more adverse, characteristic in embedded systems where RISC architectures were
originally designed to serve. The architecture incorporates fewer clocks per Instruction.
In contrast, the CISC processors use a higher clock rate to speed up processing, and that
is why RISC architecture leads to consuming less energy. Here we present three types of
microcontrollers [16].

First, PIC microcontrollers (Peripheral Interface Controller) [17] can operate over a
wide frequency and voltage range, making frequency scaling possible. PIC16 microcon-
trollers have only one sleep mode, which was placed on the processor core. The PIC18
series have two sleep modes. The core is shut off if the peripherals are running, and
vice versa for the second sleep mode. Second, The AVR microcontroller [18] follows the
Harvard architecture. ATMega128 microcontroller, which belongs to the AVR family, is
widely used in sensor nodes. CPU, Flash, EEPROM, and SRAM are single integrated chips.
It has six power modes: Idle, ADC noise reduction, power-save, power-down, standby,
and extended standby. Third, the MSP430 Microcontroller can be used for low-powered
embedded devices [19]. The MSP430 also uses six different low-power modes, which can
disable unneeded clocks and CPU. Table 1 illustrates the most used Microcontroller in
WSN nodes.

Table 1. Microcontrollers used in sensor nodes.

Microcontroller
Features

Architecture CPU RAM Storage Input
Voltage Power Consumption Wake-Up

Time

MSP430F5529
Mixed (von-
Neumann
and RISC

25 Mhz 10 KB 128 Kbytes 3.6 v Active: 404 µA/1 MHz
Standby: 2.5 µA/1 MHz 3.5 ns

MSP430F5514
Mixed (von-
Neumann
and RISC

25 Mhz 6 64 3.6 Active: 404 µA/1 MHz
Standby: 2.5 µA/1 MHz 3.5 ns

Atmega128
AVR

(modified
Harvard)

16 Mhz 4 Kbytes 128 Kbytes 5.5 v

Active: 19 mA/1 MHz
Standby: 11 mA/1 MHz

Power save mode:
15 µA/1 MHz

65 ms

Atmega328
AVR

(modified
Harvard)

16 Mhz 2 Kbytes 32 Kbytes 5.5 v

Active: 0.2 mA/1 MHz
Standby: 0.1 µA/1 MHz

Power save mode:
0.75 µA/1MHz

65 ms

PIC16F877A Harvard 20 Mhz 368
Bytes 8 Kbytes 5.5 v

Active: 15 mA/1 MHz
Standby: 7 nA/1 MHz

Power save mode:
0.75 µA/1 MHz

72 ms

PIC18F46J50 Harvard 48 Mhz 16
Kbytes 4 Kbytes 5.5 v

Active: 19 µA/1 MHz
Standby: 1.5 µA/1 MHz

Power save mode:
0.75 µA/1 MHz

105 ns

The input voltage provided in the table above is the maximum possible for each
Microcontroller. As the Microcontroller can operate with lower voltage input, the CPU
frequency is a function of the input voltage.
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3.2. Radio Frequency Module

The communication unit consists of a wireless communication channel where Radio
Frequency communication is based on electromagnetic waves. The radio link between two
communication units specifies the modulation scheme, the frequency spectrum, and the
RF power [20]. Here we present the most used RF module, which is the XBee device, then
we refer to the energy-aware modulation techniques.

Nowadays, XBee RF modules from Digi are widely used in WSN. They were designed
to meet IEEE 802.15.4 [21] standards to support the need for energy-efficient sensors. The
module operates within the ISM 2.4-GHz frequency band. Table 2 illustrates the key
features of the XBee and XBee Pro RF modules [22]:

Table 2. XBee and XBee Pro features.

Features XBee RF XBee XBee Pro

Indoor Up to 30 m Up to 90 m
Transmit power 1 mW 63 mW

Data rate 250 Kps 250 Kps
TX current 45 mA 250 mA
RX current 50 mA 55 mA

Power down current <10 µA <10 µA
ADC converter Yes Yes
Input voltage 3.3 V 3.3 V

These RF modules have five modes of operation: command mode, transmit mode,
receive mode, sleep mode, and idle mode [23]. When the module is set to Idle mode, it
does not send or receive data. The module shifts to the transmit mode when the data are
received in the DI Buffer, and it shifts to receive mode when valid RF data are received
through the antenna. The device goes to sleep mode when the sleep mode condition
is met. The command mode is the mode through which the communication with the
module is done to configure it. Since the scope of this paper is energy efficiency in IoT
devices, we only focused on the advantages of the sleep mode and how it works to reduce
energy consumption.

Two conditions must be met to enable the XBee to enter the sleep mode: First, pin 9
must be asserted while the module is in a pin sleep mode (where the SM parameter equals
1, 2, or 5). Second, the module is idle for a preconfigured amount of time. This amount of
time can be defined by the ST (Time before Sleep) parameter during the configuration of
the XBee RF module. Table 3 illustrates the power consumed during the different sleep
modes of the XBee.

Table 3. Wake-up time and power consumption in sleep modes.

Sleep Mode Wake-Up Time Power Consumption at VCC 5 V

Pin Hebirnate (SM = 1) 13.2 ms <10 µA

Pin Doze (SM = 2) 2 ms <50 µA

Cyclic Sleep (SM = 4) 2 ms <50 µA

Cyclic Sleep with pin wake-up (SM = 5) 2 ms <50 µA

Pin hibernate: This mode is voltage level-activated; when pin9 is asserted, the module
will finish any transmit, receive, or association activities, enter Idle Mode, and then enter
a state of sleep. In such a case, the module will not respond to either serial or RF activity.
To wake it up, pin 9 must be de-asserted, and it will be ready to send and receive data
only when the CTS line is low. When the module is set to transmission mode, pin 9 should
be de-asserted at least twice to guarantee enough time for data to enter the DI buffer and
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then be sent. Another wake-up mode is Pin Doze, which is faster but with higher power
consumption.

The Cyclic Sleep Mode allows modules to listen to any incoming RF data. When
the SM parameter is set to ‘4’, the module is put to sleep; then, it wakes up once a cycle
to receive any data coming from a Cyclic Sleep Coordinator. The module sends a pull
request to the coordinator at a specific interval configured by the SP (Cyclic Sleep Period)
parameter. The CTS will go low each time the module wakes up. The coordinator will
transmit any queued data addressed to that module. If no data are put in the queue for
that module, the coordinator does not transmit any data. At this time, the module will go
to sleep for another cycle. If queued data are sent back to the module, it will stay awake for
a while to allow for back and forth communication until the ST (Time before Sleep) timer
expires. The cyclic sleep coordinator is always awake (SM = 6).

Cyclic Sleep Remote mode (Pin Wake-up SM = 5): This mode wakes up a remote
sleeping module through RF interface or Pin9 de-assertion. It works as the previous mode
with the addition of a pin-controlled wake-up at the remote module. The module will
wake when a low is detected and then sets CTS low when ready to transmit or receive data.
Any activity will reset the ST so that the module will go back to sleep when no signal is
detected before the expiration of the timer. The module goes back to sleep based on the ST
time, not the state of the pin.

3.3. Energy-Aware Modulation Techniques

Several aspects affect a radio module’s power consumption, such as the modulation
technique, data rate, and transmission power. Starting from the next paragraph, we focus
on the modulation techniques used in energy-efficient WSN.

The modulation is the process of coding information into the carrier frequency [24].
This process includes Amplitude Shift Keying, Frequency Shift Keying, or Phase Shift
Keying. The choice of the modulation technique strongly impacts energy consumption.
At the MAC layer, various multi-access methods have been evaluated regarding energy
cost (we will see them later in this paper). In [25–37], Modulation techniques have been
investigated in terms of energy efficiency from the physical layer perspective. In these
investigations, the RF transceiver is often burst mode; it is shut off most of the time with
a duty cycle of no more than 1%. Modeling the transceiver power consumption can help
reduce the energy consumed, but an inaccurate model will lead to an incorrect result. For
example, if a model assumes that the transceiver power consumption is proportional to the
RF transmit power, which scales with the data rate, the transmit power must be increased
to maintain the same transmission distance. Hence, to increase the battery life of the sensor,
the data rate then must be reduced. However, the transmitter power consumption is not
related to the data rate due to the fixed power cost of the transmitter.

The electronic circuit components dominate the power consumption for RF transceivers
that operate in the Gigahertz carrier frequency range. As a result, it is important first to
model the circuit power consumption and then to model the communication protocols,
modulation techniques, data rate, and channel conditions. This interplay between the
communication protocols and the transceiver electronics is complicated and has rarely
been investigated. One of the energy-aware modulation techniques is On/Off Key (OOK)
modulation [38]. OOK is a special case of ASK modulation as no carrier is present when
transmitting zero bits. Due to the simplicity and low cost of modulation, OOK puts the
transmitter to idle mode when sending zero bits, which helps in reducing power consump-
tion. Table 4 illustrates the overall system performance of the most known modulation
techniques used in WSN.
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Table 4. Energy-efficient modulation techniques.

Modulation Technique
Features System Performance

BPSK, QPSK, 16QAM, 64QAM Good
BPSK, QPSK, 16QAM, 64QAM Efficient physical layer design
BPSK, QPSK, 16QAM, 64QAM Better energy efficiency

QPSK, 16QAM BCH code is comparatively
better than other codes

MPSK
MQAM
MFSK

Suitable for short-distance
communication

MPSK
MQAM
MFSK

Analog decodes are energy
efficient

Based on the review of the different modulation techniques, the design of a wake-up
radio module is a real challenge for the communication block unit. Hence, turning off the
RF module in sensors is highly recommended because it is usually more power-consuming
than other components. However, this technique will lead to missing events as the sensor
can no longer receive data. The challenge is to develop a low-power communication
channel to wake up neighboring nodes when needed, which is still an area of active
research in chip design, modulation, and RF communication techniques.

4. Operating System Layer

Due to the predefined purpose of nodes in WSN, the operating system can be sharp-
ened to the needed features only. As a result, WSN nodes use lightweight operating
systems such as TinyOS, Contiki, MANTIS, Nano-RK, LiteOS [39], etc. In some other cases,
WSN nodes do not run an operating system, as we said before, but, instead, they run an
embedded code (boot loader). The boot loader receives the user application in an assembly
code format and runs it as a routine for a predefined amount of time, such as the boot
loader in an Arduino device [40]. This section examines the key features of the famous
operating systems dedicated to WSN nodes. Additionally, it recommends when to use
which, based on the node’s role, the network’s topology, and the processing approach
(Table 5).

Table 5. IoT operating systems’ features.

Features
Operating System

TinyOS Contiki Free RTOS MANTIS Nano-RK LiteOS

Architecture Monolithic Modular Microkernel
RTOS

Virtual
machine Monolithic Modular

Supported microcontrollers AVR
MSP430

AVR
MSP430

ARM
PIC32

Cortex-M

AVR
MSP430

ARM
AVR

MSP430
AVR

MSP430
AVR

Programming model Event-driven
Event-driven

Multi-
threading

Multi-
threading

Event-
driven
Multi-

threading

Multi-
threading

Event-driven
Multi-

threading

License BSD BSD GPL BSD GPL GPL

4.1. TinyOS

TinyOS is an open-source and application-specific operating system designed for
WSN fit in 400 bytes [41]. It is a multi-task non-preemptive operating system that uses the
First In, First Out (FIFO) scheduling algorithm and libraries for network protocols, sensor
drivers, and data acquisition tools.
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4.2. Contiki

Contiki is a lightweight, open-source OS designed for WSN sensor nodes [42]. Contiki
is a highly portable OS that is built around an event-driven kernel. Contiki provides a
multitasking kernel, preemptive multithreading, TCP/IP networking, IPv6, a Graphical
User Interface, a web browser, a personal web server, a simple telnet client, a screensaver,
and virtual network computing.

4.3. Mantis

The MultimodAl system for Networks of In-situ Sensors (MANTIS) provides a new,
multithreaded operating system for WSN that supports remote management of sensor
nodes [43]. It is a lightweight, portable, and energy-efficient operating system that requires
only 500 bytes. This memory includes kernel, scheduler, and network stack. Therefore, the
applications can be tested on a PDA or a PC before moving it to the sensor node.

4.4. Nano-RK

Nano-RK is a preemptive, multitasking, real-time OS for WSN that is written in C [44].
It provides priority-based scheduling, timeliness, and WSN lifetime. Additionally, it allows
limiting the application resource usage and network bandwidth reservations. For example,
a task might only be allowed to execute 5 ms every 50 ms (CPU reservation) or a node
might only be allowed to transmit one network packet per minute (network reservation).
These reservations help to extend the battery lifetime.

4.5. LiteOS

LiteOS is a Unix-like operating system designed for WSN to provide programmers
with a familiar programming paradigm [45]. It provides a thread-based programming
mode, supports registering to event handlers using callbacks, provides a hierarchical file
system, and supports object-oriented programming in the form of LiteC++ and a Unix-like
shell. It only requires an 8-MHz CPU, 128 bytes of program flash, and 4 Kbytes of RAM.

5. Application Layer

In WSN, the sensors periodically sense incoming data, receive it, process it, and
transmit it to the next node or the base station. In each application, the number of sensors
and the frequency of data sampling are specific. In data acquisition, one of the main
constraints is energy optimization.

5.1. Directed Diffusion

In Directed Diffusion technique, the data collection process involves data messages,
gradients, and reinforcements [46]. An interesting message is a query where the user
specifies their interest in specific data sets. The interest carries a sensing task where data
describes the environment that is being sensed. In this data collection technique, data
are named using attribute-value pairs. The sensing request is disseminated throughout
the WSN as an interest for named data and sets up gradients within the WSN to draw
events. The gradient is a direction state created in each node that receives an interest. The
direction is set towards the neighboring node that will send the interest. The WSN events
flow towards the originators of the interests through different paths where WSN reinforces
one or a small number of these paths.

5.2. Chain Construction Protocol

In Chain-based protocol, the technique consists of constructing a transmission chain
that connects all nodes to optimize energy consumption in each round of data collection [47].
A linear chain connects all the sensor nodes within the network. In this technique, data
are transmitted from one end of the chain to the other end, where each node appends
data to the received message in order to construct a larger packet, then forwards it to the
next node. To optimize energy consumption, sensor nodes of the network keep the same
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size of the packet header. Hence, WSN nodes transmit the same number of bits except for
the end nodes, as they only transmit their data. Using this technique of distributing the
energy usage among nodes, the WSN prevents nodes from being overused. When a WSN
node dies, the transmitter node skips the dead node and transmits data to the next living
neighbor in the chain.

5.3. Probabilistic Model

This model relies on replicated dynamic probabilistic models to minimize transmis-
sions between WSN nodes and the base station [48]. In this model, the WSN maintains a
pair of dynamic probabilistic models. One copy is distributed over the WSN nodes, and the
other is saved at the base station. Each time, the base station computes the expected values
sampled by the WSN nodes according to the model that does not require WSN nodes’ data.
When WSN nodes sense data that the model cannot predict, they forward the data towards
the base station, that is, information is communicated to the base station only when the
base station’s predictions are not valid.

5.4. A Simple, Single Cluster Model Using Data Correlation

This model is based on data correlation exploitation [49]. In this model, the WSN
nodes that belong to the same cluster have a strong internal correlation. Therefore, the
model takes advantage of this correlation to analyze the mutual effect of cluster size
and the distance from the base station on reducing total WSN energy consumption. It
is difficult to find clusters with optimal size; however, this model tries to obtain a near-
optimal solution to construct energy-efficient clusters in the WSN network. In this model,
heterogeneous-sized clusters demonstrated better energy efficiency in WSN.

5.5. Query Model

Before talking about this model, the two most important parts of data communication
must be stated: query processing and data aggregation [50]. In addition to energy conser-
vation, this model only provides useful data sets. Query approaches are based on a query
agent that provides APIs that map user queries to lower-level semantics corresponding
to the underlying routing and aggregating techniques. Query-based approaches support
unicast, multicast, and broadcast communication models. Query agents will support a
wide variety of routing and aggregation protocols, selecting the best combination based on
the query type.

5.6. Data Aggregation Techniques

Data aggregation is a process of aggregating the sensor data using aggregation ap-
proaches. The algorithm uses the sensor data from the sensor node. It then aggregates
the data by using some aggregation algorithms such as the centralized approach, LEACH
(low-energy adaptive clustering hierarchy) [51], TAG (Tiny Aggregation) [52], etc. These
aggregated data are transferred to the sink node by selecting the efficient path.

Centralized Approach: This is an address-centric approach where each node sends
data to a central node via the shortest possible route using a multi-hop wireless protocol [53].
The sensor nodes simply send the data packets to a leader, which is the powerful node.
The leader aggregates the data, which can be queried. Each intermediate node has to send
the data packets addressed to the leader from the child nodes. In such a scenario, many
messages have to be transmitted where the total number of messages equals the sum of
external path lengths for each node.

In-Network Aggregation: In-network aggregation is the global process of gathering
and routing information through a multi-hop network. It processes data at intermediate
nodes to reduce energy consumption, hence, increasing network lifetime [54]. In In-
Network aggregation, there are two approaches. First, with size reduction, data sets are
combined and compressed to reduce the data packet’s length. In the second, with merging
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data packets, received data from diverse neighbors are merged into one data packet to be
transmitted to the sink.

Tree-Based approach: This approach is the construction of an aggregation tree with a
minimum spanning tree. In this tree, data are forwarded to the sink where data sources are
the WSN nodes, considered as leaves [55]. In this tree, each node relays data to its parent.
The data flow in the tree starts from leaves (nodes) up to the sink where parent nodes do
the data aggregation.

Cluster-Based Approach: In this approach, the WSN network is divided into clus-
ters [56]. In each cluster, a cluster head is elected to aggregate data from WSN nodes of the
cluster, and cluster heads establish a network to route the aggregated data to the sink.

COUGAR Approach: This approach suggests a query layer that supports data aggre-
gation based on queries [57]. In this approach, users can issue queries to the WSN where
the query layer processes user queries and generates a cost-effective query plan. The main
parameter that is considered by this approach is the communication cost, which includes
the cost of routing and data aggregation over the WSN.

5.7. Energy-Aware Context Recognition Algorithm (EACRA)

The proposed Energy-Aware Context Recognition Algorithm for data acquisition
minimizes the WSN node’s energy consumption by using a minimum number of sensor
modules with a low sampling rate [58]. As a result, this technique minimizes the data
packet size, sampling rate, and the number of packets transmitted. In addition, it increases
the sleep mode time of the sensor node. This solution dynamically configures sensors
to send specific data under specific conditions and at a particular time, thus avoiding
redundant data transmissions. This algorithm uses SEEB declared knowledge and forces
the sensor node to send data only when the context changes.

6. Networking Layer

Energy conservation is one of the goals in the design of routing protocols for WSNs. In
the case of static WSNs, the directly connected nodes to the gateway suffer due to the high
network traffic. Additionally, when using the same path in forwarding data, the energy
of the nodes constructing that path expires. As a result, we lose a set of nodes without
balancing the load using another path to extend the network’s lifetime. In this section, we
investigate the energy-aware protocols at the data link layer and network layer level.

6.1. The Network Layer Protocols

One of the approaches to minimize data transmission is in-node and in-network
data processing. It is more efficient to process data than transmit it, but data fusion
complicates secure routing and introduces delay and unreliability. Another way is the
use of hierarchical routing that helps to achieve energy efficiency in WSN. However,
it may suffer from various issues such as optimum cluster size, cluster head selection,
communication, cluster topology, and scalability. These issues become more challenging in
the case of node failure where network topology changes, impacting network connectivity.
Eventually, the majority of network energy will be consumed in cluster formation rather
than data transmission. The multichannel routing approach allows sensors to use multiple
orthogonal channels for sending data. Yes, it ensures parallel communications, decreases
delay, and increases throughput in WSNs. However, it requires additional resources for
channel scanning to decide upon available ones, channel decision to select a channel, and
channel switching to switch from a channel to another one. For sure, this will require more
energy to provide the needed Quality of Service (QoS) in WSN. In this section, we present
the energy-aware routing protocols for WSN.

(1) Low-Energy Adaptive Clustering Hierarchy (LEACH)

It is a protocol with self-organizing and adaptive clustering. It randomly distributes
the energy load among the sensors in the network. LEACH assumes that all WSN nodes
have enough power to transmit data to reach the gateway. In this protocol, WSN nodes
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have enough computational power to support different MAC protocols. Nodes that are
located close to each other have correlated data. A node called cluster-head (CH) in each
cluster acts as the local base station. LEACH protocol randomly rotates the cluster head
role between all WSN nodes in order to make activities equally shared among the WSN
nodes; hence, they consume power equally. LEACH also performs data fusion when data
is sent from the cluster heads to the base station, thus reducing energy consumption and
extending network lifetime [50].

(2) Threshold-Sensitive Energy-Efficient Sensor Network Protocol (TEEN)

TEEN is a cluster-based hierarchical routing protocol for WSN that is based on LEACH
protocol. TEEN is dedicated to time-critical applications, and it is based on two assump-
tions: first, the assumption that sensors and the base station have the same initial energy,
and second, the assumption that the base station can transmit data to all nodes in the
WSN without intermediate nodes. This protocol consists of simple nodes, first-level cluster
heads, and second-level cluster heads. TEEN follows LEACH’s strategy to form the cluster.
Hence, first-level cluster heads are based far from the base station, and second-level cluster
heads are based near the base station. The cluster head sends two types of data: the hard
threshold and the soft threshold. The hard threshold represents data in the range of interest,
reducing the number of packet transmissions. The soft threshold represents data out of the
range of interest; hence, it is transmitted [59].

(3) Adaptive Periodic Threshold-Sensitive Energy-Efficient Sensor Network
Protocol (APTEEN)

It is an improved version that has all the features of TEEN. It was developed for hybrid
networks to capture periodic data collection and react to time-critical events [60]. APTEEN
supports queries like historical analysis of past data values, snapshots of the current
network view, and persistent monitoring of an event. After selecting the cluster head,
the cluster head periodically broadcasts the following parameters: Attributes (interested
physical parameters), Thresholds (hard threshold value and soft threshold value), Time
schedule (time slot using TDMA), and the count time (the maximum period between two
successive reports sent by a node). If a node does not send data during the count time, it
must sense the environment and send the sampled data. Since it is a hybrid protocol, it
can emulate a proactive network or a reactive network depending on the count time and
threshold value. The disadvantage of this protocol is that additional complexity is needed
to implement the threshold and count time.

(4) Power-Efficient Gathering in Sensor Information Systems (PEGASIS)

It is a near-optimal, chain-based, power-efficient protocol based on LEACH. In this
protocol [61], each node has information about all other nodes. Additionally, each node
can transmit data to the gateway directly. PEGASIS assumes that all WSN nodes have the
same energy level and they will consume their power at the same time. Since all WSN
nodes have information about the network status, the protocol can construct a chain using
a greedy algorithm. The creation of the chain starts at a node that is away from the gateway.
Each node sends and receives data from the closest node of its neighbors. The sensor node
uses signal strength to measure the distance; it only adjusts the signal strength to reach
the nearest node. When constructing the chain, each node merges received data with its
data. In each round of chain construction, the protocol randomly selects a node to be a
leader from the chain that will transmit the aggregated data to the gateway. PEGASIS
outperforms LEACH as it eliminates the overhead of dynamic cluster information. In this
protocol, each node requires global information about the network. Such a requirement is
a drawback of this protocol because the network might change when a node goes down.
As a result, nodes should be updated each time, introducing more overhead, thus more
energy consumption.

(5) Sensor Protocols for Information via Negotiation (SPIN)
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It is a set of adaptive protocols that uses data negotiation and resource-adaptive
algorithms [62]. SPIN is data-centric, and it assumes that all WSN nodes in the network
are gateways and that nodes close to each other have similar data. SPIN names sensor
data using meta-data. Since all nodes are considered gateways, all information is sent
to all nodes in the WSN. As a result, the user can query any node and get the data
immediately. Nodes in this network use a high-level name to describe their collected
data called meta-data. Therefore, before transmission, nodes exchange meta-data, hence
avoiding the retransmission of redundant data sets. When receiving the data, the sensor
node advertises it to its neighbors. Meta-data is used for negotiation to solve the flooding
problem, hence improving energy efficiency of the WSN. SPIN uses three types of messages:
ADV, REQ, and DATA for communication within the WSN. The ADV message is used for
advertising new data, while the REQ message is used to request data. The DATA message
transmits data sets. For example, when a node gets some new data and wants to distribute
it throughout the network, it broadcasts an ADV message containing the meta-data. Only
the interested nodes request that data by sending a REQ message. Then the node replies by
a DATA message to the requesting sensor node.

The neighboring node keeps repeating this process until WSN nodes get the new
data. SPIN has two main protocols, which are SPIN-1 and SPIN-2, which incorporate
negotiations before transmitting data. Hence, only useful information will be sent. Each
node in the WSN has its resource manager that keeps track of resource consumption. SPIN-
1 incorporates negotiation, while SPIN-2 includes a threshold-based resource awareness
mechanism. SPIN provides energy savings using meta-data negotiation, which reduces
redundant data by 50%. However, the SPINs do not guarantee the delivery of data to the
interested sensor nodes. For example, if nodes interested in the data are away from the
source node and the intermediate nodes between the source and the destination are not
interested in that data, such data will not be delivered to the destination.

(6) Rumor Routing (RR)

Rumor Routing combines query flooding and event flooding protocols. It has the
following assumptions: The network is composed of densely distributed nodes where
Links are bi-directional, and the distance of transmissions is short. This protocol floods the
events with a small number but with a large number of queries. The query is forwarded
to the particular node that belongs to the interested region. To flood events, the protocol
uses packets (agents) that have a long lifetime. When a node detects an event, it adds it to
its local table (events table) and generates an agent. The agent goes through the network
with that event information. When a node needs to initiate a query, it routes the query to
the initial source. If it gets some nodes on the path before its TTL expires, it will be routed
to the event; else, the node will need to retransmit, give up, or flood the request. Rumor
Routing only maintains one path between source and destination. It performs well if the
number of events is small. In the case of many events, preserving agents and event tables
in each node is costly if there is not enough interest in these events from the base station.
In addition, the overhead associated with this routing protocol is controlled by different
parameters such as TTL for agents and queries [63].

(7) Geographical Energy-Aware Routing (GEAR)

Routing location-based protocols need location information of all the WSN nodes in
the network to calculate the distance between each pair of nodes. GEAR [64] is a location-
based routing protocol that aims to locate nodes in the WSN. Each node stores two costs
to reach the destination in this protocol: the estimated cost and learned cost. First, the
estimated cost combines residual energy and the distance to the destination. Second, the
learned cost is a modified estimated cost. When a node does not have any nearby neighbors
towards the destination, we say there is a hole. When no holes exist, then the estimated
cost equals the learned cost. The GEAR protocol only considers a certain region instead of
sending the interests to the WSN; therefore, it restricts the number of interests. The protocol
goes through two phases. In Phase-I, packets are forwarded towards the target region.
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When receiving a packet, the sensor node searches for a neighbor close to the targeted
region. If there are many suitable nodes, one node is picked as the next hop to forward the
packet based on the learned cost function. In phase-II, the packets are forwarded within
the region. When the packet reaches the region, it is diffused by recursive geographic
forwarding or restricted flooding, depending on the density of nodes.

(8) Geographic Adaptive Fidelity (GAF)

GAF is an energy-efficient routing protocol that is location based [65]. It was conceived
for mobile ad hoc networks, but it can also be applied to fixed sensor networks. However,
GAF is a location-based protocol; it can also be implemented as a hierarchical protocol
where clusters are based on geographic location. The area of interest is split into fixed
zones where each node uses its GPS location to locate itself within the zone. Nodes of the
same zone are considered equivalent in routing cost. Hence, GAF keeps nodes located in
the same area in a sleeping state, which increases the WSN lifetime.

(9) Energy-Aware Routing Protocol (EARP)

It is a distributed energy-aware routing protocol. In this routing protocol, the network
is divided into clusters [66]. Each cluster elects the head that will be directly connected to
each node in its cluster. This election is based on node energy, where the selected node’s
energy ratio must be higher than the average energy ratio of the other nodes in the cluster.
This way, the routing process will involve only the nodes that have high energy, as a result,
extending the lifetime of the network.

Many energy-aware routing protocols have been proposed, such as AESC, ODYSSE,
and GBR, [67–69]. However, in general, energy-efficient routing protocols are classi-
fied into the following four categories: first, intelligence-based categorization; second,
structure-based categorization where energy-efficient data-centric, flat, hierarchical, and
location-aware routing protocols are examined; third, the operation-based categorization
discusses QoS and energy-efficient data delivery models; fourth, the partial energy-efficient
categorization discusses some aspects of energy-efficient routing protocols in WSNs. These
categories have been discussed in [70–85].

6.2. The Data Link Layer Protocols

Medium Access Control (MAC) protocols focused on throughput, with less emphasis
on energy optimization. Recently, several MAC protocols have been designed to consider
energy optimization. In WSN, the focus of most MAC protocols is to minimize the idle
power consumption by setting the RF module into a sleep mode whenever possible. In this
part, we discuss the different energy-aware MAC protocols.

(1) Sensor-MAC Protocol

S-MAC is among the first MAC protocols designed for WSN [86]. In SMAC, nodes
create a schedule that decides when to activate their RF module and enter sleep mode. In
this protocol, nodes must share four sleep schedules’ information using periodic SYNC
packets. When a node is willing to send a packet to another node, it waits until the
destination wakes up and then sends the packet using CSMA/CA. S-MAC also supports
a message-passing mechanism that breaks long packets into fragments. These fragments
are sent and acknowledged (RTS-CTS exchange). Additionally, to avoid retransmission
of long packets, fragments and ACKs can serve the purposes of the RTS and CTS packets,
especially for nodes that wake up in the middle of transmission and have already missed
the original RTS-CTS exchange.

(2) Timeout-MAC Protocol

T-MAC aims to eliminate idle energy by setting the length of the active portion of the
frames [87]. Instead of sending messages during a predetermined active period, messages
are forwarded in bursts mode at the beginning of the frame. After a certain amount of time,
when no event occurs, sensor nodes put their RF modules into a sleep state and wait for
the next scheduled active frame. The events include the firing of the frame timer, received
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data packets or transmitted data packets, the sensing of radio communication, neighboring
sensors’ data exchanges, or any radioactivity. When node A starts sending data to node
B, considering that node B and node D did not detect node A’s transmissions, they start
sending data to A after a timeout. The data transmission from A to E is interrupted and
continued during the coming active period. T-MAC is better because S-MAC requires a
long active period to make sure that traffic is transmitted.

(3) D-MAC Protocol

In some data acquisition techniques, the time for packets to arrive at the gateway is
mostly stable and can be predictable [88]. DMAC takes this advantage and wakes up nodes
based on their distance from the gateway. The wake-up scheme is composed of a receiving
period and a sending period that are needed for a single transmission (period = P). This
period is followed by a long sleep time. The nodes on the data acquisition tree begin the
receiving period after T, where T = D ∗ P, and D is the depth of the node on the tree. Hence,
a node’s receiving period goes with its neighbor’s send period.

(4) Traffic-Adaptive Medium Access (TRAMA)

TRAMA tries to reduce the energy that is wasted by packet collisions [89]. In the
beginning, nodes exchange information with each other via a Neighbor Protocol (NP).
Afterward, nodes transmit the schedule and data packets via the Schedule Exchange
Protocol (SEP). Based on the neighbor traffic and schedule information, nodes determine
their priorities. When two nodes are willing to communicate, the node with the highest
priority sends its data first.

(5) Sparse Topology and Energy Management (STEM)

In STEM, all sensor nodes go into sleep mode while monitoring the environment [90].
They wake up only when traffic is generated and ready to be sent. The STEM-T version
uses a separate channel to awaken neighboring nodes, while in the STEM-B version, the
node sends beacons on the control channel so sleeping nodes switch on their RF modules
to receive the messages. The STEM-T guarantees a minimum delay because receivers are
turned on immediately after data are ready, but it requires more overhead regarding the
STEM-B. STEM-T might also require extra hardware such as the RF module.

6.3. Network Topologies for WSN

Implementing a WSN can be in different topologies such as Star, Tree, Mesh, Cluster,
and Grid topology. Here we discuss the impact of topologies and routing protocols used in
WSN on energy consumption and the network lifetime (Tables 6 and 7).

Table 6. The usage of data acquisition techniques in different topologies.

Data Acquisition Technique
Topology

Star Tree Mesh Cluster

Directed diffusion YES YES YES YES

Chain construction NO YES YES YES
(Between cluster heads)

Probabilistic model YES YES YES YES
Data correlation NO NO NO YES

Query model NO YES YES YES
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Table 7. The usage of energy-aware routing protocols in different topologies.

Routing Protocol
Topology Star Tree Mesh Cluster

LEACH NO NO NO YES
TEEN NO NO NO YES

APTEEN NO NO NO YES
PEGASIS NO YES YES NO

SPIN NO NO YES NO
RR NO NO YES YES

GEAR NO NO YES YES
GAF NO NO YES YES
EAP NO NO NO YES
GBR NO NO NO YES

AESC NO YES YES YES
PERP NO YES YES YES

ODYSSE NO YES YES YES

(1) Star Topology

This is the easiest network topology to implement. In this topology, nodes are con-
nected to the base station and cannot communicate directly. It has the disadvantage of
single path communication; hence, there is no backup if the link to the base station is lost.
Additionally, if a node wants to reach the base station far from it, it needs to generate a
high-power signal. In such a topology, we cannot benefit from several data acquisition
techniques such as data aggregation.

(2) Tree Topology

In this topology, WSN nodes form a tree where the gateway is the root of that tree.
The path from any node to the gateway may be single-hop or multi-hop. Such topology
allows for the usage of data acquisition techniques and energy-aware routing protocols.
However, as there is always a single path from any node to the gateway, all the sub-nodes
get disconnected from the network if one node in the path fails.

(3) Mesh Topology

The Mesh topology presents several advantages for WSN. On the one hand, the
network is a full mesh where each node is connected to all other nodes. On the other hand,
when each node is only connected to some other nodes, the network is called partial mesh.
This topology has the advantages of self-healing, self-optimization, self-configuration, and
self-protection, which are critical requirements in the design of WSN.

(4) Cluster Topology

In this topology, the WSN network is divided into clusters. At any moment, there
should be at least one node working in each cluster, and this node is called the cluster head.
The head is responsible for transmitting data packets and routing information from the
subsequent nodes to the gateway.

The topology choice directly affects the data acquisition technique that can be used.
The authors in [91–93] concluded that the energy consumption depends on the WSN

network topology. This energy consumption is due to network joining, route discovery,
route update, and network self-healing. Therefore, the network designer should consider
the number of sensor nodes deployed before considering a specific network topology. If
the number of sensor nodes is low, the star topology will serve as the optimal topology
since it offers better performance and reliability with low energy consumption. However,
as the number of nodes increases, the designer should consider cluster tree topology as it
divides the whole WSN network into zones where each cluster head manages its zone.
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7. Energy Storage in IoT Devices

In WSN nodes, the source of energy is either batteries, energy harvesting, or both.
While designing WSN nodes, batteries must be small in size, and, thus, the available energy
resources will be limited. At the same time, WSN nodes need to stay alive as long as
possible.

There are different battery types available for WSN nodes in the market. However,
several criteria must be considered when comparing them, such as cycle life, environment,
safety, output voltage, and energy density. In this section, we present the different batteries
used to power IoT devices in SEEB [94].

7.1. Nickel-Cadmium Battery

Nickel-cadmium batteries are commonly used in buildings to power various devices.
Each nickel-cadmium cell contains a cadmium anode, nickel-hydroxide cathode, and
alkaline electrolyte. They offer high currents with constant voltage, are tolerant of physical
abuse, and have inefficient usage cycling. Nickel-cadmium cells are expensive and toxic,
which makes this type of battery not environmentally friendly.

7.2. Nickel Metal Hydride (NiMH)

Like a rechargeable battery, the main difference compared to the previous one is that
it maintains its characteristics through many recharges (life cycle). It is heavy with lower
energy density, so the NiMH AA battery begins with 1.2 V instead of the conventional
1.5 V as for an alkaline AA battery. It does not drain fast as the current draw increases.
Additionally, it has a wide working temperature range, making it deployable in low- and
high-temperature environments where lithium-based batteries are prone to explode.

7.3. Alkaline

Alkaline batteries are the most commonly used in powering WSN nodes. Since they
have a fixed energy rating, their lifetime is limited. For example, a node operating at a
1% duty cycle on standard 3000 mAh AA batteries would require battery replacement every
82 weeks. They have higher energy density compared to zinc-carbon batteries, and the
output voltage of each cell is about 1.5 V. Therefore, to get higher voltage, cells should be
arranged in series. Reusable alkaline batteries are not efficient compared to nickel-cadmium
ones, and their energy density decreases dramatically with cycling.

7.4. Zinc-Carbon

Due to their low cost, Zinc-carbon batteries are widely used where each cell outputs
1.5 V. Besides being not rechargeable, their main drawback is the outer shell made of zinc,
which serves as the anode for the cell. Hence, it creates holes that leak the acidic electrolyte,
which might damage the powered device. As a result, the usage of this type of battery
should not be used in critical applications.

7.5. Lithium Polymer

The cells of this battery type are five times greater than the lead-acid ones and three
times greater than the cells of alkaline batteries. In terms of size, lithium polymer batteries
are lighter and thinner. They start producing at a voltage of 3.0 V with a stable voltage sup-
ply. However, they are dangerous compared to lead-acid cells and alkaline batteries since
they explode when lithium contacts water. Therefore, they are small in size. Rechargeable
lithium cells provide 3.7 V. In WSN applications, alkaline batteries are preferred due to
their low cost, high capacity, and low self-discharge rate.

7.6. Energy Autonomy

Nowadays, energy autonomy is the ideal technique to power IoT devices. Energy
autonomy can be achieved through different mechanisms such as hybrid-harvesting tech-
nology, energy harvesting (EH) techniques, micro-fabrication technologies, and reinforce-
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ment learning techniques. In [95,96], the authors discussed different energy autonomy
approaches used in WSN, such as thermoelectric antennas, solar antennas, electromagnetic
energy harvesters, and multi-tone signals. The researchers concluded that energy harvest-
ing with renewable energy sources is predicted to be the future power of IoT devices.

8. Proposed Framework to Design Energy-Aware WSN for SEEB

This paper conveyed that energy optimization in WSN nodes can be achieved at
different levels, such as the hardware design, the operating system choice, the data acquisi-
tion technique, and the networking technology. The next figure illustrates the proposed
framework for designing a WSN inside a smart building.

Figure 3 illustrates how the deployment environment affects the choice of the WSN
node’s components. First, the deployment environment directly affects the network topol-
ogy because of the interference and connectivity issues indoors. For example, opting for a
full mesh network topology, where obstacles might not allow a node to be connected with
multiple nodes, will not be a good solution. As a result, the topology choice will impact the
node’s role in the network (end node, router node, or cluster-head). Second, the wireless
sensor network goes for a specific routing protocol and a medium access control protocol
depending on the network topology. The network topology also affects the data acquisition
technique at the application layer. Hence, the adopted operating system must support the
selected network protocol, data link protocol, and the data acquisition technique.
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Moreover, the selected hardware configuration must support the operating system.
The battery choice is also based on power capacity and the deployment environment, as
each battery type is dedicated to a specific deployment environment. For example, lithium
polymer cannot be used in an environment that might contact water or high humidity.

8.1. Deployment Environment

The deployment environment has a great impact on the WSN as a whole. Depend-
ing on the building’s architecture, there might be different scenarios of the number of
nodes, radio frequency interference, network connectivity, and accessibility. In addition,
the building’s infrastructure might impact the energy source of the sensor node. The
building’s architecture and the number of nodes needed will bring up one main issue:
node connectivity. Such an issue will mandate a specific network topology to overcome the
pertaining networking challenges.
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8.2. Network Topology

The choice of the network topology is mainly affected by the deployment environment.
The selected network topology is judged as the ideal network topology for the WSN based
on data acquisition technique, the data link layer, and the network layer routing protocol,
ensuring successful packet transmission with low power consumption.

8.3. Data Link Layer Protocol

The network topology affects the choice of the data link layer protocol. A robust
network topology requires the selection of the data link protocols, which can go with the
RF modules and provide the best coordination with the network layer protocol, along with
low power consumption.

8.4. Network Layer Protocol

The network topology also affects the choice of the network layer protocol. A robust
network topology requires the selection of the network protocols, which can provide the
best network self-healing and node management along with low power consumption.

8.5. Data Acquisition Technique

The data acquisition technique is mainly affected by the choice of the network topology.
For instance, a data acquisition technique that provides data aggregation might require a
specific network topology to gather data in a centralized point before forwarding it to the
gateway of the WSN.

8.6. Operating System

As data acquisition techniques, network layer protocols, and data layers protocols can
be supported by a specific operating system, the operating system choice must provide
and fulfill the above requirements.

8.7. Hardware Platform

The selected operating system needs a specific hardware configuration. The hardware
platform must support different features of the operating system, mainly the operating
system’s architecture, and provide good performance without system failure or delays in
response time.

9. Conclusions

In this paper, we presented the state of the art of low-power technologies used in
designing a WSN for indoor applications, e.g., SEEB. We surveyed the different relevant
hardware components, operating systems, networking protocols, data acquisition tech-
niques, and battery types in this context. As a result, we compared energy-aware data
acquisition techniques and operating systems that can host these techniques. In addition,
we presented the different networking protocols that are energy aware along with their
network topologies and operating systems. Additionally, we compared different hardware
components such as microcontrollers and antennas in terms of energy consumption. The
paper also presented different battery types and energy sources that can power IoT devices.
Hence, the paper serves as a reference for researchers when investigating the various
energy optimization opportunities in IoT devices for SEEB.

Moreover, we proposed a framework for designing WSN in smart buildings along
with the appropriate WSN configuration for optimal energy consumption. Additionally, we
investigated convenient WSN node reliability and connectivity. The proposed framework
can serve as a blueprint for researchers to deploy better adaptive solutions that combine
energy-aware technologies, approaches, and hardware platforms to develop convenient
WSN nodes for SEEB. This stated, our proposed framework responds to needed network
connectivity and coverage challenges in indoor environments.
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