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Abstract: In recent times, distributed denial of service (DDoS) has been one of the most prevalent security threats in internet-enabled networks, with many internet of things (IoT) devices having been exploited to carry out attacks. Due to their inherent security flaws, the attacks seek to deplete the resources of the target network by flooding it with numerous spoofed requests from a distributed system. Research studies have demonstrated that a DDoS attack has a considerable impact on the target network resources and can result in an extended operational outage if not detected. The detection of DDoS attacks has been approached using a variety of methods. In this paper, a comprehensive survey of the methods used for DDoS attack detection on selected internet-enabled networks is presented. This survey aimed to provide a concise introductory reference for early researchers in the development and application of attack detection methodologies in IoT-based applications. Unlike other studies, a wide variety of methods, ranging from the traditional methods to machine and deep learning methods, were covered. These methods were classified based on their nature of operation, investigated as to their strengths and weaknesses, and then examined via several research studies which made use of each approach. In addition, attack scenarios and detection studies in emerging networks such as the internet of drones, routing protocol based IoT, and named data networking were also covered. Furthermore, technical challenges in each research study were identified. Finally, some remarks for enhancing the research studies were provided, and potential directions for future research were highlighted.
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1. Introduction

The internet of things (IoT) has recently emerged as one of the enabling technologies that have been implemented in a variety of applications [1,2]. In the same vein, innovative internet-enabled technologies such as the Internet of Flying Things (IoFT) [3], the Internet of Drones (IoD) [4], the Flying Ad-hoc Network (FANET), or drone networks [5] are being implemented to provide decentralized and scalable solutions in these applications. Recently, the IoD has emerged with a new paradigm, where a set of flying vehicles (unmanned aerial vehicles (UAVs)) communicate among themselves and with a ground control station via the internet to execute a range of tasks in various ways [6,7]. Connections within the network entities in these technologies are made through the insecure internet and inherently broadcast wireless media. Coupled with the fact that most IoT devices lack access control, have insecure default passwords, and use unprotected credentials, these technologies are gradually becoming desirable targets for cyberattacks. For instance, the UAVs and some other entities involved in the IoD, FANET, or IoFT are vulnerable to jamming, command injection, and Global Positioning System (GPS) spoofing attacks [5–14]. With the creation of low-cost software-defined radios (SDRs) [15,16], the potential for GPS spoofing has substantially increased. A typical GPS spoofing attack against a UAV system is shown
in Figure 1, where the attacker creates a fake GPS signal by tuning an SDR to the GPS frequency. The legitimate GPS signal is therefore overpowered by the fake signal. This could divert the target drone from its intended path.

Figure 1. A typical GPS spoofing and jamming attack on a UAV system [8].

The emerging networks are being paired with the IoT in order to create autonomous and scalable solutions. The growing interest in IoT applications has contributed to the huge deployment of low-power and lossy networks (LLN) [17], which facilitate communication between physical objects in the real world and their connection to the Internet. However, due to the specific properties and constraints of these networks, such as a lack of infrastructure and limited physical security, among others, the Internet Engineering Task Force (IETF) specified a standard routing protocol—called the routing protocol for low-power and lossy networks (RPL) [18]—to address these constraints. This protocol has been discovered [18] to be susceptible to a wide range of attacks that cause denial of service. One of the most prevalent attacks on the internet and internet-enabled networks such as the IoT, RPL-IoT, software-defined networks (SDN), and named data networking (NDN) [19] is the DDoS attack, along with its variants. These attacks are frequently launched to bring down a target network with high volumes of traffic, which could exceed 2.5 TB/s, as reported in [20]. Therefore, timely detection of such an attack is crucial.

Various detection methods have been developed in the past, with varying degrees of success. These methods range from the traditional approach [21] to the recently applied machine learning [22]. This paper presents a survey of studies on attack detection methodologies. Therefore, a survey from 2000 to 2023 of relevant literature on DDoS attack detection studies in IoT networks was conducted. Figure 2 shows the analysis of the selected papers [21–211] on attack detection in the literature. As shown in Figure 2a, which depicts the temporal distribution of the articles per year, a growing trend of relevant articles in the field has been noticeable since 2013. Indeed, more than half of the articles analysed in this survey have been published in the last six years. A total of 211 articles were reviewed; more specifically, 64.6% of these articles were published in journals, 27.4% in conference proceedings, 1.9% in books, 0.5% in theses, and only 5.6% appeared in web sources, as illustrated in Figure 2b. Consequently, IEEE is the most relevant publisher within this scope, with 70 articles (35.4%), followed by Elsevier with 30 articles (15.2%). Springer, MDPI, and others (a combination of less famous publishers) have 22, 12, and 29 articles, respectively. Finally, Hindawi (5 articles) and IET, Inderscience, and Trans Tech (1 article each) have less relevance (see Figure 2b).
Several related survey papers on DDoS attacks and detection methods are available in the literature [23–33]. Most of these surveys concentrate on a particular portion of this subject. For example, the survey by Nooribakhsh and Mollamotalebi [32] focused on a statistical approach for DDoS attack detection. In Khalaf et al. [29], research studies based on artificial intelligence and statistical methods were surveyed. In [28,31,33], only machine learning approaches for attack detection were emphasized. Table 1 presents a summary and comparison of our survey paper with other related surveys. In this table, a list of topics that were not covered, were partially covered, or were covered by other surveys is summarized. From Table 1, it is observed that related surveys either confine their analysis to certain DDoS attack detection methods [28,29,31–33] or only compare a small subset of them [24,26–28,33]. Recent articles on DDoS attack detection methods are not addressed in several other studies [23–27]. These, among other reasons, prompt the need to conduct an in-depth and updated survey on DDoS attack detection. Consequently, this paper presents a structured and broad survey of the existing research studies on DDoS attacks and detection methods in the IoT and other internet-enabled networks. A summary of the paper’s main contributions is provided below:

• A thorough description of DDoS attack categories and architecture was provided in this paper. Attack detection methods were classified, and research studies under each category are extensively discussed. The research studies in each category are then compared and analysed;
• Attack scenarios and detection studies in emerging networks such as IoDs, IoFT, FANET, RPL-based IoT, and NDN are also investigated;
• This paper covers Chi-square, Chao-based, and queueing model-based attack detection methods that were not covered in existing surveys;
• Apart from the DDoS attacks and detection methods, our survey also provides an overview of the benchmark dataset used for attack detection validation;
• Finally, several research issues and challenges associated with these methods are identified. A focus for future studies is also provided.

The purpose of this study is to broaden the focus and provide an updated research direction on DDoS studies. Although this survey focused more on attack detection and studies in IoT, studies focusing on attack detection in SDN, RPL, NDN, and vehicular or flying things are also investigated and discussed. The remainder of the paper is structured as follows. Section 2 covers the taxonomy of DDoS attacks. It shows the attack architecture and the categories of attack. The categories of DDoS attack detection methods are illustrated in Section 3, along with a thorough review of the literature in each category. Section 4 discusses and compares some of the benchmark datasets used in DDoS attack detection research studies. In Section 5, a discussion of the key findings from the survey is presented. Section 6 provides a summary of some significant research challenges that could be the focus of future studies, and Section 7 concludes the paper.
Table 1. Comparison of the current study with other related survey papers.

<table>
<thead>
<tr>
<th>Topics Covered</th>
<th>[23]</th>
<th>[24]</th>
<th>[25]</th>
<th>[26]</th>
<th>[27]</th>
<th>[28]</th>
<th>[29]</th>
<th>[30]</th>
<th>[31]</th>
<th>[32]</th>
<th>[33]</th>
<th>Our Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security issues in IoT</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Detailed taxonomy of DDoS attacks</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Entropy-based detection</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Chaos-based detection</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Detection-based on Chi-square</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Detection-based on queueing model</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Statistical forecasts methods</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Traffic pattern analysis</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Correlation of IP address</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Heuristic-based detection</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Detection via machine learning</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Detection via deep learning</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Attack and detection studies in IoD, FANET, RPL-based IoT, and NDN</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Comparison of the research studies under each detection methods</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Benchmarked datasets</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Evaluation metrics</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Open challenges</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

✓ Partially covered; ✗ Not covered; ✔ Covered.

2. Taxonomy of DDoS Attacks
   2.1. DDoS Attack Architecture

   In a DDoS attack, numerous devices attack a single server or network. This attack aims to overload a targeted server or network with numerous spoof requests to interfere with its regular traffic. This overwhelms the network resources, and, as a result, legitimate traffic encounters service disruptions. These attacks are executed with networks of internet-connected devices—including PCs and other devices (such as IoT devices) that have become infected with malicious software and are, thus, susceptible to remote manipulation. These devices are known as bots. DDoS attacks are effective because they use botnets, or groups of compromised computers, as their primary attack source. Once a botnet has been established, the attacker can direct the attack by sending remote commands to each bot. Each of the bots in the botnet sends queries to the IPs of the victim’s server while it is being targeted by the botnet, which may overwhelm the network and disrupt legitimate traffic. Each bot is a real internet device which makes it challenging to differentiate between attacks and legitimate traffic. As was already established, DDoS attackers initiate their attacks via a botnet; therefore, the architecture of a DDoS attack will consist of an attacker, a botnet, and the target network or server. Different architectures emerge from how botnets are managed. As reported in [34], DDoS attack architecture can be categorized as centralized or decentralized. These architectures are illustrated in Figure 3. A centralized one is depicted in Figure 3a. It has an attacker, the target server, a botnet, and a command-and-control (C&C) system. In certain literature studies [35–37], the C&C systems are sometimes referred to as handlers. The bot computers in the botnet cannot communicate with one another
under this architecture. Instead, every bot is linked to a C&C system. Therefore, the botnet is controlled by sending commands to these bots directly. In a decentralized architecture (Figure 3b), the bots establish a peer-to-peer (P2P) network. An attack query is sent to a certain bot to start the DDoS attack. The commands are then forwarded by this bot through P2P to other bots in the network. Table 2 displays a comparison of the two DDoS attack architectures. The security in the centralized architecture is very strong because the botnet cannot be detected just by identifying the communications between the bots. Unlike the decentralized architecture, the P2P communication pattern between the bots may be recognized, which makes the botnet easier to identify. Once the botnet is discovered, the source of the attack may be determined, and the strength of such attacks becomes almost negligible. Additionally, the attacker can simply modify their attack strategy through real-time control of the botnet in the centralized architecture. The authors proposed a new low-cost architecture that consists of a DDoS attacker, a target server, and a botnet. In this architecture, an attack strategy is achieved by only writing a malware bot with an attack module. This eradicates the botnet management issues that are present in other architectures. Thus, the management cost is zero. Since there is no command-and-control system, the proposed architecture is robust and suitable for resource-constrained devices.

Figure 3. Architecture of a DDoS attack: (a) centralized, (b) decentralized.

Table 2. Comparison of the DDoS attack architectures.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized architecture</td>
<td>• Security is strong.</td>
<td>• Cost of managing a botnet is high.</td>
</tr>
<tr>
<td></td>
<td>• Flexible</td>
<td>• Not robust.</td>
</tr>
<tr>
<td>Decentralized architecture</td>
<td>• Robust</td>
<td>• Security is weak.</td>
</tr>
<tr>
<td></td>
<td>• Flexible</td>
<td>• Cost of managing a botnet is high.</td>
</tr>
</tbody>
</table>

Irrespective of the architecture, a DDoS attack shares a common goal. As shown in Figure 3, the bots under the control of the handlers send out the attack packets. These packets converge at the target server to exhaust its resources. Server resource exhaustion can occur due to a server’s bandwidth, memory size, or CPU cycle [38,39]. Singh and De [38] describe the probability of bandwidth exhaustion using (1) [38]:

\[
P_B = \frac{\left(\frac{a^c}{\pi}\right)}{\sum_{i=0} a^i}
\]

where the following definition is used:

\[
a = \frac{1}{B_T} \left[ \frac{\delta_{BA}}{\tau_{BA}} + \frac{\delta_{BN}}{\tau_{BN}} \right]
\]
In (1), \( P_B \) denotes the probability of bandwidth exhaustion, \( c \) is the number of unused bandwidths, and \( B_T \) is the total bandwidth consumed. The packet sizes of the attacking and legitimate clients are represented by \( \delta_{BA} \) and \( \delta_{BN} \), respectively. \( \tau_{BA} \) is the inter-arrival rate of the attacking packet, while \( \tau_{BN} \) is that due to the legitimate packet. In a situation where the packet due to the attack and the legitimate client are of the same size, \( \delta_{BA} = \delta_{BN} = \delta_B \). Then, \( a \) is expressed as [38] follows:

\[
a = \frac{\delta_B}{B_T} \left[ \tau_{BA} + \tau_{BN} \right] \quad (3)
\]

\[
a = k \times \frac{1}{\tau_{BA}} \quad (4)
\]

These expressions show that the inter-arrival rate of the attacking traffic has a significant impact on the probability of bandwidth depletion. In this model, the distribution due to the legitimate client is Gaussian, whereas the arrival rate of the packet from the attacking client is modelled via Poisson distribution. The overall probability of depletion of the victim’s resources \( P_{TA} \) is expressed using (5) [38]:

\[
P_{TA} = 1 - (1 - P_B)(1 - P_M)
\]

where \( P_M \) is the probability due to memory consumption.

Luo et al. [39] used a simple congestion window model to describe the probability of a successful attack on the bandwidth. For a given time \( t > 0 \), which indicates the time at which legitimate traffic \( X_t \) is successfully transmitted, the steady-state throughput \( P \) of the legitimate traffic flow during an attack period \( T \) and the probability of a successful attack \( P_{wa} \) are expressed using (6) [39]:

\[
\begin{align*}
P &= \lim_{t \to \infty} \frac{X_t}{t} \\
P_{wa} &= P
\end{align*}
\]

where \( C \) indicates the ideal burst magnitude for a successful attack to occur. The values of \( P_{wa} \) vary between 0 and 1. A lower \( P_{wa} \) indicates that the attack is very significant. The model described by Singh and De [38] was demonstrated on the CAIDA dataset to evaluate how the DDoS attack affected bandwidth usage. In this dataset, 104 distinct IP addresses were considered and split into 52 regular and 52 attacking packets. Using an attack period of 40 s for each IP, evaluation results showed that, during the DDoS attack, attacking packets utilize over 6.5 GB/s of bandwidth while regular traffic uses just 5.6 MB/s. This study supports the assertion that DDoS attacks have a considerable impact on the target server’s bandwidth depletion. To avoid a server shutdown, the attack needs to be detected and mitigated.

As can be observed in Figure 3, in DDoS, the use of botnets to launch attacks is evident. Today, botnets are not limited to personal computers. The attacker can further increase the traffic they produce by using handheld and IoT devices [39]. According to a report released by Akamai [40] (see Figure 4), the volume of DDoS attack traffic generated through IoT devices between 14 July and 16 December 2020 was more than 300 GB/s. The malware Mirai, XOR, and Spike were observed to have more than 300 GB/s. Attacks are increasingly significant, since hackers may use IoT devices such as Wi-Fi routers, security cameras, and smart TVs to launch attacks by taking advantage of their inherent weaknesses. These vulnerable devices can be exploited to flood target networks with traffic to take down their servers. IoT devices are susceptible to remote manipulation by attackers because of the open nature of the internet and poorly maintained firmware. Once infected, these devices are integrated into botnets and start to take over the targeted server or service [41]. The rapid expansion of unsecured IoT devices has provided an expanding pool of DDoS attack resources.
2.2. DDoS Attack Classification and Types in IoT Networks

DDoS attacks differ greatly in terms of how they are initiated and the impact they have on the target server. Even so, they all share the same goal of interfering with legitimate traffic. IoT networks and devices are heterogeneous in nature. As a result, there will be a variety of threats focused specifically on them. As shown in Figure 5, DDoS attacks can therefore be divided into three categories: volumetric base, protocol base, and application base. Numerous DDoS attack types under each division are also illustrated.

2.2.1. Volumetric-Based DDoS Attacks

This category of DDoS attack floods the target network’s available bandwidth with huge data packets, thus overwhelming it. The attack saturates the targeted network with abnormally large amounts of malicious traffic to deny service to authorized users. Any server that cannot handle the increased traffic volume can be brought down instantly by such attacks. The generic structure of a conventional volumetric-based DDoS attack is illustrated in Figure 6.
Figure 6. Conventional structure of a volumetric-based DDoS attack.

The attackers’ goal, as depicted in Figure 6, is to overwhelm the bandwidth of a victim site by sending as much traffic as they can. Attackers mostly exploited amplification strategies, which involve sending brief legitimate requests to a domain name server (DNS) with a spoof source IP address of the victim to overwhelm the target server [42]. Volumetric attacks are recognized by a massive amount of traffic (100 GB/s or more). A reflection medium can be used to produce gigabits of traffic from a small amount of traffic. Examples of volumetric-based DDoS attacks include user datagram protocol (UDP) flooding, internet control message protocol (ICMP) flooding, network time protocol (NTP), simple network message protocol (SNMP) amplifications, character generator (CharGen), Smurf attack, and Fraggle attack, among others. In some of the literature [43,44], they are referred to as “bandwidth depletion attacks”.

2.2.2. Protocol-Based DDoS Attacks

The protocol-based attack is often referred to as the “network-layer attack”. Rather than solely relying on overwhelming traffic volume, as the volumetric base attack does, it takes advantage of the protocol stack’s layer 3 and layer 4 weaknesses to render the target server inaccessible. Existing server resources as well as other resources, such as firewalls, are consumed by this kind of attack. This attack is therefore frequently referred to as a “resource depletion attack” [30]. The attack magnitude is expressed in packets per second (pps). Examples include synchronization (SYN) floods, ping of death, transmission control protocol (TCP) floods, TCP–SYN floods, and their variations.

2.2.3. Application-Based DDoS Attacks

This is also known as a “Layer 7” attack because it takes place at the seventh layer of the open system interconnection (OSI) model. The application layer is overloaded with too many login or search requests. These attacks are the hardest to localize because the attacker generates attack traffic at a reduced rate, and the request sent is very similar to regular traffic [45]. The strength of this attack is expressed in requests per second (rps). Examples include HTTP flood, Slowloris, zero-day attack, domain name server (DNS) flood, low and slow attack, and SQL injection [45], among others.

Table 3 provides a comparison of the three major attack classifications. The volumetric attack’s objective is to jam up the network with many illegitimate network packets. Due to the increasing volume of traffic packets and traffic congestion, the impacted resources are unable to complete any operations or respond to any requests. The protocol-based attack tries to take advantage of flaws in the network protocol to consume the connection status table produced by some network devices. The application attack is more sophisticated and typically starts with minimal bandwidth utilization. The resources of the network are gradually depleted as it targets specific services or applications. To keep the connection active, the attacker sends the requested packets within a very small packet window. Volumetric attacks are the most prevalent types of attacks since they are straightforward and simple to produce. A report presented in [46] (see Figure 7a) revealed the frequency of
occurrence of each DDoS attack category encountered between January 2020 and March 2021. It was observed that, over those 15 months, over 65.2% of all attacks were volumetric in nature, while protocol-based and application-based DDoS attacks accounted for about 20.5% and 14.3%, respectively. UDP flood attack was reported to have a 62.5% application percentage among these attack categories. Despite the complexity of attacks based on both protocols and applications, application-based attacks are the hardest to localize, since they closely resemble legitimate traffic. In Table 4, an overview of the most common DDoS attack types is presented. The attack features and their effect on the target server are also discussed. A combination of these attacks has been used recently to launch a multi-vector attack. With a fast increase in the development of DDoS detection solutions, attackers have discovered the usage of a variety of attack categories, including volumetric, protocol, and application-specific attacks. These attack vectors can be combined to perform a multi-vector DDoS attack, which has a greater effect on the target server than a single volumetric attack. Multi-vector DDoS attacks have been more common in the IoT network recently. According to a report presented by Nexus Guard [46], attackers have successfully deployed a mix of a UDP flood and an NTP amplification attack, as seen in Figure 7b [47], with a record utilization of 17.06%. Overall, 9.41% of multi-vector attacks utilize ICMP and UDP flooding, while 6.47% of multi-vector DDoS attacks use ICMP, UDP flood, and NTP amplification.

### Table 3. Overview of the three major DDoS attack classification.

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Features</th>
<th>Attack Magnitude</th>
<th>Effect on Target Server</th>
<th>Attack Complexity</th>
<th>Affected Layer</th>
<th>Frequency of Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volumetric-based</td>
<td>The use of a huge amount of traffic to saturate the bandwidth of the target server</td>
<td>Bits per second (bps), Gbps, flood</td>
<td>Access to the target resources may be totally blocked by the attack’s sheer volume of traffic.</td>
<td>Easy to generate using simple amplification techniques</td>
<td>Network layer</td>
<td>Most common</td>
</tr>
<tr>
<td>Protocol-based</td>
<td>It exploits the weakness in layers 3 and 4 of the protocol stack to make the target server not accessible.</td>
<td>Packets per second (pps)</td>
<td>It disrupts service by consuming all the target server’s processing power or resources, including the firewall.</td>
<td>Less complex</td>
<td>Network and transport</td>
<td>More common</td>
</tr>
<tr>
<td>Application-based</td>
<td>It harnesses the flaws in layer 7 of the protocol stack to make the target server not accessible.</td>
<td>Requests per second (rps)</td>
<td>It creates a session with the target and then uses up its resources by completely dominating processes.</td>
<td>Complex and difficult to detect</td>
<td>Application</td>
<td>Less common</td>
</tr>
</tbody>
</table>

### Table 4. Overview of the most common DDoS attacks.

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Classification</th>
<th>Features</th>
<th>IP Spoofing</th>
<th>Attacked Layer</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP-SYN flood</td>
<td>Protocol-based</td>
<td>Exploits TCP’s three-way handshaking.</td>
<td>Spoofed</td>
<td>Transport</td>
<td>Obsess the server’s resources</td>
</tr>
<tr>
<td>HTTP flood</td>
<td>Application-based</td>
<td>Exploits HTTP GET and HTTP POST request.</td>
<td>Non-spoofed</td>
<td>Application</td>
<td>Consumes server’s entire resources</td>
</tr>
<tr>
<td>Slowloris</td>
<td>Application-based</td>
<td>Maintains the HTTP sessions for the longest feasible time.</td>
<td>Non-spoofed</td>
<td>Application</td>
<td>Consumes all sockets</td>
</tr>
</tbody>
</table>
Table 4. Cont.

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Classification</th>
<th>Features</th>
<th>IP Spoofing</th>
<th>Attacked Layer</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP fragmentation</td>
<td>Application-based</td>
<td>Splits an HTTP packet into smaller pieces and broadcast them at the slowest rates possible.</td>
<td>Non-spoofed</td>
<td>Application</td>
<td>Consumes all sockets</td>
</tr>
<tr>
<td>IP packet option field/IP null</td>
<td>Protocol-based</td>
<td>Sets 1 to all quality-of-service bits.</td>
<td>Spoofed</td>
<td>Network layer</td>
<td>The victim’s processing capacity is overloaded</td>
</tr>
<tr>
<td>Ping of death</td>
<td>Protocol-based</td>
<td>Forms a data packet that exceeds maximum packet size.</td>
<td>Spoofed</td>
<td>Network layer</td>
<td>Overloads the buffer and causes system crash</td>
</tr>
<tr>
<td>UDP flood</td>
<td>Volumetric-based</td>
<td>Sends a significant volume of UDP packets to a target’s specified or random port.</td>
<td>Spoofed</td>
<td>Transport layer</td>
<td>Consumes network bandwidth</td>
</tr>
<tr>
<td>ICMP flood</td>
<td>Volumetric-based</td>
<td>Utilizes the ECHO request packet of ICMP.</td>
<td>Spoofed</td>
<td>IP layer</td>
<td>Saturates victim’s network bandwidth</td>
</tr>
<tr>
<td>Fraggle</td>
<td>Volumetric-based</td>
<td>Sends UDP_ECHO packets to the network amplifier.</td>
<td>Spoofed</td>
<td>IP layer</td>
<td>Saturates victim’s network bandwidth</td>
</tr>
<tr>
<td>NTP amplification</td>
<td>Volumetric-based</td>
<td>Exploits NTP using MON_GETLIST command.</td>
<td>Spoofed</td>
<td>Application layer</td>
<td>Saturates victim’s network bandwidth</td>
</tr>
<tr>
<td>DNS flooding</td>
<td>Application-based</td>
<td>Utilizes an amplified DNS response query.</td>
<td>Spoofed</td>
<td>Application layer</td>
<td>Saturates victim’s network bandwidth</td>
</tr>
</tbody>
</table>

**Figure 7.** Distribution of DDoS attacks: (a) frequency of attack categories between January 2020 and March 2021, (b) multi-vector attack scenarios.

3. DDoS Attack Detection Methods

Based on the increased frequency of attacks and their effect on the targeted network resources, it is vital to mitigate the attacks through an effective attack detection methodology. Numerous research studies dealing with this problem have been published, and different attack detection methodologies have been proposed, with varying degrees of success. In this section, DDoS attack detection methodologies are classified into three
categories based on their technical nature of operation. As shown in Figure 8, DDoS attack
detection methodologies are classified as traditional methods, signature-based detection,
and anomaly-based detection.

**Figure 8. DDoS attack detection methodologies.**

*Traditional methods*: These concentrate on measuring the traffic volume. When the
measured traffic volume exceeds a predetermined level, a DDoS attack is identified.

*Signature-based detection*: This method uses attack signatures that are kept in a
database to find attacks. It involves tracking traffic patterns and comparing them to
pre-existing signatures. Any differences from the previously recorded patterns indicate
malicious traffic. It implies that only attacks whose signatures have been previously stored
in the database can be detected. The method has high accuracy in detecting known attacks,
provided the database is updated. However, any divergence from the attack signatures or
novel attack pattern cannot be detected.

*Anomaly-based detection*: This method involves gathering typical traffic behaviour
over a predetermined period and creating a baseline profile. Any incoming pattern that
is outside the scope of the baseline is viewed as an anomaly, which suggests that attacks
have taken place. This method works incredibly well at identifying unknown and zero-
day attackers.

In Table 5, a comparison of the three major classifications of attack detection methods
is presented. Although the traditional approach is quick, its applicability to the present-day
security threats is constrained by detection accuracy and false alarm rates. The signature-
based detection method cannot detect an unknown attack or even a variation in a known
attack. Any variations in the already-existing attack signature patterns go undetected by
these methods. In this instance, a lot of false alarms are triggered. This necessitates routine
database updates of the attack signatures. However, it can be expensive and occasionally
difficult to keep an attack signature up to date. The major advantage of anomaly-based
detection over signature-based detection is that it can localize fresh attacks whose signatures
fall outside of the normal traffic patterns. However, its detection speed is relatively low,
since it requires extensive monitoring due to the number of resources used. Further, greater
computational overhead is observed, since it requires significant feature training of network
traffic behaviours.
Table 5. Overview of the DDoS attack detection classifications.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional methods</td>
<td>Measures the volume of traffic.</td>
<td>• Fast detection speed</td>
<td>• Detection is based on thresholds.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Stealth attacks cannot be detected.</td>
<td>• High false alarm rates.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Low detection accuracy.</td>
<td></td>
</tr>
<tr>
<td>Signature-based</td>
<td>Attacks are recognized using signatures of well-known attacks that have been stored in the database.</td>
<td>• High detection accuracy for known attacks.</td>
<td>• Suffers from detection accuracy for variation of known attacks.</td>
</tr>
<tr>
<td>detection</td>
<td></td>
<td>• Low false positive rates</td>
<td>• Unknown and zero-day attacks cannot be detected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Fast detection speed</td>
<td>• Misrepresentation of signature patterns leads to increased false negative rates.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Requires frequent update of the attack signatures in the database.</td>
</tr>
<tr>
<td>Anomaly-based detection</td>
<td>Establishes a baseline profile for normal traffic behavioural pattern collected over a predetermined period.</td>
<td>• Efficient for detecting unknown and zero-day attacks.</td>
<td>• Detection speed is relatively low.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Detection accuracy is high</td>
<td>• More overheads.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Encrypted attack patterns have not been detected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sometimes generate significant false alarm rates.</td>
</tr>
</tbody>
</table>

3.1. DDoS Attack Detection Studies Based on the Traditional Approach

The multi-level tree for online packets (MULTOPS) and the large-scale automated DDoS detection system (LADS) are the two most prevalent traditional DDoS attack detection methods. In [21], the authors demonstrated the use of MULTOPS on a software router with simulated attacks. MULTOPS permits routers to identify bandwidth attacks when there is a significant difference in the rates of incoming and outgoing packets from the victim or the attacker. As a result, MULTOPS triggers an attack alarm, since such packets are identified as malicious. When running on a 700 MHz Pentium III PC, routing software with MULTOPS may handle up to 340,000 packets per second [21]. This method has a number of significant flaws, one of which is its inability to detect attacks that leverage several proportional flows to disrupt a victim server. LAD uses a pre-defined bandwidth attack threshold to determine whether a specific incident needs to be reported as a potential DDoS attack or if no other DDoS-related features are present, such as high volumes of SYN, ICMP, or RST packets. This threshold was established in [48] at 26 Mbps. SYN, ICMP, and RST traces were reported in this study when demonstrated on a Tier-1 ISP network.

3.2. DDoS Attack Detection Studies Using Signature-Based Methods

As shown in Figure 8, DDoS attack detection using signatures of known attacks is divided into traffic pattern analysis and correlation of IP address. In most cases, both methods use a machine learning approach to improve detection accuracy. In this section, research studies under each classification are discussed.

3.2.1. Traffic Pattern Analysis

This method is predicated on the notion that infectious packets have the same behavioural patterns that are distinct from those of legitimate ones. For instance, in a botnet attack, a single bot master typically controls all the bots. The same patterns are seen due to requests being delivered to numerous botnet members, which is what is driving the behaviour. This method compares incoming traffic patterns to pre-established legitimate traffic profiles. Any deviation from these profiles indicates malicious traffic. A profile of legitimate traffic is obtained via traffic features recorded when the terminal generating the traffic is secure [49]. One major limitation with this approach is the imbalanced traffic flows.
due to the dynamic nature of internet traffic patterns. This might lead to the selection of flow features being incorrect [50]. Since traffic pattern analysis requires that the pattern of the network traffic be accurately characterized for better detection accuracy, machine learning algorithms are mostly employed. Thus, there are studies that assess the potential of machine learning classifiers for traffic pattern classification to improve DDoS attack detection. Moore and Zuev [50] attempted to correctly classify internet traffic patterns for DDoS attack detection using Bayesian techniques and obtained 60% accuracy. In [51], network traffic samples collected using sflow protocol from network devices were classified and analysed using a random forest (RF) classifier. The network traffic was compared to signatures collected earlier from network traffic samples to make the detection. The method was tested using a synthesized dataset, comprised of the CIC-DoS, CICIDS2017, and CICIDS2018 datasets. According to the results, the method had a 96% detection rate, a relatively high level of precision, and a low false alarm rate. The detection method has certain inherent shortcomings. The comparison’s traffic signatures were made using previously retrieved network traffic samples. However, since internet traffic loads change over time, it becomes harder to choose the right flow features, which leads to imbalanced traffic flows. Shafiq et al. [52] categorized traffic features using a machine learning-based hybrid feature selection approach. Using various network environment datasets, the method was able to tackle the issue of dispersed traffic classification in high-dimensional unbalanced data and obtain 80% flow classification accuracy. For TCP traffic, however, the system’s results are not very accurate. Some research investigations not only identify the attack but also pinpoint its source or traceback. In [53], attack detection and traceback were presented using decision tree and grey relation assessment. This study used a traffic-flow pattern-matching approach to pinpoint the attacker’s location. The approach achieved detection and localization of attacks with a false positive ratio of 2.4% and a 2–10% false negative ratio during attack detection, while 8–12% false negative rate and 12–14% false positive rate was achieved during source attack tracing. Similar research was performed by Waizumi and Nemoto [22], who used independent component analysis to create a new pattern matching algorithm for DDoS attack source detection. The method bases its requirements for the attack traceback on variations in the number of packets over time. Thus, by comparing the geometries of input traffic patterns and the geometries of output traffic patterns seen at a network branch point, similar to a router, the source of the attack can be determined. In [54], an algorithm for detecting attacks via network traffic pattern assessment was introduced. A simple Hilbert operator was used to describe the traffic pattern over various time intervals. DDoS attack detection was then achieved using Bayesian decision theory. With a detection probability of 0.95, the algorithm detects IP fragments, TCP SYN floods, UDP floods, NTP amplification, and HTTP floods. The method identified a few missed cases. About 5% of network attacks in the dataset were not detected. The approach is also based on the signature of known attacks, which limits its applicability to detecting other attack vectors with dynamic patterns different from the classified data.

3.2.2. Correlation of IP Address

As attackers are notorious for forging packets from originating IPs, it is straightforward to localize the DDoS attack by filtering the attack traffic if the spoofed IP address can be successfully recognized. This method examines and compares the difference between the attacker’s spoof IP and the host server’s IP. When these IP addresses are not uniform, a DDoS attack alarm is triggered. A method to efficiently identify and block spoofed source IPs was presented by Guo et al. [55]. The detection accuracy of the proposed approach is relatively high. However, because it must constantly communicate with the source side, there is a significant increase in traffic. In Wang and Wang [56], network traffic distribution was analysed, and IP address correlation-based non-uniformity was found. The amount of IP data packets throughout a period was determined in this study, and the amount of data packets in a sliding window was approximated. The correlation coefficient between the IPs for the two subsequent periods was then calculated. Under typical network traffic
conditions, the correlation between the source IP address access and the target network is steady. Due to the dispersion of the IPs during an attack scenario, the correlation coefficient is dramatically reduced. With this analysis, the approach could identify the presence of an attack because of the distribution of IPs when attacks occur. Several other notable studies that report the use of IP address correlation and analysis for DDoS attack detection are reported in [57,58]. In [57], an attack detection method using the analysis of source and destination IP address databases was presented, with a reduced false alarm rate. In Xiao et al. [58], this approach was demonstrated for attack detection in a wired network. Results demonstrate that attack traffic was distinguished from normal traffic. In addition, detection accuracy ranging from 91% to 96% was reported when examined on internet data, a data centre traffic trace, and the KDD'99 dataset.

Machine learning has been utilized to enhance the accuracy of this approach, as reported in the literature. A three-layer backpropagation neural network (BPNN) was suggested in [59] to detect and categorize attacks against DNS servers. The findings demonstrate that a three-layered BPNN with a 3-7-3 structure can classify direct DoS and amplification assaults with 99% accuracy. In [60], an artificial neural network (ANN) was used to detect TCP, UDP, and ICMP attacks by blocking the spoofed packet before reaching the target. The proposed approach recorded a detection accuracy of 98% when demonstrated on old datasets and 92% on new datasets.

In Table 6, a summary and comparison of the signature-based DDoS attack detection methods based on their features, advantages, and limitations is provided.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic pattern analysis [49–54]</td>
<td>Compares the traffic patterns of infected hosts to the benign hosts</td>
<td>• High precision.</td>
<td>• Inaccurate flow feature selection.</td>
</tr>
<tr>
<td>Correlation of IP address [53–55]</td>
<td>Correlates attacker’s spoofed IP to the host server’s IP.</td>
<td>• High detection accuracy</td>
<td>• Impossible to detect attacks when the protocol headers are encrypted.</td>
</tr>
</tbody>
</table>

3.3. DDoS Attack Detection Studies Using Anomaly-Based Methods

DDoS attack detection methods based on anomaly approaches are classified under the following: detection based on entropy, chaos theory approach, queuing modelling approach, statistical approach, heuristic-based detection, machine learning, and deep learning approaches, as illustrated in Figure 8. In this section, these methods are discussed. As well, research studies in each case are presented.

3.3.1. Entropy-Based Detection Method

Conventionally, entropy assesses the degree of information uncertainty and has been successfully used to calculate the randomness of datasets [61]. Low entropy levels represent the concentration of a distribution, whereas high entropy levels represent a more dispersed probability distribution. Entropy has been suggested as a useful tool for analysing traffic distributions in a number of recent studies [61–64]. These studies have described its application to detect attacks in IoT and SDN networks. This method calculates the entropy by analysing the distribution of features in traffic packets, like source IP, destination IP, flow count, and port numbers. The presence of anomalies in these features is then localized by comparing the entropy values against a predetermined threshold. A sudden shift in entropy levels is typically a potential sign that a DDoS attack may have taken place. Entropy dramatically decreases in the presence of an attack because one flow count dominates. It was discovered in the research studies conducted by Ozcelik and Brooks [65] that the degree to which the entropy changes during these attacks depends on the observed packet
header field. While the entropy of the source IP increases due to an attack, the entropy of the destination IP decreases. Entropy will be constant in the absence of an attack. A typical framework for an entropy-based approach to detecting DDoS attacks is shown in Figure 9.

![Figure 9. Generic framework of a conventional entropy-based DDoS attack detection approach adapted from [63].](image)

In Figure 9, for each packet of traffic at time slot $t$, the IP addresses of each packet are extracted and batched in accordance with the source IP addresses. If $X$ represents a random variable that denotes the extracted IP, then the probability of occurrence of each batch $P(x_i)$ and the overall entropy $H(X)$ are estimated as follows:

$$P(x_i) = \frac{x}{\sum_{i=0}^{n} x_i}$$

$$H(X) = -\sum_{i=1}^{n} P(x_i) \log(P(x_i)), \quad x_i \in X$$

Entropy is computed using Shannon’s entropy theory and compared to a pre-defined threshold $T$. An attack alarm is then raised if $H(X)$ is greater than $T$, as illustrated in (9):

$$H(X) \begin{cases} > T & \text{Attack traffic} \\ \leq T & \text{Normal traffic} \end{cases}$$

Gaurav et al. [63] included a packet discarding process in the traditional entropy-based framework in Figure 9. When a DDoS warning occurs during this process, all the packets with the highest $P(x_i)$ are blacklisted and are subsequently regarded as malicious packets in the following time frame. These packets are discarded if the newly arriving IP address is on the blacklist. Otherwise, a new group of IP addresses is created, and the entropy value is calculated and compared to the threshold. The batch with the highest likelihood of occurrence is identified, and all the IP addresses in this batch are blacklisted once the entropy is above the threshold.

Advancing the studies in [63], the authors in [64] utilized clustering and packet scoring methods to detect and discard malicious requests. In this approach, the change during a DDoS attack is represented by a monotonically increasing convex function following Jensen’s inequality using (10) [64]:

$$H[f(x)] \geq f(H[x])$$

In (10), $H[x]$ is the anticipated value of the convex function. Therefore, it is expected that the cluster entropy of legitimate traffic will be lower than that of a DDoS attack. Thus, the following inequality arises:

$$H(X_{NT}) < H(X_{AT})$$

In (11), $H(X_{NT})$ is the cluster entropy during normal traffic, whereas $H(X_{AT})$ is that due to attack traffic. In this method, the cluster entropy is contrasted against a threshold, and, if
it is above the threshold, then packet scoring methods are used to discard the blacklisted packets, where the score of each packet $P_{sc}$, is estimated using (12) [64]:

$$
P_{sc} = \frac{P_t}{P_T}
$$

(12)

where the following holds:

$$
P_T = \sum_{i=1}^{n} P_t
$$

(13)

In (13), $P_t$ is the incoming traffic packets at time slot $t$, $P_T$ is the aggregated number of packets, and $n$ is the number of packets arriving during the time slot. The approach was implemented using OMNET++ and achieved high precision, which means that attack traffic is accurately detected.

Giotis et al. [61] implemented an entropy-based approach proposed by [65] for the detection of attacks using flow-based features. Anomalies are detected using pre-established thresholds based on variations in the entropy levels. For portscan, DDoS, and worm attacks, evaluation results demonstrate that good detection accuracy is attained despite having 23%, 27%, and 34% false positive rates, respectively. A three-module detection system using joint entropy metrics was also suggested by the authors in [66]. The detection system has a module for handling incoming traffic, after which the entropy calculator module evaluates the entropy of the packet features. The detection module, which evaluates the estimated entropy against a threshold, makes up the third component. If the estimated entropy exceeds the threshold, an attack alarm is raised, as considered in [61–65]. The method was successfully tested on the DARPA'99, 2009, and current CICDDoS2019 datasets. The use of a static threshold limits its applicability to real-world packets with fluctuating traffic. The threshold chosen has a significant impact on how well the entropy-based approaches function. It has been noted that the effectiveness of any entropy-based solution for DDoS attack detection depends greatly on the threshold value chosen. A static threshold might not always produce the correct results. The threshold value must be updated according to the incoming packet traffic conditions. Thus, David and Thomas [67] proposed an adaptive threshold algorithm and fast entropy computation method for flooding attack detection using the flow count feature. In this method, fast entropy is computed during each time slot using (14) [67]:

$$
\hat{H}(i,t) = -\log \left( \frac{x(i,t)}{\sum_{i=1}^{n} x(i,t)} \right) + \tau(i,t)
$$

(14)

where the following definition is necessary:

$$
\tau(i,t) = \begin{cases} 
\log \left( \frac{x(i,t+1)}{x(i,t)} \right), & x(i,t) \geq x(i,t+1) \\
\log \left( \frac{x(i,t)}{x(i,t+1)} \right), & x(i,t) < x(i,t+1)
\end{cases}
$$

(15)

Additionally, mean $\mu_t$ and standard deviation $\delta$ of the flow count during time slot $t$ are computed, and a difference between the mean and the fast entropy is estimated using (16) [67]:

$$
D(i,t) = |\mu_t - \hat{H}(i,t)|
$$

(16)

The adaptive threshold algorithm then raises an alarm by checking the difference $D(i,t)$, as shown in (16). If $D(i,t) > \beta \delta$, it is assumed that attack traffic will occur, and a DDoS attack alarm will be raised; otherwise, normal traffic will occur, and the value of is updated. The adaptive threshold $\beta$ value takes the following form [67]:

$$
\beta = \begin{cases} 
\beta - 1 & \text{if } \hat{H}(i,t) < 0.5\mu_t \\
\beta & \text{if } 0.5\mu_t \leq \hat{H}(i,t) < 1.5\mu_t \\
\beta + 1 & \text{if } \hat{H}(i,t) > 1.5\mu_t
\end{cases}
$$

(17)
The results obtained demonstrate that using a threshold that is adaptively adjusted based on the conditions of the traffic pattern increases detection accuracy. However, the processing time increases. Additionally, the efficacy of this strategy is called into doubt when numerous slow-rate DDoS attacks with various source IP addresses surface. An updated study by the same author is presented in [68]. In this study, DDoS attacks were detected using dynamic thresholding on flow-based features. Different traffic features were extracted in relation to packet amount, source IP, destination IP, and protocol, and then four attributes were calculated based on DDoS characteristics. Experimental observation showed that, during a DDoS attack, the estimated attribute values are extremely high. The entropy of the four attributes is compared to a threshold value, and a DDoS attack is considered to have occurred when it surpasses the threshold. The threshold is estimated in a similar manner to the research study in [67]. The threshold values are updated on a regular basis and change depending on the state of the network. Though the false positive rate was not examined, the method has a relatively high detection rate.

Most entropy-based attack detection studies that have been conducted so far [61–67] rely on a few entropy-based features, which may limit the type of attack that may be detected as well as the accuracy. To overcome this issue, some other studies [69–71] have thought about using multi-entropy features. Winter et al. [69] estimated the entropy across five flow parameters, including source and destination IPs, ports, and packets-per-flow. The outcomes demonstrate that the suggested approach can identify large alterations in network entropy time series. Although multiple features were considered, the mix of features employed is still straightforward and not comprehensive enough for practical application. Qin et al. [70] also utilized entropy vectors of different features from traffic flow for attack detection. The use of more thorough features to build clustering models makes this approach different from the studies in [69]. Additionally, based on the traffic models, a detection threshold was automatically created. Experimental results proved that the suggested approach is adaptable to real-world environments and has higher detection accuracy. Although the detection speed is poor, the accuracy of the detection improves when the data scale exceeds 4000. Furthermore, it is impossible to pinpoint the rationale behind the choice of feature thresholds. Koay et al. [71] introduced a set of new entropy-based features, including source and destination IPs, ports, and protocols. Following that, a multi-classifier system (see Figure 10) was built using a set of various entropy-based features. The entropy of each traffic feature was computed for a 60 s interval. Regular and entropy variation features, as seen in Figure 10, were two different forms of entropy-based features that were computed. While the latter was obtained using the fluctuation of two different regular entropy features following a Lyapunov exponent separation, the former was computed using the entropy of raw traffic features.

The performance of the approach was assessed using ISCX2012 and DARPA’98 datasets with a sensitivity of 94.7%. Although the sensitivity results are thought to be superior, the dataset utilized comprises obsolete DDoS attack vectors, making it uncertain whether the method can be applied to identifying modern attacks. An assessment of the
traffic-based features used in an entropy-based approach is presented in [72]. The results presented revealed that a better approach must be adopted for choosing traffic features. The ability to detect anomalies is distinct and frequently enhanced by behavioural distributions that are qualitatively different from port and address distributions.

A method for identifying traffic-based attacks using UAV and Wavelet Packet Energy Entropy (UWPEE) is suggested in Xie et al. [11]. The wavelet packet energy entropy is used in the UWPEE system to identify attacks, while UAVs are sent to collect the real traffic from IoT devices. In this method, the traffic sequence is partitioned into multiple layers of wavelet packets, and the wavelet packet coefficients of each layer are then reconstructed to reveal the sequence’s influencing factors. The energy entropy is then calculated to determine if the traffic data exhibit distinct properties at various scales. A traffic signal with a higher degree of order has a lower entropy value than one with a higher degree of disorder [11]. Entropy can, therefore, reflect the distinct traits of malicious nodes when they periodically emit fake packets. The experimental results show that the UWPEE scheme can effectively identify traffic-based attacks with an accuracy rate of 84.47% and an average recognition efficiency of 4.89 for malicious nodes. Meanwhile, compared with the greedy algorithm, the flight path of the UAVs is reduced by 15.44%. In [73], a threshold-based detection scheme was proposed to detect RREQ flooding attacks in mobile ad hoc networks (MANET). In this study, the throughput, packet delivery fraction, and end-to-end delay of network traffic were compared with legitimate network traffic (without flooding attacks) and a network with one or more flooder nodes. A sender node is regarded as normal if its rate of RREQ falls below a certain threshold; otherwise, it is considered malicious. Simulation results indicate that a flooding attack could be detected, although the effectiveness depends on the threshold value chosen. Additionally, the method experiences more false positives and misdetections due to seasonal fluctuations in network traffic.

### 3.3.2. Queue Modelling-Based Detection Methods

In this approach, a multidimensional algorithm is used to analyse how networking components process traffic based on traffic theory. Since DDoS attackers aim to engulf servers’ resources and prevent legitimate clients from accessing them, a good queue management algorithm enables the system to manage access to a fixed amount of bandwidth by identifying which packets should be transferred and which ones should be dropped when the queue limit is fully occupied. In the queuing model, the memory of a server is assumed to be fixed [74]. It is then easy for an attacker to launch the attack and somehow disable the server, preventing it from providing the service to its legitimate user. A simple queue system is illustrated in Figure 11.

![Figure 11. A simple queue system.](image)

In Figure 11, \( \lambda \) represents the arrival rate of packets at the queue, with a waiting time of \( W \), until they receive no response from server \( M \), while \( \mu \) indicates the system’s service rate. This system is based on Little’s law [75], which is expressed as shown:

\[
L = \lambda \times W \quad (18)
\]

The expression in (18) describes the average number of packets in a queue. DDoS attacks try to clog up the system’s queue so that legitimate users cannot obtain service. By imposing sophisticated computational processes on the victim device, DDoS attacks can extend the time it takes to process packets or increase their service rate [76]. This attack scenario can be evaluated using queueing theory, which estimates the likelihoods of
bandwidth, memory, and CPU exhaustion. In [77], the probability of bandwidth exhaustion \( P_b \) is represented by a M/G/K/K queue model. In this model, \( P_b \) is estimated using (19) [77]:

\[
P_b = \frac{\rho^k}{k!} \sum_{j=0}^{\infty} \frac{\rho^j}{j!}
\]

(19)

In (19), \( k \) indicates the number of communication channels between the attacker and the target server, \( \lambda_b \) is the arrival rate of packets, which determines the attack intensity, \( \mu_b \) indicates the service rate, and \( \rho \) denotes the utilization factor for the queue system. When the DDoS attack exhausts the CPU of the target server, the probability of CPU consumption is represented by a simple M/M/1 queue model, described by (20) [77]:

\[
P_C = \begin{cases} 
1, & \frac{\lambda_C}{\mu_C} \geq 1 \\
\frac{L}{t_w}, & \frac{\lambda_C}{\mu_C} < 1
\end{cases}
\]

(20)

In (20), \( L \) indicates the time the attack spent on the network, \( t_w \) indicates the amount of time a legitimate client is prepared to wait to be served, and \( \lambda_c \) and \( \mu_c \) are the arrival and service rates due to the CPU exhaustion. The total depletion probability is obtained by evaluating the likelihood attributable to buffer exhaustion. The result of the simulation shows that the attack probabilities increase as the arrival rates increase.

In most of the queue strategies for attack detection, such as drop-tail, random early detection (RED), and nonlinear random early detection (NLRED) [78], a pre-defined value is set for the maximum length of the queue. Newly arriving packets are discarded when the length of the queued packets exceeds the set threshold. In this queue approach, all the traffic packets are considered equal, regardless of the traffic type. The attacker will then send fewer TCP packets before waiting for the target server to respond because of packet loss. Consequently, the TCP session’s throughput will decline [79]. In most queue modelling studies [77–82], Poison distribution is used to describe packet arrival according to a random process. According to Singh et al. [74], for traffic analysis, the queue must support exponential data, and requests must be processed using a first-come-first-served queuing analogy with a single server and obviously finite buffer state. Using this concept, a collection of data patterns was generated, and UDP floods were detected. In [80], a framework to identify DDoS attacks using the packet flows of particular protocols was presented. In this study, the normal behaviour is estimated using a Gaussian parametrical mixture model, while the attacks are detected using a queue model. The results show the approach is effective with reasonable detection accuracy. Khan and Traore [81] analysed the effects of attacks on variables such as queue growth rate using a standard M/M/1/K queue model with round robin discipline. The given results demonstrate that the queue growth rate linearly increases as the frequency of flooding attacks increases. The authors in [82] presented the use of the queueing model for network router attack detection. In this study, the traffic congestion due to attack packets can be readily noticed at locations near the target rather than the attack sources; consequently, it is anticipated that the technique will have a comparatively higher false negative rate. In [83], a queue scheme was developed for detecting malicious attacks. In this study, the arrival requests are provided with a queue service at a base station that oversees assessing the forwarded packets. Once the traffic is backed up for an extended period, malicious attacks are discovered.

In [84,85], the effectiveness of queuing management mechanisms under DDoS attack detection were evaluated. Five distinct queuing algorithms—drop-tail, RED, deficit round robin (DRR), fair queue (FQ), and stochastic fair queue (SFQ)—were tested for how UDP flooding affected their performance in [84]. The study demonstrates that SFQ outperforms the other queuing mechanisms for UDP traffic. Recently, using NS2 software, Wei et al. [85] evaluated the effectiveness of drop-tail, RED, and REM queue management mechanisms on ad hoc networks under attack. This study evaluated the performance of the three
mechanisms under small-, medium-, and large-scale DDoS attacks based on the packet rate and average end-to-end latency. Simulation results revealed that drop-tail was less effective at detecting medium- and small-scale DDoS attacks than REM and RED. However, all three mechanisms showed inadequate detection abilities when subjected to large-scale DDoS attacks.

3.3.3. Statistical-Based Detection Methods

This approach analyses the statistical features of normal traffic to create a baseline traffic pattern. Any incoming traffic that falls outside the baseline is judged to be malicious traffic. This approach processes network traffic using sophisticated statistical algorithms and differentiates anomalous traffic from legitimate patterns of established network traffic. With the statistical technique, expected behaviour can be inferred from observations without any prior knowledge of the target system’s typical operations. This can potentially lead to more accurate detection of malicious activity. Statistical algorithms used for DDoS attack detection may include, among others, statistical forecasting and time series methods, as shown in Figure 8.

**Chi-square approach:** The Chi-square ($\chi^2$) is a test of independence used to determine if two categories of variables are connected to one another. Given the overall frequency of each category, it looks for patterns in these observations to determine whether any combinations of the categories occur more frequently than would be predicted by chance. A very small value of $\chi^2$ indicates a good correlation between the actual and expected values, whereas a large value implies that the actual values do not closely match the anticipated values. This approach has been used in several research studies [86–89] for anomaly detection in internet-based networks. Ref. [86] tested it to assess the prevalence of TCP–SYN flag values and protocol numbers. In method in this study, service ports are examined using the Chi-square method while considering HTTP, FTP, and DNS. Similarly, packet lengths are binned into ranges. If there are $N$ numbers of incoming traffic packets while $B$ represents the available bins, the amount packets with values within the $i^{th}$ bin is represented by $N_i$, and $n_i$ denotes the anticipated number of packets in this bin based on the usual distribution. Thus, $\chi^2$ is estimated using (21):

$$\chi^2 = \sum_{i=1}^{B} \left( \frac{(N_i - n_i)^2}{n_i} \right)$$

Abouzakhar and Bakar [87] used the same expression for attack detection by analysing RST, SYN, ACK, and ICMP packets. The proposed method consists of a database storage block, a Chi-square test block, a feature extraction and distribution block, a distribution and categorization block, and a decision-making block, as shown in Figure 12.

![Figure 12. Framework for DDoS attack detection using Chi-square approach.](image)

Firstly, TCP flags are extracted for each input packet from the network traffic dataset. Under the data distribution and categorization block, packets are distributed and categorized into the number of RST, SYN, ACK, and ICMP packets per second, along with other TCP packets. After categorization, a Chi-square approach is employed to carry out anomaly detection, where a $\chi^2$ value is estimated using (21) and compared to a tabular $\chi^2$ value. When there is a large difference between these two values, an intrusion alert is triggered.
Leu and Lin [88] used the goodness-of-fit test of the \( \chi^2 \) approach to detect attacks. The method examines the number and variation of packets sent from sources, as well as IP address distribution statistics. When an attacker floods the system with many packets from random source IPs, the approach estimates its Chi-square value and checks to see if it exceeds a predetermined threshold to trigger an attack alarm. Experimental findings demonstrate the approach’s capability to quickly identify DoS and DDoS attacks. Other studies reporting the use of \( \chi^2 \) value for attack detection may be found in [89]. In [89], \( \chi^2 \) was estimated based on moving averages while considering how frequently events appeared in the Solaris BMS audit record. The results obtained showed that the \( \chi^2 \) values based on the moving average were sufficient to detect anomaly attacks.

**Statistical forecasting models:** A conventional statistical forecasting model makes predictions about future occurrences using statistics derived from historical data. Using historical data to analyse and observe past network traffic patterns, this method forecasts future observations. A plethora of statistical forecasting models have been developed for attack detection. Moving average (MA), weighted moving average (WMA), simple exponential smoothing (SES) or exponential WMA, double exponential smoothing (DES), and triple exponential smoothing (TES) are a few examples of this. Each of these models has its own accuracies and deficiencies. MA is a smoothing technique that observes the underlying pattern of a data set to forecast future values. While SES, EWMA, and DES consider both historical observations and historical forecasts, MA and WMA base their forecasts solely on prior observations. The authors in [90] revealed that the EWMA models could be used for detecting rapid changes in event intensity when demonstrated on the publicly available DARPA dataset. In [90], an adaptive threshold algorithm based on the EWMA model was developed for detecting SYN flooding attacks. Real traffic traces were employed to analyse the effectiveness of the algorithm. A satisfactory result was observed when high-intensity attacks were considered. However, the algorithm performs terribly when handling attacks of low intensity. Similar to the studies presented in [90], Machaka et al. [91] assessed the use of the EWMA algorithm for DDoS attack detection in IoT infrastructure. A high detection rate was achieved with a 40 s delay when demonstrated on an artificially generated dataset for a high-rate attack. While the detection rate of this approach is relatively high for attacks with high intensity, its performance deteriorates for attacks with low intensity. The use of an adaptive fusion of multiple characteristics (MAF–ADM) for the detection of low-intensity attacks was suggested by Zhan et al. [92] as a solution to this problem. Under a low-intensity attack, the time-frequency joint distribution of the legitimate TCP traffic changes; therefore, several statistical features of this distribution were selected to create isolation trees. The potential to isolate samples containing low-intensity attacks was then combined to create an anomaly score. The anomaly score was smoothed using a WMA to lower the potential number of errors that may result due to noise in the network traffic. The result shows that the method can effectively detect low-intensity attacks with a relatively low false negative rate when demonstrated on the WIDE2018 and LBNL datasets. The approach has two shortcomings. First, neither of the two datasets had evidence of low-intensity attacks; instead, this was simply assumed to exist. Second, the extraction of features requires very high data processing expenses and is time-consuming. These two drawbacks constrain its use for real-time online detection of low-intensity attacks. The authors in [93] used SES and wavelet analysis to track incoming bytes, packet counts, and the ratio of incoming to outgoing packets to detect UDP flooding DDoS attacks. This approach detects multiple attack scenarios without producing any false positives. The application of TES for TCP–SYN flood and slammer worm detection was reported in [94]. In this investigation, the traffic packets’ source IP, destination IP, and ports were examined within a 900 s interval. The effectiveness of the approach was verified using the Brazilian National Research and Education Network dataset, which has 5 days of network traffic. Results indicated that the approach was successful in identifying TCP–SYN flooding. For this approach, the false alarm rate and detection accuracy were not assessed.
Some other time series models, such as auto-regressive (AR), autoregressive integrated moving average (ARIMA), and linear regression model (LRM), are reportedly used for DDoS attack detection. Zhang et al. [95] used the ARIMA framework to identify DDoS attacks via the NS2 simulator. Yaacob et al. [96] introduced a novel algorithm with the use of the ARIMA technique to detect possible attacks that may occur in computer networks. Their approach offers the network administrator a means for early warning. In [97], a combination of ARIMA and a chaotic system was used to detect attacks, with a true positive rate of 94.4%. Additionally, false positives and false negatives of 0.1% and 5.6%, respectively, were recorded. The authors in [98] looked at the relationship between the average and standard deviation of the network traffic throughput to evaluate DDoS attacks. The research demonstrates that, in non-attack situations, the rise in standard deviation caused by a traffic surge increases the average network throughput, as seen in Figure 13. However, in a DDoS attack scenario, the standard deviation is not affected by the increased network throughput because of the attack. This hypothesis was used to produce an attack detection method with linear regression. The efficacy of the developed approach was confirmed using the CAIDA dataset. The results obtained revealed that DDoS attacks may be accurately identified with a low proportion of false positives.

Figure 13. Correlation between the mean and standard deviation of traffic throughput, adapted from [98].

In [99], the authors used several forecasting algorithms, including MA, WMA, EWMA, and LRM, to predict the intensity of SYN, DNS, and ICMP floods. For the predictions in this study, a window size of 60 s was established to track the number of packets. The results for the three attack types demonstrate that LRM best detects the magnitude of TCP–SYN flood, while EWMA is best at detecting the attack intensity of DNS, TCP and ICMP floods. The algorithms are said to produce an overall error rate of 1%.

The research studies presented have shown that forecasting models can be used for attack detection with a relatively high level of accuracy. The inherent errors generated by these models are a significant disadvantage. Every forecast model generates a succession of errors between the predicted and overserved values. Accordingly, if the network traffic data contains one forecast for each feature, then the total errors from all the features amount to the following:

\[ e_T = \frac{1}{n} \sum_{i=1}^{n} e_i \]  

(22)

where \( e_i \) is the error generated by the \( n \)-feature. Therefore, significant forecast errors are anticipated, given the intermittent nature of internet traffic. In addition, because the models depend on prior statistical features, they may not work well with actual internet data series [100].

Other statistical approaches are also reported in the literature. These range from the use of a simple \( t \)-test to a more sophisticated cumulative sum (CUMSUM) approach.
Additional reported techniques are the statistical segregation method (SSM), multivariate correlation analysis (MCA), and analysis of covariance, among others. In the two-sample t-test proposed by Chen [101], the authors examined the statistics of the normal SYN arrival rate (SAR) by sampling the input traffic flow. Then, the dissimilarity between the number of SYN and ACK packets as well as the dissimilarity between the arriving SAR and normal SAR are estimated to ascertain the occurrence of an attack. Simulation results revealed that the proposed method has a quick detection rate and a low likelihood of both false positives and false negatives. Additionally, computational overhead is not too high and, in the event of a sudden shift in traffic, can detect DDoS flood attacks. In low-traffic areas, it might, however, miss an attack.

The CUMSUM method estimates the cumulative sum of the difference between an input sequence’s actual and expected values, which is then compared to a threshold value [102]. A CUMSUM value above the threshold signifies a change in statistical features in the network traffic over time series. This method is used to estimate variations in traffic features. The authors of [103] suggested a simple method for detecting SYN flooding attacks using the non-parametric CUMSUM model. The results of the simulation showed that TCP-SYN flooding may be accurately detected with a low false alarm ratio and a high detection ratio. In the research study presented in [102], the authors investigated the use of CUMSUM for detecting DDoS attacks in an IoT network. The algorithm has a good detection rate for high-rate attacks but is poor for low-intensity attacks. A combination of CUMSUM and an entropy-based method is reported in [104]. The CUMSUM is used in this work to handle traffic entropy. For the observed entropy data, additional signal processing, utilizing wavelet pre-filtering, is used. This helps to improve detection efficiency over other CUMSUM approaches that rely solely on the entropy of the packet header field without further processing. The findings revealed high detection accuracy and a low proportion of false positives. The authors in [105] investigated the potential of SSMs to minimize false detection during DDoS attacks. With this method, the traffic flow is sampled at regular intervals to identify the distinctions between legitimate and malicious traffic. After that, correlation analysis is used to separate attacks from legitimate flows by comparing the samples to pre-specified attack state conditions. Evaluation results reveal a mix of segregation methods that could significantly lower the likelihood of false detections during DDoS attacks. The results also demonstrate higher detection latency and increased computational overhead. Tan et al. [106] used MCA for attack detection. In this study, the patterns of legitimate network traffic are examined, and the traffic is then classified by obtaining the geometrical correlations between network traffic parameters. To expedite the MCA procedure, a triangle-area-based approach was also added. The effectiveness of this method was assessed with the KDD Cup’99 dataset. The approach has excellent performance with 99.95% detection accuracy. However, some poor performance was observed when the false positive rate was analysed. The proposed approach could be further validated on some other dataset with the updated DDOS attack vectors. More advanced categorization algorithms and the use of real-world data would also reduce the false positive rate. In [107], the analysis of covariance was proposed. The method’s efficacy in detecting SYN flood attacks has been established. The approach has relatively high detection accuracy. The approach does, however, have certain drawbacks. There is no theoretical justification for the high detection rate. The method also faces the difficult task of choosing an adequate observed time window for the covariance analysis. An improvement on the covariance approach is presented in [108]. In this study, a covariance criterion was used to generate a profile of typical network traffic and identify anomalous activities. Then, a decision-making rule that considered all the data in the covariance matrix was integrated using the Chebyshev difference. The results show that the detection rate improved. However, because there is so much data to handle in the covariance matrix, the approach has a huge computational complexity problem. Peng et al. [109] use a sequential-non-parametric change point for detecting bandwidth attacks. The approach involves tracking a rising number of new IP addresses, followed by a statistical analysis of the
incoming traffic over a period to determine the typical time interval. The arrival rate of new IPs is then compared to the normal value, and, when this exceeds the average arrival time, a bandwidth attack alarm is generated. Although the technique records a relatively good detection rate, a significant drawback was noticed. Since the detection method can only identify an attack when there is a dramatic change in the volume of existing network traffic, a spoof IP address will bypass the detection approach.

The use of feature–feature score (FFSc) for DDoS attack detection was suggested by Hoque et al. [110]. In this method, the behaviour of network traffic was examined using three fundamental network traffic parameters: packet rate, entropy of source IPs, and changes in source IPs. Next, a similarity value is calculated for each network traffic sample using the FFSc. The FFSc is contrasted against a pre-defined threshold, and, if it is above the threshold, an attack alarm is raised. The viability of the approach was verified using CAIDA and DARPA datasets. It was noticed that the pre-defined threshold greatly affects the detection accuracy. The accuracy of the method substantially declines as the detection threshold increases. Thus, the choice of the detection threshold is a major concern. Continuous rand probability score (CRPS) has also been used in recent years to distinguish between legitimate and attack traffic. The CRPS is primarily employed to assess the correctness of a statistical forecasting methodology [111]. It is presently utilized for anomaly detection since CRPS can compare a whole distribution with an observation [112–114]. To use the CRPS for DDoS attack detection, the CRPS is generated for every traffic measurement. Each incoming traffic network measurement is then contrasted with the traffic distribution under no attack. It is assumed that, in an attack-free network, the traffic distribution is Gaussian [112] with mean \( \mu \) and variance \( \sigma^2 \). The CRPS is computed using (23) [112,113]:

\[
\text{CRPS}(N(\mu, \sigma^2), x) = \sigma \left[ x - \mu \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right] + 2 \phi \left( \frac{x - \mu}{\sigma} \right) - 1 \right]
\]

where \( \Phi \) and \( \phi \) are the Gaussian probability and cumulative density functions, respectively. The monitored traffic is considered normal when the CPRS exhibits values that are very small and close to zero. Higher CRPS values, however, point to the existence of malicious traffic in the network traffic being monitored. With these metrics, it is feasible to know which traffic is legitimate or an attack. The CRPS results are subjected to an exponential smoothing approach by Bouyeddou et al. [112] to set a decision threshold and increase the existence of attack traffic. The proposed approach performed well when demonstrated on ICMPv6 and DARPA datasets, with a 100% detection rate. The authors argued that the proposed attack detection method is for a single timescale and may be inappropriate to identify malicious activities at different scales. Motivated by [112], Sharma et al. [114] used a similar procedure to detect attacks in fog-enabled IoT, with better detection accuracy when validated using the DARPA'99 dataset.

3.3.4. Attack Detection Methods Based on Chaos Theory

Chaos theory is the mathematical study of nonlinear phenomena that are challenging or practically impossible to anticipate. As mentioned earlier, every forecasting technique will inevitably produce some errors. Hence, the resultant error needs to be carefully examined. It is possible to know if the error generated exhibits chaotic behaviour or not by computing the Lyapunov exponent, using (24) [115]:

\[
\lambda_i = \lim_{x \to \infty} \frac{1}{I_i} \ln \left| \frac{\Delta X_i}{\Delta X_0} \right|
\]

A positive Lyapunov exponent reveals the existence of chaotic behaviour in the prediction error values, which is an indication that the forecast prediction is significantly different from the typical observed values. Because there is little variation between the predicted and actual observations, a negative value indicates that the error is not chaotic. In chaos-based DDoS attack detection, Lyapunov exponents are used to know whether an event is normal.
behaviour or an attack [116–121]. Chonka et al. [116] provided one of the early efforts in this field. To ascertain whether there was attack traffic, the authors looked at the average exponential rate of dispersion across two nearby orbits (normal and new traffic). This work used (24) to compute and analyse the Lyapunov exponent. DDoS attack detection is made possible by (25):

\[
\lambda_i = \begin{cases} 
> 1 & \Rightarrow \text{DDoS attack} \\
\leq 1 & \Rightarrow \text{Normal traffic}
\end{cases}
\] (25)

If \(\lambda_i > 1\), it demonstrates how chaotic and unstable the network traffic orbit is. As a result, the closest points disperse at any arbitrary range. This indicates that an attack is the cause of the change in traffic. This network activity is categorized as DDoS attack activity. In the absence of an attack, the orbits are drawn to a fixed point from where they dispersed; therefore, the traffic change is caused by new legitimate traffic rather than an attack. The study recorded a detection rate ranging from 88% to 94%, with a lower false positive rate, from 0.455 to 0.05%, when demonstrated on the DARPA dataset.

Similarly, in [117], chaos theory and Lyapunov exponents were employed to detect attacks in cloud computing environments. Inspired by [116], the study records an average detection rate of 89% with 11% false positive rates. The authors of [118] presented DDoS intrusion detection via network traffic prediction and chaos theory. To train a neural network to detect anomalies caused by either bursty legitimate traffic or DDoS flooding attacks, results from a local Lyapunov exponent are used. Computer simulations conducted on the DARPA network traffic dataset show that a detection accuracy of 93.75% was recorded. The accuracy is marginally higher than that noted in [116,117]. There was no report on the evaluation of the false alarm rates. The research provided in [119] is comparable to that in [118]. However, in this study, a change in the Lyapunov exponent is suggested for detecting anomalies in the network traffic. Chaotic analysis is performed on the entropy of source and destination IPs to achieve attack detection. This method performed better than the previous studies, with a record true positive rate of 98.56% when demonstrated on the DARPA’99 dataset. In [120], the chaos-based hypothesis for DDoS attack detection is validated. The study involves the prediction of network traffic using SES. Thereafter, prediction errors were evaluated with chaos theory and a back propagation neural network. The results indicated that a detection accuracy of up to 98.04% can be achieved using the chaos hypothesis. The authors in [89] presented a similar procedure for detecting DNS amplification. A Lyapunov exponent is determined over a window size. Following that, network traffic is categorized as either normal or abnormal, using the exponent analysis described in [116]. This study records a lower detection accuracy of 66%. Comparing this accuracy to the earlier research mentioned in [116–120], it is significantly lower. Nevertheless, the results from this study revealed that a smaller window of packets offers enough information to identify a DDoS amplification attack. This will, however, increase the cost of processing power. To improve the accuracy of the chaos method, Procopiou et al. [121] combined a forecasting approach with chaos theory for the detection of attacks in smart home networks. Additionally, using a pre-determined window size, the Lyapunov exponent hypothesis was used to identify whether the incoming traffic was legitimate or anomalous. Simulation results show that a detection accuracy of 94.3% was achieved with a true positive rate of 87%. The algorithm, however, only records a precision value of 81%, which restricts its practical usage. Additionally, when the low-rate DDoS attack was considered, additional false positive rates were produced. The strategy is also complex for a typical smart home setup.

3.3.5. Heuristic-Based Detection System (HBDS)

In this method, detection threshold decisions are made by using algorithmic logic to analyse the statistical features of network traffic. The network traffic is adaptively fine-tuned, and the detection thresholds are optimized using an optimization model to minimize false positives and false negatives. To obtain better results, the HBDS heavily relies on the use of a classification method in conjunction with optimization. Recently,
studies have investigated attack detection and classification, employing both machine learning and optimization methods. Due to the high computational cost incurred by most HBDSs, Kumar and Selvakumar [122] suggested an adaptive hybrid neuro-fuzzy system for DDoS attack detection with substantially reduced cost. In this study, the adaptive neuro-fuzzy inference system (ANFIS) was employed as the basis classifier. The approach is suited to real-time network datasets, since it can handle both discrete and continuous features in a dataset. The proposed approach also records a detection accuracy of 99.2% using fewer statistical features from the traffic pattern in the dataset. However, it has been demonstrated [61–67] that using a multi-feature will improve the precision of any detection method against a variety of attack features. Therefore, the use of less advanced features may restrict its application to current and next-generation attacks. Furthermore, some false alarm cases were recorded. In [123], the authors integrated a multi-objective optimization method with a convolutional neural network (CNN) for DDoS attack detection in IoT networks. In this study, CNN’s LSTM deep learning technology was combined with the Jumping Gene-adapted NSGA-II multi-objective optimization method to categorize network traffic as attack or legitimate. The applicability of this approach was demonstrated on the CISIDS2017 datasets, with 99.03% accuracy and a reduced training time. The records of the false positive rates were not analysed. The authors of [124] went on to demonstrate that multi-objective feature selection can increase attack detection accuracy while having a very low false alarm rate. One of the biggest problems with most attack detection studies is the feature selection of network packets, which may result in some false alarm rates. In [124], a multi-objective optimization problem was developed to improve on the earlier challenges. The optimization problem was solved using a non-dominated sorting genetic algorithm with an adapted jumping gene. Thereafter, a machine learning model was employed as a classifier to select features. The method records a detection accuracy of 99.9% with just 6 features and a runtime of 0.02 s, which indicates that the detection speed is better. Despite the better detection speed, the authors in [125] used 10 more features to attain the same accuracy. Additionally, there was no discussion of the feature selection in this study. The results of the false positive and false negative rates were not discussed in either study. In [126], the authors attempted to solve DDoS attack detection feature selection problems with an intelligent wrapper feature selection model that incorporates binary-particle swarm optimization. Out of the 76 features in the CICIDS-2017 dataset, 19 were the best chosen. Various classification techniques were used to train and assess these features. Among the classifiers investigated, the decision tree classifier gave the best performance, with the highest accuracy of 99.52%.

The research study in [127] was also based on analysing traffic features and optimally selecting the best features for DDoS attack detection in cloud-based networks. This method gathers service requests from users, groups them as log information, and then uses the Bhattacharya distance metric to classify the most significant features. Following that, a Taylor–Elephant Herd Optimization was developed to select the features optimally. The selected features were used to train a deep belief network. A detection accuracy of 83% recorded by this approach does not guarantee its use for real-time attack detection. Similar to the research study in [127], Varghese and Victor Jose [128] presented an improved radial bias function neural network where flow-based features, and higher-order statistical features with improved holoentropy were extracted from the CICDDoS2019 and UNSW-NB15 datasets. This approach has a detection accuracy of 90.86%. However, the false positive and negative rate results are deemed too high for practical applications. Studies in [129] proposed the integration of support vector machines (SVM) with hybrid Harris Hawks optimization to achieve 97.05% detection accuracy on the NSL–KDD dataset. In [130], a vector convolutional deep neural network was optimized using binary and real cumulative incarnations. The study recorded different accuracy levels for the datasets used. For the NSL–KDD dataset, an accuracy of 99% was observed. However, for the KDD Cup’99, the accuracy dropped to 97.5%. A relatively high error rate was observed when demonstrated on the KDD Cup’99, which justified the reason for reduced accuracy.
In Table 7, a summary of some of the existing research studies on anomaly-based approaches, focusing on chaos theory, the queuing model, and statistical approaches for DDoS attack detection, is presented. The comparison was conducted using the method, the dataset, and the application domain. Additionally, a summary of the evaluation results in each study is presented. The findings indicate that these methods rely heavily on the application of a detection threshold to increase accuracy. They also experience feature selection problems.

**Table 7.** Summary of some notable studies on anomaly-based methods for DDoS attack detection.

<table>
<thead>
<tr>
<th>Study</th>
<th>Method Used</th>
<th>Description</th>
<th>Application Domain</th>
<th>Dataset</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11]</td>
<td>Entropy (UWPEE)</td>
<td>• The energy entropy is estimated to know if the traffic data exhibit distinct properties at various scales.</td>
<td>UAV network</td>
<td>Real</td>
<td>• The scheme could identify traffic-based attacks with an accuracy rate of 84.47%.</td>
</tr>
<tr>
<td>[66]</td>
<td>Joint entropy metrics</td>
<td>• A three-module detection system. • Estimate and compares entropy against a threshold.</td>
<td>IoT</td>
<td>DARPA'99 and CICDDoS2019</td>
<td>• Achieve 90% detection rate. • A static threshold utilized limits its applicability to real-life packets.</td>
</tr>
<tr>
<td>[74]</td>
<td>M/M/1 queue theory</td>
<td>• Investigate the potential of queuing theory for attack detection. • Model attack based on first-come first-served queuing analogy having single server.</td>
<td>IoT</td>
<td>Simulated</td>
<td>• Detect UDP flood. • Records 46% packet loss during detection.</td>
</tr>
<tr>
<td>[81]</td>
<td>M/M/1/K queue</td>
<td>• Examine the effect of attacks on queue growth rate.</td>
<td>SDN-fog computing</td>
<td>ISCX2012, and real data</td>
<td>• Queue growth rate rises gradually as the frequency of attacks increases.</td>
</tr>
<tr>
<td>[87]</td>
<td>Chi-square</td>
<td>• Has data processing and feature extraction, data distribution and categorization, and chi-square test modules.</td>
<td>IoT</td>
<td>CAIDA</td>
<td>• The distribution and categorisation of the input data have an impact on performance.</td>
</tr>
<tr>
<td>[91]</td>
<td>EWMA</td>
<td>• Assess EWMA for DDoS attack detection.</td>
<td>IoT</td>
<td>Traffic data from the MIT Lincoln Laboratory</td>
<td>• Record high detection rate. • Achieve false positive rate less than 40%.</td>
</tr>
<tr>
<td>[100]</td>
<td>Chaos theory</td>
<td>• Employ Lyapunov exponent analysis to categorize network traffic as normal or malicious.</td>
<td>–</td>
<td>DDoS amplification dataset</td>
<td>• Record an accuracy of 66%.</td>
</tr>
<tr>
<td>[101]</td>
<td>Two-sample t-test</td>
<td>• Statistics of normal SYN arrival rate were investigated.</td>
<td>IoT</td>
<td>Simulated</td>
<td>• Fast detection rate. • Relatively low probabilities of false positive and false negative rates.</td>
</tr>
<tr>
<td>[103]</td>
<td>CUMSUM</td>
<td>• A lightweight approach for TCP-SYN flooding attack detection.</td>
<td>IoT</td>
<td>DARPA'98/'99</td>
<td>• High detection ratio. • Record 2.46% false alarm ratio.</td>
</tr>
<tr>
<td>[105]</td>
<td>SSM</td>
<td>• Filters the traffic flow at regular intervals to identify malicious and legitimate traffic.</td>
<td>IoT</td>
<td>CAIDA</td>
<td>• Reduce false detection rate. • Add more computational overheads.</td>
</tr>
</tbody>
</table>
3.3.6. Machine Learning-Based Detection Methods

This approach involves the use of algorithms to identify malicious traffic from a pool of network traffic simply by learning the characteristics of the network traffic. After learning the characteristics of traffic features, these algorithms may develop an extremely accurate model for identifying these features. Several machine learning algorithms are employed for attack detection. In this section, we investigate attack detection studies in the IoT and some other emerging networks.

**Attack detection in IoT and SDN using machine learning**: The research work discussed in [22] demonstrates the use of ANN for DDoS attack detection. Based on distinctive patterns that distinguish DDoS attacks from normal traffic, the ANN can identify TCP, UDP, and ICMP DDoS attacks. The efficacy of the approach was compared to backpropagation (BP), Chi-square, SVM, and Snort based on accuracy, precision, and sensitivity. The results demonstrate that it outperforms its competitors (BP, Chi-square, SVM, and Snort), with a detection accuracy of 98% attained. Additionally, the method records a precision value of 100% and a sensitivity value of 96%. As the accuracy only totals 98%, the precision value of 100% still needs further substantiation. This method has a significant flaw in that it cannot detect DDoS attacks when the protocol headers are encrypted using any encryption scheme. Alshamrani et al. [131] suggested employing SVM to detect attacks in an SDN-based network. This method involves the routine collection of network packets, from which 24 features are extracted. SVM is then used to categorize these features and find abnormalities. The method was validated through the NSL–KDD dataset, and its performance was compared to that of the J48 and Naïve Bayes (NB) classification methods. The approach has a detection accuracy of 99.4%, compared to 99.75% and 95.87% for the J48 and NB algorithms, respectively. It can be shown that the J48 classification method continues to perform better in terms of accuracy than the suggested approach. The method also has a significant processing overhead. The study in [132] uses SVM to classify additional traffic features that are periodically obtained from a flow table. These are aggregated features that pertain to DDoS attacks. They include the speed of the source IP and port, the speed of flow entries, the standard deviation of the flow bytes and packets, and the ratio of pair-flow. The validity of the approach was verified by simulation. Evaluation results show that a detection rate of 95.24% was achieved, even with a small amount of flow data. The method does, however, record some false alarms. The average false alarm rate generated was 1.26%.

The effectiveness of SVM and deep feed forward (DFF) algorithms for detecting DDoS attacks in IoT networks was examined in [133]. The effectiveness of these algorithms was analysed using the DARPA’09 dataset. Evaluation results revealed that DFF has superior accuracy to SVM. However, the SVM method outperformed the DFF algorithm in terms of processing time. The detection accuracy recorded by the DFF is 99.63%, compared to 81.23% for the SVM. This demonstrates that DFF performs roughly 22% better than SVM. The findings also showed that the DFF has a higher computational overhead, which has a big impact on its detection speed. Rahman et al. [134] designed an SDN framework and applied four machine learning classifiers independently for the detection and mitigation of ICMP and TCP floods. J48, RF, SVM, and k-nearest neighbours (k-NN) were the machine learning classifiers considered. In this approach, a synthesized dataset having normal and DDoS traffic with 24 packet-level features was employed to assess the effectiveness of the classifiers. Aside from DDoS attack detection, a mitigation code was also developed to restrict the attackers’ switch ports for 30 s. Evaluation results show that the J48 classifier outperforms the other algorithms in terms of processing speed. While SVM and k-NN have zero errors, some cases of errors were observed with J48 and RF. In addition, there is a great deal of variation in the processing times of these algorithms. It is noted that SVM requires the most testing time, whereas k-NN requires the least training time. Similar to this, the authors of [135] concentrated on the employment of more machine learning classifiers to detect DDoS attacks. In this method, six classifiers were evaluated for attack detection: logistic regression (LR), NB, k-NN, SVM, decision tree (DT), and RF. This contrasts with a
previous study [134] that simply used conventional flow features for attack detection. This approach used extended features. Evaluation results show that RF performs best in terms of detection accuracy, whereas k-NN records the worst performance. The accuracy of detection by RF is 99.76%, compared to 86.41% for k-NN. While the models can accurately detect attacks within a few seconds (specifically, less than 1 s), the probability of dropping normal traffic is also observed. Koroniots et al. [136] investigated the application of machine learning models with recurrent neural network (RNN) and LSTM for attack detection on the BoT–IoT dataset. The features extracted from the dataset were classified into two categories. The top 10 features selected from a filter with a correlation coefficient and joint entropy make up the first category, while the second category has all 35 features in the dataset. The effectiveness of these models was evaluated based on this category. When the top 10 features were considered, the RNN performed better, with an accuracy of 99.74%, while the SVM performed the worst, with an accuracy of 88.37%. However, the SVM outperforms other models in terms of precision and processing time. When all 35 features were considered, the SVM had superior performance in terms of accuracy, precision, and processing times. The SVM records an accuracy of 99.99%. One of the shortcomings of this study lies in the dataset used. Gopalan [137] reported that the dataset is unbalanced, which may have positively affected the identification of attacks due to data bias. The studies in [138] tried to solve the issue of dataset class imbalance resulting from the use of the BoT–IoT dataset in [136]. Using the same dataset as the previous study, several machine and deep learning methods were employed to create a novel DDoS and DoS attack detection method on an IoT network. These models included RF, DT, LSTM, gated recurrent units (GRU), MLP, RNN, and SVM. To prevent feature dependencies, the binary and multiclass classifications in this study used three separate feature sets. Evaluation results show that the RF and DT are more accurate for both binary and multiclass classifications. Both versions exhibit excellent performance across the board for every feature set. For instance, when the initial feature set for multiclass classification is considered, the DT model has an accuracy of 99.95%, whereas the RF model has an accuracy of 99.92%. When binary classification is considered, the accuracies for DT and RF rise to 99.97% and 99.95%, respectively.

Chen et al. [139] employed DT for DDoS attack detection in a multi-layer IoT environment. IoT gateways, cloud servers, SDN switches, and IoT devices make up the multi-layer IoT environment, as shown in Figure 14. In this study, eight smart poles were used to build a wireless sensor network that collected sensor data across a campus. Each smart pole was equipped with an LED lamp, an access point, a camera, smart signage, a communication box, and an equipment box. The study used Wi-Fi, Bluetooth, ZigBee, and LoRa to transmit sensor data. Smart poles SP1–SP4 equipped with Wi-Fi access points connected to the internet without a backbone connection, while SP4–SP8 smart poles required Ethernet to send and receive packets. Additionally, SP2 and SP3 supported ZigBee, SP5 supported Bluetooth, and SP2 and SP8 supported LoRa. Each pole was fitted with Raspberry Pi 3, which oversaw gathering of the sensor data because it can communicate with Ethernet, Bluetooth, ZigBee (via the I2C protocol), and Wi-Fi devices as a heterogeneous gateway.

![Figure 14](image-url)  
**Figure 14.** A typical experimental setup for DDoS attack detection machine: (a) architecture of the smart pole, (b) multi-layer IoT architecture, adapted from [139].
The IoT gateway gathered and pre-processed sensor data packets. As part of the procedure, DT classifiers were trained using the extracted packet attributes, such as packet length, timestamp, protocol, source IP and MAC, and destination IP and MAC, based on the types of DDoS attacks. The classifier determined whether packets are normal or anomalous. It is thought that, in normal conditions, sensors send data at a set frequency; however, in attack scenarios, hackers infect IoT devices and control the sensors, causing them to send data continuously. To determine whether the IoT devices are in a normal state, a timestamp is chosen for the sensor data, and an estimation of the total number of packets for a set period is made. Since ICMP packets are typically sparse on the network, it is simple to detect ICMP attacks. Therefore, receiving many ICMP packets quickly indicates that a device has been compromised. Experimental results show that ICMP flooding, SYN flooding, and UDP flooding were detected with 97.39% accuracy and an F1-score above 97%. The gateway alerts the user as soon as it identifies the flood of sensor data attacks. The SDN controller equipped with the RT166P SDN switch is used to blacklist the compromised device so that IP and MAC addresses from such devices are blocked and network traffic is restricted. Blacklisting compromised devices is performed by the SDN controller via bandwidth control and port mirroring. In port mirroring, a switch sends a copy of every packet received on one port to another port, which is used to store the packets and analyse the data. The bandwidth in the mirror port, which gathers all packets from the eight smart poles for varying numbers of malicious devices that perform DDoS attacks on the Internet, is then examined. The outcome demonstrates that, in an attack-free environment, the mirror port’s capacity is approximately 10 Mbps, whereas a single UDP flood records a bandwidth between 80 and 100 Mbps. Therefore, the bandwidth control rule of the SDN switch was set to 800 Mbps to prevent devices from entering overload status when attackers conduct a significant DDoS attack. For a huge DDoS attack, the bandwidth is predicted to be in the range of Gbps or even Tbps.

Mihoub et al. [140] presented an attack detection and mitigation architecture for IoT networks using machine learning. In this study, a multi-class classifier was developed using DT, RF, k-NN, multi-layer perception (MLP), RNN, and LSTM to classify the extracted features from the BoT–IoT dataset. This classifier follows the looking-back idea, where the sub-categories of the attacks are also localized. Evaluation results show that looking-back-enabled RF has the highest accuracy, while the lowest is observed with the k-NN under the same concept. The authors of [141] implemented k-NN, SVM, NB, DT, RF, and LR machine learning algorithms in WEKA tools to analyse their detection performance using the CICDDoS2019 datasets. Evaluation results show that both DT and RF record the highest accuracy, while the NB has the lowest detection accuracy. Nevertheless, the DT has superior performance in terms of processing time. The DT classifier requires 4.53 s to process the data, whereas the RF classifier needs roughly 84.2 s. Similar to the earlier studies in [141], the authors of [142] analysed the potential of SVM, MLP, DT, and RF classifiers for attack detection in a simulated SDN environment using Scapy tool with a list of valid IPs. Results show the superiority of the RF over other classifiers in terms of detection accuracy. The DT, however, has a quicker processing time. The primary drawback of this study is that all traffic was generated artificially and that some traffic characteristics, including IP, protocols, and packet size, were randomly selected. The choice of these features was not discussed. Additionally, these features were insufficient to provide successful detection performance. Aslam et al. [143] proposed a three-layer adaptive machine learning framework for attack detection and mitigation in IoT networks. An adaptive multi-layered feed-forwarding scheme was developed using machine learning classifiers to examine the static features of SDN-enabled IoT network traffic to detect attacks. Within the first layer, classifiers were used to develop a DDoS detection model from the datasets. The findings from this layer were then compiled using an ensemble voting (EV) approach that was applied to the classifiers. The last layer was where live network traffic was measured and compared with the accumulated output of the classifiers to detect anomalies. Results indicate that the framework achieved accuracy
ranging from 95% to 98.8%. The accuracy is found to be proportional to the number of test flows. The highest test flows produce the best accuracy. As observed in most of the previous studies [131–143], the choice of feature selection has a considerable effect on the detection accuracy. To improve this, a plethora of multi-class machine learning approaches have been proposed. However, feature selection is still a difficult task. The study presented in [144] applied a hybrid methodology of feature selection to RF, DT, k-NN, and Extreme Gradient Boosting (XGBoost) classifiers. The hybrid feature selection methods are Chi-square, Extra Tree, and ANOVA. The effectiveness of this approach was validated using the CICDDoS2019 dataset. Evaluation results show that XGBoost with ANOVA has superior performance, with an accuracy of 98.35%. This performance was achieved with just 15 features and an 82.5% feature reduction ratio. When all the features were considered, the accuracy of XGBoost dropped to 96.7%.

**Attack detection in UAV/IoD/FANET using machine learning:** In [13], a machine learning-based approach was suggested for the detection and categorization of GPS spoofing attacks on UAVs. This study implemented three testing scenarios in an outdoor setting, where a sequence of GPS signal characteristics was gathered, and the UAV was subjected to spoofing attacks using an SDR transceiver module. Thereafter, a variety of machine learning classifiers were developed utilizing the datasets obtained from the testing setups of authentic and spoofed flight scenarios. The results presented revealed that the approach permitted detection of GPS spoofing attacks in UAV networks with a detection rate (DR), misdetection rate (MDR), and false alarm rate (FAR) better than 92%, 13%, and 4%, respectively. In [145], a hybrid of LR and RF was utilized to address security concerns with IoT-enabled drones. In this method, cybersecurity vulnerabilities were reduced by incorporating tactics inspired by artificial intelligence within the framework of a drone network. The performance of the developed approach was verified using KDD drone data and GPS characteristic data. Evaluation results indicated that an accuracy of 98.58% was achieved. Additionally, the approach was also evaluated using precision, recall, and F-measure metrics of 97.68%, 98.59%, and 99.01%, respectively. In [146], the authors modelled SYN traffic using Bayesian inference and created an algorithm to identify SYN flood attacks in several wireless ad hoc networks, including MANET, VANET, and FANET. Other than SYN flooding attack detection, the proposed algorithm also detects Hello flooding attacks, RREQ flooding attacks, data flooding attacks, and UDP flooding attacks without a dedicated server node. The DARPA 1999 dataset was used to demonstrate the effectiveness of the proposed scheme. The findings show that the algorithm records a higher true positive rate and precision level. Ouiazzane et al. [147] proposed a multi-agent and DT-based machine learning approach for the detection of DoS attacks in IoD networks. The approach permits the detection of both unknown and known DoS attacks in UAV networks, with low false positive and negative rates and good performance when demonstrated on the CICIDS2017 dataset.

**Attack detection in RPL-based IoT using machine learning:** IoT devices have limited resources, so they cannot use conventional Internet routing protocols. As a solution to this problem, the RPL defined by the IETF is seen as a viable method to satisfy the routing requirements of Internet of Things networks and reduce resource consumption along the routing path. This protocol can adapt to various situations and has several secure modes. The RPL is a distance-vector routing protocol that builds its topology on a Destination-Oriented Directed Acyclic Graph (DODAG) [148]. In this architecture, traffic is routed to one or more root nodes using a point-to-point (P2P), multi-point-to-point (MP2P), or point-to-multipoint (P2MP) network topology, since all nodes are connected in such a way that there are no round-trip pathways. It has been shown that malicious nodes can carry out their operations while the packets are being routed and forwarded; thus, the security of RPL routing data in the IoT has been a significant challenge. This enables several attack types to take place within the routed data [149]. One of the primary attacks on RPL is flooding attack. In this attack, an excessive amount of traffic is created in a network using the Hello message to disable nodes and links. This attack consumes
the resources of the nodes, such as storage, energy, and processing, to cause a denial of service. Other notable forms of attacks in RPL-based IoT networks, such as Sybil attack, wormhole (WH), selective forward (SF) attack, sinkhole (SH) attack, clone ID (CID), version number (VN), and blackhole (BH) attack, have been reported [150–152]. The Sybil attack is extremely similar to a clone ID attack, which allows for the control of a sizable portion of a network without the use of actual physical nodes. Due to variations in topology and complexity, as well as dissimilarity in traffic patterns, conventional security measures, such as those centred around encryption and threshold, are ineffective in detecting attacks in RPL-based IoT networks. Machine learning and deep learning models have been used because of this. Mehbodniya et al. [153] investigated the use of machine learning for Sybil attack detection in RPL-based IoT networks. In this study, NB, RF, and LR classifiers were applied to the data that were generated using the Contiki–Cooja simulator. The performance of the algorithms was evaluated using the accuracy and packet delivery ratio. Experimental results show that NB has the best performance, with 92.14% accuracy, and the best packet delivery ratio, while LR has the worst performance in terms of both metrics. In Osman et al. [154], an attack detection framework was proposed for VN attack detection in RPL-based IoT networks using light gradient boosting machine (LGBM). The dataset for this work was largely created through simulations using Cooja tools for VN attacks. This was followed by a feature extraction module, an LGBM-based classification algorithm, and model parameter optimization. Simulation results proved that the proposed method is effective in identifying VN attacks, with a 99.6% accuracy rate. Additionally, 99.6% precision and a 99.6% F1-score were recorded. The proposed approach occasionally generates false alarms. Additionally, only one attack can be localized. Moreover, the method requires lengthy processing times and high computational overhead.

In [155], ANN was employed in RPL-based IoT networks to identify HF, DR, and VN attacks. Ten-fold cross-validation techniques were utilized in this study to prevent over-fitting. The performance of the proposed model was compared, considering both the holdout approach and the ten-fold cross-validation technique. The results of the simulations demonstrate that the proposed model is 100% accurate in localizing the attacks in each scenario. To generate datasets, the authors, however, employed a small network. Similarly, Verma and Ranga [156] examined the efficacy of machine learning classifiers for the detection of SH, BH, Sybil, CID, SF, and Hello flooding (HF) attacks in RPL-based IoT networks using Boosted Trees, subspace discriminant, RUSBoosted Tree, and bagged trees. Hold-out and cross-validation methods were used to investigate this performance. According to simulation results, the subspace discriminant model performs the worst, with an accuracy of 77.8% and an area under the curve (AUC) of 0.87 for a 40% hold-out validation, while the ensemble of Boosted Trees performs the best, with an accuracy of 94.5% and an AUC of 0.98. The Boosted Trees and RUSBoosted Trees have the best accuracy and AUC, respectively, in the cross-validation scenario. In Sharma et al. [157], the potential of three machine learning classifiers was examined for attack detection in RPL networks. The Cooja network simulator was used in this study to create a multi-class dataset that included a standard traffic pattern and four RPL attacks, including HF, flooding, VN, and DR attacks. These datasets were evaluated independently using the classifiers RF, NB, and J48. Experimental results indicated that the RF classifier has the best performance. Superior to NB and J48, RF achieved precision, recall, and accuracy values of 99.4%, 99.3%, and 99.33%, with the J48 classifier performing the worst.

**Attack detection in NDN using machine learning:** Named Data Networking (NDN) is an emerging next-generation network architecture that is anticipated to replace the current IP-based internet infrastructure. It employs the content-centric networking paradigm, where content is retrieved using names rather than the network addresses of the servers hosting it [158]. In this architecture, a source can request content by employing name prefixes rather than the present IP prefixes to route an interest request. Interest packets are
routed to the location of the original source of the content. Any router and intermediary node, along the path, search their cache for identical copies of the requested content. Any piece of interest request that has a cached copy is returned to the requester along the path it originated from. All middle nodes keep a copy of the content in their caches on the way back to prepare for potential same-interest requests from incoming requests [158]. Each NDN router maintains three fundamental data structures: the Forwarding Information Base (FIB), Pending Interest Table (PIT), and Content Store (CS) [159]. NDN was initially projected to address the basic shortcomings of the existing internet-based network, but attackers are now using the two unique features in NDN routers, CS and PIT, to launch new variants of DDoS attacks against it. Thus, they are susceptible to new types of attacks. The two most prominent categories of DoS/DDoS attacks in NDN infrastructure are the interest flooding attack (IFA) and content/cache poisoning attack. Other forms of attack in NDN, such as cache privacy attacks, cache pollution attacks, and false locality attacks (FLA), have been reported [159,160]. The goal of content poisoning is to prevent users from accessing legitimate content by forcing routers to forward and send spoof data packets [158]. The IFA is one of the most severe attacks in NDN. This attack is an extended feature of DDoS in NDN, whereby the attackers flood the network with many non-existing interest packet requests. These requests are stored in the PIT of the NDN routers in between. Due to the persistence of these entries in PITs of NDN routers, valid requests are denied space in the PITs [158,159]. Despite the NDN’s potential, it still lacks a good defence scheme against DoS and DDoS attacks. Deep learning and machine learning techniques have recently been developed for NDN attack detection. Kumar et al. [160] proposed a machine learning framework for IFA attack detection in NDN. In this study, IFA was modelled and simulated to gather attack features. The most prominent features were selected based on information gain-based ranking; thereafter, DT, J48, and MLP with backpropagation machine learning classifiers were used for IFA detection. According to experimental data, MLP with BP is more appropriate in terms of identifying and mitigating IFA, while the J48 classifier works better for large network topologies.

In [161], the authors used an SVM classifier to characterize the entropy of interest names, the satisfaction ratio, and the PIT usage of interfaces that are continuously acquired from a router. The Jensen–Shannon divergence was used to extract malicious prefixes, and an IFA activity was notified when anomalies were found. When the SVM was applied without the Jensen–Shannon divergence, a high misjudgment rate was seen. However, with the inclusion of this entropy scheme, experimental results revealed that the approach achieved high accuracy. The fact that this study can only identify one kind of attack in NDN poses a significant constraint. Other attack types cannot be identified and require further development. As with the prior solution [160], the detection process may consume a lot of resources. In [162], the authors set up sample sets with various detection granularities to improve detection accuracy using an RF classifier. Experimental results show that the scheme could detect IFA attacks with a high detection rate. It was possible to attain detection probabilities of 97.5% and false negative probabilities of 1.2%. Additionally, some error cases with a 3% error rate were noted.

Table 8 provides a summary of the research papers and thus far in the application of machine learning models for attack detection. These studies were compared based on the method employed, the dataset, and the application domain. A summary of the evaluation findings from each study is also provided. As shown in Table 8, a number of studies have discussed the use of machine learning for detecting network anomalies, with varying levels of accuracy and false alarms.
Table 8. Summary of studies on the application of machine learning models for DDoS attack detection.

<table>
<thead>
<tr>
<th>Study</th>
<th>Method Used</th>
<th>Description</th>
<th>Dataset</th>
<th>Application Domain</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13]</td>
<td>RF, k-NN, MLP, LR, DT, SVM, NB</td>
<td>• Gathers sequence of GPS signal characteristics from UAV setup. • UAV is subjected to spoofing attacks using an SDR transceiver module.</td>
<td>Synthesized</td>
<td>FANET</td>
<td>• Detection of GPS spoofing attacks in UAV networks was achieved. • Gives a detection rate, misdetection rate, and false alarm rate of 92%, 13%, and 4%.</td>
</tr>
<tr>
<td>[131]</td>
<td>SVM</td>
<td>• Collect network packets periodically. • Extract 24 features from each packet. • Classify the features using SVM.</td>
<td>NSL-KDD</td>
<td>IoT-SDN</td>
<td>• Achieves a detection accuracy of 99.4%. • High computational overhead.</td>
</tr>
<tr>
<td>[139]</td>
<td>DT</td>
<td>• Capture sensor data packets via IoT gateway. • Data are used to train a DT classifier.</td>
<td>Generated</td>
<td>Multi-layer IoT</td>
<td>• ICMP flood, SYN flood, and UDP flood are detected with 97.39% accuracy. • F1-score above 97% is achieved.</td>
</tr>
<tr>
<td>[144]</td>
<td>RF, DT, k-NN and XGBoost</td>
<td>• Apply feature selection approach on four classifiers to assess the detection accuracy.</td>
<td>CICDDoS2019</td>
<td>IoT</td>
<td>• XGBoost with ANOVA has the superior performance, with an accuracy of 98.35%.</td>
</tr>
<tr>
<td>[145]</td>
<td>LR and RF</td>
<td>• A hybrid of LR and RF was utilized to address security concerns with IoT-enabled drones.</td>
<td>KDD drone data</td>
<td>IoD</td>
<td>• Records an accuracy of 98.58%. • Precision, recall, and F-measure values of 97.68%, 98.59%, and 99.01% are recorded.</td>
</tr>
<tr>
<td>[146]</td>
<td>Bayesian inference</td>
<td>• Model SYN traffic using Bayesian inference. • Develop an algorithm to identify SYN flood attacks.</td>
<td>DARPA’99</td>
<td>MANET, VANET, FANET</td>
<td>• Detects SYN flooding, Hello flooding, RREQ, and UDP flooding. • Has high true positive and precision level.</td>
</tr>
<tr>
<td>[147]</td>
<td>Agent-base and DT</td>
<td>• A multi-agent and DT-based machine learning approach was developed for attack detection.</td>
<td>CICIDS2017</td>
<td>IoD</td>
<td>• Detects unknown and known DoS attacks. • Has low false positive and negative rates.</td>
</tr>
<tr>
<td>[153]</td>
<td>NB, RF, LR</td>
<td>• Investigate the effectiveness of machine learning classifiers for Sybil attack detection.</td>
<td>Simulated</td>
<td>RPL-based IoT</td>
<td>• NB has the best performance with 92.14% accuracy. • LR has the worst performance.</td>
</tr>
<tr>
<td>[154]</td>
<td>LGBM</td>
<td>• Propose a framework for VN attack detection using LGBM.</td>
<td>Simulated</td>
<td>RPL-based IoT</td>
<td>• Achieves 99.6% accuracy. • Precision of 99% and F1-score of 99.6%. • Only one attack can be detected. • Large computational overhead.</td>
</tr>
</tbody>
</table>
Table 8. Cont.

<table>
<thead>
<tr>
<th>Study</th>
<th>Method Used</th>
<th>Description</th>
<th>Dataset</th>
<th>Application Domain</th>
<th>Remarks</th>
</tr>
</thead>
</table>
| [155] | ANN         | • ANN for detecting HE, DR, and VN attacks in RPL-based IoT networks. | Simulated | RPL-based IoT | • Attacks are localized with 100% accuracy.  
• Small network for dataset generation. |
| [157] | RF, NB, J48 | • Evaluate the performance of three classifiers for attack detection. | Simulated | RPL-based IoT | • RF has the best performance in terms of accuracy, precision, and recall.  
• J48 has the worst performance. |
| [160] | DT, J48, MLP + BP | • Simulate IFA to gather attack features.  
• Use DT, J48, and MLP + BP on the most prominent attack features. | Simulated | NDN | • J48 classifier performs better for large topology.  
• MLP + BP is more suitable in context to detecting and mitigating IFA.  
• The detection process may consume a lot of resources. |
| [162] | RF | • Set up sample sets with different detection granularity to improve detection accuracy | Simulated | NDN | • Detects IFA attack.  
• Records detection probability of 97.5%.  
• Error rate of 3%. |

3.3.7. Deep Learning-Based Detection Methods

The deep learning structure makes use of the supremacy of both supervised and unsupervised learning with its feature extraction and classification module [163,164]. Due to this advantage, research studies are being tailored to deep learning for DDoS attack detection in internet-enabled networks.

**Attack detection in IoT and SDN using deep learning:** Hassan et al. [165] proposed a deep convolutional neural network (DCNN) model for DDoS attack detection in an optical switching network. The performance of this model was compared to SVM, k-NN, and NB. The results demonstrated that DCNN outperformed SVM, k-NN, and NB, achieving 99% detection accuracy, as compared to 88%, 93%, and 79% detection accuracy for SVM, k-NN, and NB, respectively. Additionally, a misclassification rate of 1% was observed. In [166], the use of ANN with a signature-based method was investigated. The results presented showed that the combined approach has an accuracy of 99.98% with false positive rates of zero. Zhu et al. [167] utilized CNN and feed-forward neural networks (FNN) models for network traffic analysis and anomaly detection. When tested on the NSL–KDD dataset, the findings revealed that an accuracy of 77.84% was recorded. When compared to the other classifiers tested, including NB, RF, J48, RT, and SVM, the accuracy value was deemed to be higher. However, a detection accuracy of 77.84% is still rather low compared to other comparable research results [165,166]. The study by the authors in [168] used LSTM for DDoS attack detection in fog computing environments. Network packets recorded at a specific time interval were employed to train the LSTM. The number of hidden layers in the LSTM was investigated for detection accuracy. The LSTM with three hidden layers and 128 units was found to be appropriate, with a detection accuracy of 98.88% when demonstrated on the ISCX 2012 dataset. The DeepDefense system proposed by Yuan et al. [169] leverages CNN, RNN, LSTM, and a gated recurrent unit neural network (GRU) to localize attacks in IoT networks. The approach was demonstrated on the ICX2012 dataset. A substantial decrease in error rate was achieved when compared to the conventional machine learning approach. With a 98% detection accuracy, the deep learning model lowers the error rate by 39.69%. In
research by Shurman et al. [170], the utilization of two methodologies for attack detection in an IoT network was examined independently. The first method makes use of a hybrid intrusion detection system, while the second approach uses an LSTM deep learning model. The applicability of these approaches was demonstrated on the CICDDoS2019 dataset. The two methods had a detection accuracy of 91.9% for both DDoS and DoS attacks. In this study, a few cases of false alarms were recorded.

Ge et al. [171] proposed a tailored deep learning approach for detecting attacks in an IoT environment. An embedding layer and an FNN approach were used in this study to perform multiclass attack prediction. Additionally, an FNN model was also developed to perform binary classification. Evaluation results reveal the success of the method. Both classifiers performed better. Particularly, the binary classifier showed detection accuracy close to 99.99%, while the multi-class classifier recorded about 99.79% accuracy. In this study, only a few attack classes were reportedly detected. Thus, detecting other forms of attack is not guaranteed. The study presented in Elsayed et al. [172] discusses the use of an RNN with an autoencoder (AE) to improve detection accuracy during a DDoS attack in SDN. The success of this scheme was evaluated in comparison to NB, RF, DT, SVM, and linear regression classifiers. The scheme has a significant enhancement in terms of accuracy when demonstrated on the CICDDoS2019 dataset compared to existing approaches. The approach records an accuracy of 99%. The computational overhead was slightly reduced; the study, however, excluded reporting performance parameters such as model training time or samples classified. Roopak et al. [173] evaluated the effectiveness of CNN, LSTM, MLP, and a hybrid of CNN and LSTM (that is, CNN + LSTM) for attack detection in IoT networks. The effectiveness of these models was demonstrated using the CICIDS2017 dataset. The CNN + LSTM has the highest accuracy among these models, whereas the MLP has the lowest accuracy. LSTM performs second-best, with an accuracy of 96.24%, while CNN + LSTM achieves a detection accuracy of 97.16%. However, in terms of precision, the LSTM is observed to have the lowest precision results, while the MLP has the second-best performance. The study offers no justification for this obvious disparity. An AE-based unsupervised deep learning framework was proposed by Abeshu et al. [174] for the fog computing layer. The fog node is where training and parameter updates are carried out. The stacked AE model was pre-trained with unlabelled data, and was subsequently used to classify test data. The effectiveness of the method was demonstrated on the NSL–KDD dataset, considering 41 features. An excellent accuracy of 99.2% and a detection rate of 99.27% were recorded. In this study, only a very few cases of false alarms were recorded. The performance of the suggested approach needs to be proven on more recent data because the dataset utilized are outdated. The study presented by the authors in [175] shows that a bidirectional long short-term memory-based RNN (BLSTM-RNN) could be effectively employed for attack detection. The performance of this approach was also compared to a unidirectional LSTM-RNN for the detection of botnet attacks. In this study, four attack vectors were considered in the generated dataset used for validation. These attack vectors include Mirai, UDP, DNS, and ACK. The method performed well in detecting Mirai, UDP, and DNS attacks with 99.0%, 98.0%, and 98.01% accuracies. When the ACK attack was considered, though, its performance deteriorated. This strategy has the significant drawback of adding computing overhead to each epoch, which increases the processing time.

**Attack detection in UAVs/IoD/FANET using deep learning:** In [14], the authors proposed a sea turtle foraging algorithm with a hybrid deep learning-based intrusion detection scheme (STFA-HDLID) for attack detection in an IoD environment. In this approach, the feature selection process was achieved with the STFA. Additionally, classification was performed using a Deep Belief Network (DBN) and the Sparrow Search Optimization (SSO) algorithm. The performance of the approach was demonstrated using the TON_IoT and UNSW-NB15 datasets. The results presented showed that an accuracy of 99.51 was recorded for the TON_IoT dataset, while 98.85% was achieved when the UNSW-NB15 dataset was considered. The authors of [176] investigated a framework for attack detection in FANET
utilizing recurrent neural networks. The framework has both the data collection and the data stream processing modules. The latter gathers communication data from the drones, including data relevant to intrusion detection, which is subsequently put into two RNN modules for data processing. The efficacy of the proposed approach was verified using the KDD Cup‘99, NSL–KDD, UNSW-NB15, Kyoto, CICIDS2017, and TON_IoT datasets. The results showed that the framework has excellent performance. In [177], a deep convolutional neural network (DCNN) was utilized for attack detection in UAV networks. This method made use of encrypted wireless traffic records that were gathered from three different types of frequently used UAVs: DJI Spark UAVs, Parrot Bebop UAVs, and DB Power UAVs. The performance of the proposed approach was demonstrated using the UAV-IDS-2020 dataset, which has numerous attacks against UAV networks. Experimental results show that a detection accuracy of 99.50% was achieved with a 2.77 ms prediction time. The authors of [178] concentrated on crystal structure optimization for attack detection in the IoT environment using a deep autoencoder-based model. In this work, the feature subsets were selected using a modified deer hunting optimization-based feature selection strategy, and the attacks were classified using an AE method. The model was simulated, and the results obtained showed that an accuracy of 99.12% was achieved. However, the proposed model needs to be tested on a large-scale, real-time dataset. Zhang et al. [179] developed an open-CNN model for the detection of unknown attacks in drone networks. Extensive experimental demonstrations showed that the developed model could detect DDoS, DoS, Hulk, botnet, and web attacks when tested on the CICIDS 2017 dataset. In addition, the authors compared the performance of the developed model with CNN and CNN–LSTM. The results presented revealed that the accuracy was improved by 9–30% when compared to the CNN and CNN–LSTM models.

Attack detection in RPL-based IoT using deep learning: A framework that employs stacked AE-based DNN for CID attack detection in RPL-based IoT networks was proposed by Molina et al. [180]. To create a dataset for this study, CID attacks were implemented using the Cooja network simulator, considering three different network structures with a number of benign and malicious nodes. The SAE + DNN model was used to process and categorize these data. Experimental results showed that the framework detects CID attacks with an average accuracy of 99.65%. The proposed framework, however, is only capable of detecting CID attacks and cannot be utilized to identify other types of attacks in RPL-based IoT networks. Additionally, more computational overhead is observed, which is not good for resource-constrained IoT devices. In [181], an ANN-based attack scheme was proposed, using MLP for attack detection in an RPL-based IoT network. The proposed approach has three stages: simulation, pre-processing, and classification. In the simulation stage, packet data are generated from the Contiki network simulator; the features of these data are extracted during pre-processing, while the classification stage involves the application of the MLP to the extracted features to identify attacks. Simulation results show that the approach could identify a VN RPL attack. Additionally, the method records a root mean square error (RMSE) of 0.0003 and a mean absolute error (MAE) of 0.0002. This study does not cover other well-known performance metrics such as accuracy, precision, recall, and F-measure. Additionally, the method has a higher computational burden, which could restrict its application to constraints devices.

In Cakir et al. [182], a deep learning approach to detect hello flooding attacks in RPL was presented, using a gated recurrent unit (GRU) network with RRN. Similar to the studies presented in [181], the approach also consisted of three stages: network simulation, pre-processing, and detection. The network simulation made use of the Contiki–Cooja simulator to generate datasets, which were processed and fed to the input of the GRU + RNN to differentiate between legitimate and malicious nodes. The performance of the proposed model was verified using five and four feature sets. According to the results, an accuracy of 99.96% was attained for the five-feature set and 99.90% for the four-feature set. Additionally, a mean square error of 0.05 was achieved. Similar to the research presented in [181,182], the authors in [183] used an MLP classifier to distinguish between normal and malicious...
behaviour using a dataset generated from the Cooja simulator. Hello flooding, VN, and decreased rank (DR) attacks were all included in this dataset. Results from the simulation indicated that a 99.5% accuracy rate was attained. Additionally, according to the F1-score results, the approach has a detection rate of 94.7%, 99%, and 95% for DR, HF, and VN attacks, respectively. Analysis of other critical parameters, such as end-to-end delay and processing times, may also need to be investigated. Additionally, the used traffic data are static and do not accurately reflect the dynamic nature of internet traffic.

**Attack detection in NDN using deep learning:** Zeng et al. [184] proposed a scheme based on CNN for detecting FLA in NDN. In this study, the regularity of previous requests was harnessed, and the inherent features of the cached contents, such as the request ratio, the standard deviation of repeated interests, the variance of the request interval, and the change in cache hit ratio, were used as input data to the CNN. CNN was able to classify the attacks and report whether an attack had been executed. The scheme was simulated using different network topologies, and the results revealed that the scheme is effective in detecting FLA with a detection ratio of 26.3% and a cache hit ratio of 12.2%. It also records a lower hop count. Unlike previous solutions, the authors in [154] developed a hybrid multi-objective strategy employing optimization and a deep learning model for DoS attack detection in NDN. This was accomplished by merging the multi-objective evolutionary optimization technique with particle swarm optimization, while the prediction accuracy was improved using the radial basis function (RBF) neural network. When malicious traffic is recognized, the router notifies the source interfaces. The performance of the hybrid scheme was demonstrated in a simulated environment consisting of different network topologies. Evaluation results showed that the scheme can respond to and mitigate DoS attacks with good accuracy. An accuracy of more than 90% was recorded in terms of the average interest satisfaction ratio for legitimate users, the PIT usage, and the number of received contents. Moreover, a very low false positive rate was achieved. A feature analysis of detection parameters was not discussed in this study. Similar to the study presented in [154], Kumar et al. [185] applied deep learning models for IFA detection in NDN using linear and DFN network topologies in the ndnSIM and CCNx code bases. These simulated network topologies were used to generate the dataset, which was then used on MLP with back propagation (MLP + BP) and RBF with computed k-means clustering. In addition, the RBF was combined with other optimization algorithms such as PSO (RBF + PSO), RBF + JAYA, and teaching learning-based optimization (RBF + TLBO). To localize the IFA attacks in the dataset, SVM and k-NN classifiers were also created individually, and the effectiveness of these techniques was evaluated. According to experimental findings, MLP + BP, RBF + PSO, RBF + JAYA, and RBF + TLBO have more accurate detection than k-NN and SVM. The MLP + BP offers the highest precision (97.5%) and accuracy (97.3%) while using CCNx code. Additionally, a few instances of false alarms were noted.

In Table 9, a summary of the existing research studies on the use of a deep learning model for attack detection is presented. These studies are compared based on the deep learning model used, the dataset, and the application domain. A summary of the evaluation findings from each study is also provided.

<table>
<thead>
<tr>
<th>Study</th>
<th>Method Used</th>
<th>Description</th>
<th>Dataset</th>
<th>Application Domain</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>DBN</td>
<td>• Propose a sea turtle foraging algorithm with a hybrid deep learning-based intrusion detection.</td>
<td>TON_IoT and UNSW-NB15</td>
<td>IoD network</td>
<td>• An accuracy of 99.51 is recorded with the TON_IoT dataset.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Accuracy of 98.85% with UNSW-NB15.</td>
</tr>
<tr>
<td>Study</td>
<td>Method Used</td>
<td>Description</td>
<td>Dataset</td>
<td>Application Domain</td>
<td>Results</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>-------------</td>
<td>---------</td>
<td>--------------------</td>
<td>---------</td>
</tr>
</tbody>
</table>
| [158] | RBF with PSO | Use a hybrid multi-objective scheme with optimization and deep learning. | Simulated | NDN | • Records accuracy more than 90%.  
| | | | | | • A very low false positive rate. |
| [170] | LSTM | Investigate the use of hybrid-based intrusion detection system and LSTM. | CICDDoS2019 | IoT environment | • The two approaches achieve an accuracy of 91.9%. |
| [171] | FNN | Combine FNN model with an embedding layer for multiclass attack prediction. | Generated | IoT | • Only a few classes of attack are reportedly detected; thus, detection of other form of attack is not guaranteed. |
| [172] | RNN, AE | Combine RNN with AE to enhance accuracy. | CICDDoS2019 | SDN | • The approach records an accuracy of 99%.  
| | | | | | • Reduces computational overhead. |
| [174] | AE | Propose an AE-based unsupervised deep learning framework. | NSL-KDD | IoT | • Accuracy of 99.2% is achieved.  
| | | | | | • Records very few cases of false alarms. |
| [177] | DCNN | Develop a deep learning approach for attack detection in UAV networks. | UAV-IDS-2020 dataset | UAV network | • Has a detection accuracy of 99.50%.  
| | | | | | • The approach has 2.77 ms prediction time. |
| | | | | | • Detection accuracy improves by 9%–30% when compared to the CNN and CNN–LSTM models. |
| [180] | SAE + DNN | Propose a framework for CID attack detection. | Simulated | RPL-based IoT | • Records average accuracy of 99.65%.  
| | | | | | • Limited to CID attack detection only. |
| [181] | MLP | ANN-based scheme for attack detection in RPL-based IoT network. | Simulated | RPL-based IoT | • Detects VN attack.  
| | | | | | • Large computational overhead. |
| [182] | GRU + RNN | Use Contiki–Cooja simulator to generate dataset used as input for GRU + RNN. | Simulated | RPL-based IoT | • Accuracy of 99.96% for five-feature set  
| | | | | | • Accuracy of 99.90% for four-feature set. |
| [183] | MLP | Use MLP classifier to identify normal and malicious behaviour from a dataset generated from Cooja simulator | Simulated | RPL-based IoT | • High accuracy for HF attack.  
| | | | | | • F1-scores of 94.7%, 99%, and 95% for DR, HF, and VN attacks.  
| | | | | | • Uses static traffic data. |
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<table>
<thead>
<tr>
<th>Study</th>
<th>Method Used</th>
<th>Description</th>
<th>Dataset</th>
<th>Application Domain</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[184]</td>
<td>CNN</td>
<td>Propose a scheme based on CNN for detecting FLA. The scheme was simulated using different network topologies.</td>
<td>Simulated</td>
<td>NDN</td>
<td>A detection ratio of 26.3% and cache hit ratio of 12.2%. It also records a lower hop count.</td>
</tr>
</tbody>
</table>

Table 10 displays a comparison of anomaly-based attack detection methods. This comparison is based on the features of each method, their advantages, and limitations.

Table 10. Comparison of the anomaly-based detection methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy-based</td>
<td>Compares estimated entropy of traffic features against a pre-defined threshold.</td>
<td>• Quick. • Good accuracy.</td>
<td>• Threshold issue. • Poor response time for attacks with many packets.</td>
</tr>
<tr>
<td>Chaos-based</td>
<td>Uses an estimate of Lyapunov exponent in network traffic orbit to determine attack.</td>
<td>• Has a relatively better error rate.</td>
<td>• Accuracy depends on the choice of window size. • High computational overhead.</td>
</tr>
<tr>
<td>Queuing theory</td>
<td>Uses queue management algorithm.</td>
<td>• Fast response time.</td>
<td>• Very poor detection accuracy for large-scale DDoS attacks. • Setting the length of the queue. • High false negative rates.</td>
</tr>
<tr>
<td>Statistical approach</td>
<td>Statistical tests are performed to verify if the observed pattern is different from the expected pattern based on historical data.</td>
<td>• Simple. • Good detection accuracy.</td>
<td>• Accuracy depends on the mathematical model. • Setting optimal threshold. • Misclassification</td>
</tr>
<tr>
<td>Heuristic-based</td>
<td>Uses algorithmic logic to analyse statistical features of network traffic.</td>
<td>• Minimizes false positives and false negatives. • Good detection accuracy.</td>
<td>• Accuracy depends on detection thresholds. • High computational cost.</td>
</tr>
<tr>
<td>Machine learning</td>
<td>Uses algorithms to identify malicious traffic from a pool of network traffics just by learning the characteristics of the network traffic.</td>
<td>• Identifies traffic patterns quickly. • Superb detection accuracy.</td>
<td>• Feature engineering problem. • Long training time. • Larger dataset is required for better accuracy.</td>
</tr>
<tr>
<td>Deep learning</td>
<td>Utilizes the advantages of supervised and unsupervised learning with its feature extraction and classification module.</td>
<td>• Ability to learn high-dimensional features. • Flexible adaptation to novel problems. • Superior layer feature learning ability. • Ability to directly process raw data.</td>
<td>• Generalization issue. • Sometimes leads to overfitting. • Computational overhead. • Larger dataset is required for better accuracy.</td>
</tr>
</tbody>
</table>
4. Benchmark Databases and Performance Evaluation Metrics

4.1. Dataset Used

Datasets are used to train and verify the applicability of most DDoS attack detection methods. The availability of datasets is one of the greatest hurdles for these methods. Access is restricted because of worries about privacy and unauthorized use, as well as sporadically occurring legal conflicts amongst the parties involved. The network traffic data contain sensitive information that might not be made available to the public outside of a research setting. Most of the time, researchers create their own datasets for DDoS attack detection. Regrettably, a significant proportion of the generated datasets might not be sufficiently complete and, in some situations, might not fit the application domain. In this section, we describe a few of the well-known datasets that have been frequently used to identify DDoS attacks.

4.1.1. DARPA’98/99

This is one of the most widely used for intrusion detection studies. It was generated in a simulated network environment at the MIT Lincoln Lab. It includes packet-based records of network traffic for seven weeks and five days. The dataset is available for download at [186] and is open to the public. Despite its widespread use, investigations in [187] discovered numerous redundancies that prevent it from being used for more realistic and real-world attack detection.

4.1.2. KDD Cup’99

This dataset was created by [188] and was derived from the DARPA’98/99 dataset. It is also famous for its use in this field and has a wide range of attacks. The dataset, which is in packet or flow format, has been utilized to verify the signature of a known attack detection approach [189]. The dataset, which covers basic TCP connection information, has more than 20 different forms of attack. The dataset contains 5 million data points and is freely available for download at [188].

4.1.3. NSL–KDD

Due to the enormous number of redundancies that the KDD Cup’99 dataset revealed, this dataset was developed to enhance it. Replicas from the KDD Cup’99 were removed to create a more complex sub-set. The final dataset contains over 150,000 data points. This dataset comprises 7853 DoS attack testing results and 53,385 DoS attack training results [190]. The dataset is available for free download at [191] in flow-based format.

4.1.4. SSENNet-11

Vasudevan et al. [192] generated the SSENNet-11 dataset using the Tstat tool. The dataset was captured in a simulated environment for 4 h. It has numerous DoS or port scan attack types. Each data point in this collection is identified by 24 attributes that are preserved as packet-based traffic. The dataset is not freely accessible.

4.1.5. SSENNet-14

This was developed by [193] by extracting features from the packet-based files of SSENNet-11 [192]. The dataset was developed in a realistic network environment. Attack tools were used to generate the attacks while performing routine tasks. Each data point is distinguished by 28 attributes recorded as packet-based traffic, similar to the SSENNet-2011 and KDD Cup’99 datasets. SSENNet-14 has 200,000 data points that have been annotated. The dataset is not accessible to the public, the same as for SSENNet-11.

4.1.6. Kent2016

This dataset was collected over a period of 58 days at the Los Alamos National Laboratory [194] using de-identified network event data. It contains 130 million flow-based traffic records and various host-based log files that have been anonymized due to
privacy concerns. The dataset includes 62,974 processes, 12,425 users, 17,684 computers, and 1,648,275,307 events, totalling 12 GB in size. The dataset is publicly available and can be downloaded at [194].

4.1.7. ISCX2012

Shiravi et al. [195] generated this dataset in 2012. This was accomplished by recording one week’s worth of network traffic in a simulated environment. The attacks include DDoS, SSH brute force, infiltration, and DoS. The dataset is freely accessible online in packet and bi-directional flow-based formats.

4.1.8. CIC DoS

This dataset was generated by the Canadian Institute for Cybersecurity (CIC). The dataset has a total size of 4.3 GB and consists of several HTTP-based attacks. The attack traffic was produced using Ddossim, Goldeneye, and Hulk. Normal traffic was created from non-attack traffic in the ISCX2012 dataset. The dataset is available in packet-based format at [196] for public access.

4.1.9. DDoS2016

DDoS2016 was produced in 2016 by [197] via the NS2 simulator. Along with typical network traffic, the dataset also has UDP flood, Smurf, HTTP flood, and SIDDOS attacks. The dataset has 2.1 million packets and is freely available to the public.

4.1.10. NDSec-1

Beer et al. [198] produced this dataset in 2016. A variety of cyberattacks are included, such as a botnet, brute force attacks (FTP, HTTP, and SSH), HTTP flood, SYN flood, UDP flood, exploits, port scanning, spoofing, and SQL injection. There are a total of 5838 records in this dataset. From these records, 3558 records (or 60.1%) are categorized as normal traffic and 2380 records (or 39.9%) as attack traffic.

4.1.11. CICIDS2017

This dataset closely resembles actual real-world data and includes several legitimate and recent attacks. It represents the outcome of network traffic studied using a CIC flow meter. Eight separate files made up the dataset, which covered five days of both normal and attack traffic created between 3 July and 7 July 2017. CICIDS2017 meets all critical criteria for an intrusion detection dataset [199]. It has prevalent attacks, including DoS, DDoS, brute force, XSS, SQL Injection, web infiltration, port scanning, and botnets. It contains labelled network flows in flow-based formats as well as entire packet payloads in packet-based formats for machine and deep learning [199]. In this dataset, there are a total of 225,745 records. There are 97,718 records classified as “normal traffic”, which amounts to 43.3%, and 128,027 (56.7%) classified as “attack traffic”. The dataset is publicly available for researchers and can be downloaded from [200] in both pcap and csv formats.

4.1.12. CICIDS2018

This dataset was produced in cooperation with the CIC and the Communications Security Establishment (CSE) [201] as an expansion of the CICIDS2017 dataset. The objective was to develop a new dataset that was scalable and more accurate. The authors used the Amazon Web Services (AWS) platform instead of the obsolete network architecture used in the CICDIS2017 dataset to build the normal and attack classes using the same notion of network profiles. The network traffic in the CICIDS2018 dataset was compiled over a 10-day period. It has attacks such as brute force, Heartbleed, botnets, DoS, DDoS, web attacks, and infiltration of the network. There are a total of 1,046,845 records in this dataset. There are 360,833 records classified as “normal traffic”, which amounts to 34.5%, and 686,012 (65.5%) classified as “attack traffic”. This is freely accessible to researchers in flow and packet formats.
4.1.13. CICDDoS2019

This is one of the most recent datasets produced for DDoS attack detection. It contains a legitimate, most recent type of DDoS attacks with high traffic [202]. It has modern reflective DDoS attacks such as Portmap, NetBIOS, MSSQL, UDP, UDP-Lag, SYN, NTP, DNS, and SNMP. In this dataset, there are a total of 294,627 records. There are 121,980 records classified as normal traffic, which amounts to 41.4%, and 172,647 (58.6%) records classified as attack traffic. The dataset is publicly available and can be downloaded from [203] both in pcap file format and flow-based format.


This is a recent dataset employed for attack detection in IoT networks. Ullah and Mahmoud [204] created the IoT intrusion detection dataset 2020 (IoTID20). There are eight IoT cyberattacks in this dataset. There are also 79 features in the dataset that distinguish between legitimate and malicious traffic. The dataset has been employed to verify the applicability of machine learning for the detection of zero-day attacks [205].

4.1.15. UAV-IDS-2020

This is a recently compiled dataset utilized in UAV communication networks to detect or predict attacks. It contains updated and non-redundant encrypted Wi-Fi traffic logs, with binary output labels listed for each record as 0 for UAV normal and 1 for anomalous [177]. The dataset has several interpretations of the data logs as having genuine and anomalous networked UAV communication traffic. The original dataset is available for the bidirectional-flow mode, which includes the uplink flow, downlink flow, and total traffic flow, as well as the unidirectional-flow mode for UAV communication. In total, there are 55 attributes and 17,256 instances in the dataset. UAV-IDS-2020 is publicly available in flow-based format.

Table 11 provides an overview and comparison of the well-known datasets utilized in studies on attack detection. In this table, the details of the various attacks within the dataset are provided. Additionally, details regarding the type of attack, file format, volume and duration of the traffic, and test networks are shown. It has been noted that most of the datasets are freely accessible in both packet and flow formats, provide information about legitimate and malicious traffic, and are, thus, helpful for attack detection. It is also observed that CICDDoS2019 and IoTID20 are the most recent datasets for DDoS attack detection. Of note, the most recent types of attacks are included in the CICDDoS2019 dataset.

Table 11. Overview of some of the frequently used datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Year</th>
<th>Publicly Available?</th>
<th>Traffic Category</th>
<th>Format</th>
<th>Traffic Volume</th>
<th>Span</th>
<th>Traffic Present</th>
<th>Attack Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARPA'98/'99</td>
<td>1998/1999</td>
<td>Yes</td>
<td>Simulated</td>
<td>.pcap, logs</td>
<td>n/a</td>
<td>7.5 weeks</td>
<td>Normal and attack traffic</td>
<td>DoS, privilege escalation, probing</td>
</tr>
<tr>
<td>KDD Cup’99</td>
<td>1999</td>
<td>Yes</td>
<td>Simulated</td>
<td>-</td>
<td>5 M points</td>
<td>-</td>
<td>Normal and attack traffic</td>
<td>TCP, DoS, privilege escalation, probing</td>
</tr>
<tr>
<td>NSL–KDD</td>
<td>1999</td>
<td>Yes</td>
<td>Simulated</td>
<td>-</td>
<td>150 k points</td>
<td>-</td>
<td>Normal and attack traffic</td>
<td>DoS, probing</td>
</tr>
<tr>
<td>SSENet-11</td>
<td>2011</td>
<td>No</td>
<td>Simulated</td>
<td>-</td>
<td>n/a</td>
<td>4 h</td>
<td>Normal and attack traffic</td>
<td>DoS, port scan</td>
</tr>
<tr>
<td>ISCX2012</td>
<td>2012</td>
<td>Yes</td>
<td>Real</td>
<td>.pcap, .csv</td>
<td>2 M flows</td>
<td>7 days</td>
<td>Normal and attack traffic</td>
<td>Infiltration, DDoS, SSH brute force, HTTP DoS</td>
</tr>
<tr>
<td>CIC DoS</td>
<td>2012</td>
<td>Yes</td>
<td>Simulated</td>
<td>.pcap</td>
<td>4.6 GB packets</td>
<td>24 h</td>
<td>Normal and attack traffic</td>
<td>Slowloris, slowbody, slowread, Hulk, app. layer DoS</td>
</tr>
<tr>
<td>SSENet-14</td>
<td>2014</td>
<td>No</td>
<td>Simulated</td>
<td>-</td>
<td>200 K points</td>
<td>4 h</td>
<td>Normal and attack traffic</td>
<td>Botnet, flooding, port scan</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Year</th>
<th>Publicly Available?</th>
<th>Traffic Category</th>
<th>Format</th>
<th>Traffic Volume</th>
<th>Span</th>
<th>Traffic Present</th>
<th>Attack Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDSeC-1</td>
<td>2016</td>
<td>No</td>
<td>Simulated</td>
<td>.pcap, logs</td>
<td>3.5 M packets</td>
<td>-</td>
<td>Attack traffic only</td>
<td>Botnet, HTTP flood, SYN flood, UDP flood, SSL proxy, SQL injection, spoofing, exploits</td>
</tr>
<tr>
<td>DDoS 2016</td>
<td>2016</td>
<td>Yes</td>
<td>Synthetic</td>
<td>.pcap</td>
<td>2.1 M packets</td>
<td>-</td>
<td>Normal and attack traffic</td>
<td>HTTP flood, Smurf ICMP flood, UDP flood</td>
</tr>
<tr>
<td>CICIDS2017</td>
<td>2017</td>
<td>Yes</td>
<td>Simulated</td>
<td>.pcap, .csv</td>
<td>3.1 M flows</td>
<td>5 days</td>
<td>Normal and attack traffic</td>
<td>Botnet, LOIC, SQL injection, slowloris, SSH brute force</td>
</tr>
<tr>
<td>CICIDS2018</td>
<td>2018</td>
<td>Yes</td>
<td>Simulated</td>
<td>.pcap, .csv</td>
<td>6.89 GB packets</td>
<td>10 days</td>
<td>Normal and attack traffic</td>
<td>Brute force, botnet, Heartbleed, DoS, DDoS, web attacks, infiltration</td>
</tr>
<tr>
<td>CICDDoS2019</td>
<td>2019</td>
<td>Yes</td>
<td>Simulated</td>
<td>.pcap, .csv</td>
<td>13.01 GB packets</td>
<td>2 days</td>
<td>Normal and attack traffic</td>
<td>PortMap, NetBIOS, MSSQL, UDP, UDP-Lag, SYN, NTP, DNS, SNMP, SSDP, TFTP, Web-DDoS</td>
</tr>
<tr>
<td>IoTID20</td>
<td>2020</td>
<td>No</td>
<td>Simulated</td>
<td>.csv</td>
<td>-</td>
<td>-</td>
<td>Normal and attack traffic</td>
<td>SYN, UDP, HTTP, ACK floods, Host brute force, port scan</td>
</tr>
<tr>
<td>UAV-IDS-2020</td>
<td>2020</td>
<td>Yes</td>
<td>Real</td>
<td>.csv</td>
<td>-</td>
<td>-</td>
<td>Normal and attack traffic</td>
<td>GPS spoofing, jamming, DoS</td>
</tr>
</tbody>
</table>

4.2. Evaluation Metrics

Researchers have evaluated the effectiveness of attack detection methods using a variety of criteria. In this section, we present some of the measures that are typically employed to assess the effectiveness of these methods.

4.2.1. Detection Accuracy

Any method used for attack detection should be able to accurately detect attacks. This metric determines the percentage of accurate predictions across all the cases considered. The detection accuracy ($D_A$) is expressed using (26):

$$D_A = \frac{T_P + T_N}{T_P + F_P + T_N + F_N}$$

In (26), $T_N$ stands for true negative and signifies the number of instances of normal traffic that the detection method correctly classifies as belonging to the normal class; $F_N$ denotes false negative, indicating the number of instances of attack traffic that are identified as normal traffic; true positives ($T_P$) signifies the number of attack instances accurately categorized; and false positives ($F_P$) signifies the number of instances of normal traffic that are wrongly classified as attack instances.

4.2.2. Error Rate

The error rate ($E_R$) is also known as misclassification or misidentification error. It calculates the proportion of inaccurate predictions across all instances. It is written as shown in (27):

$$E_R = \frac{F_N + F_P}{F_N + F_P + T_N + T_P}$$

4.2.3. Specificity

It is a measure of the normal traffic that is accurately predicted. The specificity ($S_p$) is expressed as below:

$$S_p = \frac{T_N}{T_N + F_P}$$
4.2.4. Precision

It is an estimate of the proportion of positive patterns in a positive class that are successfully predicted out of all the anticipated patterns. The precision (P) is expressed as shown:

\[ P = \frac{T_P}{T_P + F_P} \]  

(29)

4.2.5. Sensitivity/Recall(s)

It measures the proportion of positive patterns that are classified properly. It is expressed as follows:

\[ s = \frac{T_P}{T_P + F_N} \]  

(30)

4.2.6. F-Measure/F1-Score

This metric denotes the harmonic mean between s and P results:

\[ F - \text{measure} = \frac{2 \times s \times P}{s + P} \]  

(31)

5. Key Findings and Discussions

In this section, the lessons learned from the survey are presented. An increasing amount of research shows the significance of this field. The research studies cover the use of traditional and more sophisticated deep learning approaches for attack detection. Traditional approaches such as LADS and MULTOPS have a fast detection speed, since only the measured traffic volume is compared against a pre-defined threshold. The major challenge is the choice and selection of the right threshold. As observed in the study presented in [55], only a few traces of DDoS attacks can be detected when a threshold established at 26 Mbps is used on an ISP network. The threshold selection issues make this approach prone to false alarms, which affect the detection accuracy. Therefore, the applicability of this approach to present-day security threats is constrained by detection accuracy and false alarm rates. The approach based on the correlation of the attacker’s and the target server’s IP addresses is very simple, as it only compares non-uniformity in the IP addresses. This makes the approach record excellent accuracy for attack detection, as noted in the research studies in [55–58]. This is not the case with modern attack strategies, where the same IP address can be used to launch attacks. The attack is launched in such a way that there is no significant dispersion of the IPs, which makes the correlation coefficient unaffected. This makes it difficult for an attack to be detected using this approach. Several other studies [49–54] have focused on the use of network traffic patterns to identify anomalies, since attack traffic will have a different pattern from that of legitimate ones. Despite the good precision recorded by this method, as reported in [50–52], the approach suffers from inaccurate flow feature selection. In view of this, machine learning, for example [53], is used to overcome this limitation. A major bottleneck reported is the difficulty in detecting attacks when the protocol headers are encrypted.

Research studies have also demonstrated the use of queue modelling [76–82], Chi-square [86–89], and chaos-based [116–121] approaches for DDoS attack detection, with some level of success. DDoS attack detection based on queue modelling has a fast response time once the maximum length of the queue is exceeded. The method, meanwhile, struggles with detecting accuracy under large-scale DDoS attacks. Additionally, this method frequently has significant false negative rates. The assumptions of independence used in Chi-square methods rarely apply to packet field values, even under normal conditions. As a result, it is possible that the Chi-square method does not accurately estimate how far a current traffic profile deviates from the baseline. Additionally, this method does not match real-life traffic patterns over an internet-enabled network. It is well known that the frequency of each symbol, which provides packet header information such as the source IP and packet length, exhibits power law behaviour [206]. The chi-square equation obeys the (B-1) degrees of
freedom of the $\chi^2$ distribution. As a result, directly adapting the $\chi^2$ method for incoming packets is difficult. In the chaos-based DDoS attack detection studies, it is observed that an estimate of the Lyapunov exponent in the network traffic orbit is used to determine the attack. The exponent is calculated during a time window. As a result, the detection accuracy is severely influenced by the window size selection. A study published by [89] revealed that a small window size is sufficient to identify an amplification attack, but at the expense of computational resources. Although the authors in [207] investigated a detection algorithm for fixing the detection window size, the detection accuracy is relatively low, with some missed cases. Even though computational power has increased, the algorithm cannot reliably detect attacks in an anonymous and encrypted network environment. Thus, an adaptive window size may improve the accuracy of the approach. This means that the trade-off between window size and computing power cost requires additional research.

Entropy-based DDoS attack detection methods only require a minimal amount of network packet header information to construct patterns of legitimate traffic, as noticed in several studies [61–67]. Thus, they require fewer resources and enable quick and relatively more accurate detection. However, these methods strongly depend on the use of thresholds to achieve the desired detection results. It can be difficult to choose the right detection threshold in various attack environments due to the dynamic nature of network traffic patterns and rising attack intensities. Therefore, this approach requires a self-adaptive threshold, which is currently challenging to establish. Entropy values are also proven to be unable to distinguish between distinct traffic feature distributions with the same degree of uncertainty. As a result, anomalies that are unrelated to chance are missed. Similarly, the heuristic-based detection system [122–125] also requires a detection threshold to achieve a result. Though the threshold decision is optimized, as noted in [122], the DDoS defence of HBDS is based on an adjustable threshold. This means each approach might need to determine its own threshold to assess the currently observed traffic. In addition, HBDS also consumes computational resources such as CPUs and memory. The findings also reveal that most of these approaches could not effectively analyse traffic features, which affected their detection accuracy. To improve on this, machine learning techniques are currently being used because they can learn the characteristics of traffic and create a very precise model for identifying anomalous traffic features. Despite the relatively higher detection accuracy that machine learning algorithms have achieved, traditional machine learning models, such as SVM [127], k-NN [134], DT [135], NB [149], RF [158], etc., are shallow learners with a high error rate due to false alarms and changes in network traffic. This might restrict how many of these models can be used in real-world scenarios. Additionally, the features chosen from the datasets have a big impact on the detection accuracy. Results presented in Figure 15 show that the level of accuracy recorded by these models varies. Although this strongly depends on the quality of the dataset used and the application environment, it is evident that, even when using the same network dataset, different feature selections can produce very diverse results. The size of network traffic is rapidly expanding due to the established effectiveness of IoT technology with big data. Thus, conventional machine learning models may struggle to work with massive amounts of data due to their limited ability to learn features.

Additionally, as data volumes increase, the likelihood of false alarms rises dramatically. The structure of deep learning models has overcome the feature engineering problem found in the shallow machine learning models. This permits them to manage enormous datasets and learn more complex patterns within those datasets [163]. However, because there are so many layers being used, a long processing time is expected. DDoS attacks should be detected as quickly as possible, which has been a significant problem for deep learning models. Furthermore, they increase the processing overhead, making them difficult to use in IoT devices.
with big data. Thus, conventional machine learning models may struggle to work with massive amounts of data due to their limited ability to learn features. Moreover, the high false alarm rates associated with these methods limit their application in real-world scenarios. Nevertheless, machine learning and deep learning have improved detection accuracy but suffer from longer processing times. Deep learning uses more layers to achieve better performance, thus increasing the processing time. Balancing the trade-off between accuracy and detection speed remains a future research problem.

6. Challenges and Future Research Directions

This section summarizes the current challenges identified from the research studies on DDoS attack detection methods. It can be noticed that several research studies are available in the literature that present the application of various methodologies for attack detection and demonstrate the significance of this research field. According to the literature, each methodology and research study has limitations and applicability. Six research challenges that could be the focus of future research studies were identified.

6.1. Detection Speed and Computational Overhead

Some detection methods employing entropy and statistical methods have fast detection speeds and low computational overhead. However, in most cases, the accuracy result is not sufficient for practical applications. In addition, the high false alarm rates associated with these methods limit their application in real-world scenarios. Nevertheless, machine learning and deep learning have improved detection accuracy but suffer from longer processing times. Deep learning uses more layers to achieve better performance, thus increasing the processing time. Balancing the trade-off between accuracy and detection speed remains a future research problem.

6.2. Real-Time Realization under Resource Constraints for IoT Devices

Most of the DDoS detection presented ignores real-time scenarios in an IoT environment to achieve the desired results. To solve real-time problems, modern smart devices have data processing abilities that may permit the use of a deep learning model to learn the processed data. Deep learning models demand that the machines be provided with adequate processing capacity, such as graphic processing units (GPUs), which consume a lot of power. IoT devices are well known for having limited power and size. In addition, the UAVs used in the IoFT and IoD networks have very limited computational resources. As a result, the potential of deep learning cannot be fully leveraged, due to the long processing time and computational overhead that could deplete the power of IoT devices and other UAVs used in these networks. Even reducing the training time for GPU acceleration is difficult. Thus, maintaining security under these conditions is a major concern.

6.3. Adaptive Threshold and Feature Selection

It became evident that different threshold and feature selection methods can produce diverse results, even with the same attack detection dataset. The performance of entropy- and statistical-based methods strongly depends on the choice of threshold and feature selection. Since traffic features are rapidly changing due to new attack structures and

Figure 15. Detection accuracies observed from different research studies: (a) conventional machine learning models such as SVM [127], DT [135], XGBoost with ANOVA [140], LR with RF [141], NB [149], LGMB [150], and RF [158], (b) deep learning models such as DBN [11], RBF with PSO [154], LSTM [166], AE [170], SAE with DNN [176], and GRU with RNN [178].
growing attack intensities, the threshold should be self-adaptive, based on the new features. However, it is expected that more computational overhead will be added due to the adaptive threshold and feature selection algorithms integrated, so it is crucial to strike a balance between adaptive threshold and computational overhead while maintaining reasonable detection speed and accuracy. This is currently lacking in the literature and would be a good focus for future research.

6.4. Self-Learning and Adaptation

In recent times, the pattern of attack has changed, and more attack vectors are now being employed to launch DDoS attacks. As a result, new attack scenarios with different features are evolving daily. It is possible that the features identified to detect one category of attack vector may not be sufficient to successfully detect another category of attack. In addition, the frequency and pattern of DDoS attacks are expected to increase with the development of 5G networks, which have made it possible for more devices to be connected. Hence, there is a need to further develop a DDoS attack detection framework that can swiftly learn and adapt to changing attack patterns, while transiting from the current-day network to 5G and beyond, with reduced computational time and increased accuracy. Further investigation in this area is essential.

6.5. Data Quality Issues

As noticed from the survey work, the current approaches for DDoS attack detection employ machine and deep learning models due to their ability to learn traffic patterns quickly with good detection accuracy. These models, however, heavily rely on the dataset. The quality as well as the size of the datasets used to train the algorithms are crucial for better performance. The quality of the training datasets plays an essential role in developing an efficient DDoS attack detection method. However, a fundamental issue with this approach is the lack of readily accessible, high-quality datasets. In some cases, there is a data class imbalance that occasionally reduces the detection accuracy of these models. Although the data class imbalance is the current focus in some studies [208–211], ensuring a sufficient high-quality dataset would improve the accuracy of DDoS attack detection methods and should be a focus for future studies. Further investigation in this direction should be sustained, which is a future research direction. In addition, most of the datasets are outdated, have low traffic diversity, and are unreliable for modern attack detection methods.

6.6. Lack of Real-Time Datasets

This research area suffers from a lack of real-time datasets for attack scenarios. It is unfortunate that access to real-time data is constrained by a number of ethical issues. The only real-world datasets still in existence are Kyoto, UNIBS, Kent2016, and ISCX2012, which are outdated. Existing datasets are obviously too obsolete to capture the latest attack features, as novel attack types are constantly appearing. The commonly used datasets for DDoS attack detection research, such as CICIDS2017 and CISDDOS2019, are generated in a simulated environment or synthesized. Although the simulated data are appropriate for research purposes, in most cases, a simplified simulation of an internet-enabled environment is typically utilized, which does not accurately depict the heterogeneous nature of contemporary internet-enabled smart devices. Additionally, they might not account for the evolution of new DDoS attack types on real networks. Furthermore, the issue of attack detection in the internet of flying things and drone networks is a recent one. As a result, the dataset in this field is very sparse. Some research studies [14,146,147,176,179] have adopted the regularly used datasets in other internet-enabled networks; unfortunately, this may not accurately represent genuine attack scenarios in drone networks. This hinders the advancement of research in this field. In addition, real-time datasets to be used for machine and deep learning for attack detection in RPL and NDN networks are unavailable. Research studies in this domain make use of simulated data, which do not accurately reflect
the dynamism of current internet traffic. There is a dire need for studies to be conducted in this area. It is necessary to create realistic and traffic-dynamic datasets which are capable of simulating the heterogeneous traffic of a DDoS attack in an internet-enabled environment. Moreover, the datasets should be balanced, with reduced noise and redundancy.

7. Conclusions and Limitations

This paper aims to offer an overview of the current DDoS attack detection methods and a survey of research perspectives in this domain. DDoS attack detection methods are classified based on how they are used. Different research studies under each classification are presented. DDoS attack detection studies, which range from a conventional entropy-based approach to more sophisticated deep learning models, are extensively covered. These approaches have all been used, with varying levels of effectiveness and restrictions. Although information-entropy-based DDoS attack detection approaches use fewer resources, they all require selecting the right threshold to achieve the desired detection results. It can be challenging to choose the right detection threshold in various attack environments, since different networks have different traffic patterns. The features of network traffic can be understood by machine learning and deep learning algorithms, which can then be trained to create a very precise model for detecting these features. However, they have more computational overhead, which limits their applicability to resource-constrained IoT devices.

The relevance of research advancements in this field is demonstrated by the sizeable amount of research now being carried out. It is clear from this review that the approaches currently in use can identify DDoS attacks with varying degrees of accuracy. However, every approach has one or more limitations to overcome. Thus, more research studies are still required in this domain. With the advent of 5G and beyond, which will enable the connectivity of more devices, more attacks with varying attack patterns are anticipated, making improved attack detection more important. This paper has identified six research gaps that could influence future research on improving attack detection performance. Even though this survey concentrates primarily on DDoS attack types and detection studies in the IoT, studies focusing on attack detection in SDN, RPL, NDN, and vehicular (the internet of flying things) are also researched and presented. However, detailed discussions on the attack types in RPL, NDN, and the internet of flying things are part of the limitations of this study. In addition, this study is limited to a few carefully chosen datasets, even though they are thought to be the most pertinent and related to the research topic of this study. However, other surveys may also include some additional datasets pertinent to this subject.
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