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Abstract: A result of the pandemic is an urgent need for data collaborations that empower the clinical
and scientific communities in responding to rapidly evolving global challenges. The ICU4Covid
project joined research institutions, medical centers, and hospitals all around Europe in a telemedicine
network for sharing capabilities, knowledge, and expertise distributed within the network. However,
healthcare data sharing has ethical, regulatory, and legal complexities that pose several restrictions
on their access and use. To mitigate this issue, the ICU4Covid project integrates a federated learning
architecture, allowing distributed machine learning within a cross-institutional healthcare system
without the data being transported or exposed outside their original location. This paper presents the
federated learning approach to support the decision-making process for ICU patients in a European
telemedicine network. The proposed approach was applied to the early identification of high-risk
hypertensive patients. Experimental results show how the knowledge of every single node is spread
within the federation, improving the ability of each node to make an early prediction of high-risk
hypertensive patients. Moreover, a performance evaluation shows an accuracy and precision of
over 90%, confirming a good performance of the FL approach as a prediction test. The FL approach
can significantly support the decision-making process for ICU patients in distributed networks of
federated healthcare organizations.

Keywords: federated learning; continuous learning; time series analysis; classification; healthcare informatics

1. Introduction

The SARS-CoV-2 pandemic highlights the need for better cooperation and knowledge
sharing than in the past to prevent disease spread and maintain patient care quality. Notably,
the pandemic showed that the uneven distribution of capacities and resources between
healthcare organizations situated in small centers and those in urban areas means that
the former are unable to provide the same quality of healthcare service as the latter. To
address these challenges, a network of research institutions, medical centers, and hospitals
all around Europe joined under the umbrella of the ICU4Covid project.

The ICU4Covid project [1], and its Cyber-Physical System for Telemedicine and Intensive
Care (CPS4TIC), aims to create the sense of being part of the European telemedicine network
and, in turn, to provide access to the network’s capabilities, knowledge, and expertise.

Based on this mindset, the ICU4Covid project provides valuable ground for learning
from real-world health data, which has proven to be effective in multiple healthcare applica-
tions, resulting in improved quality of care [2,3], prediction of disease risk factors [4,5], and
analysis of genomic data for personalized medicine [6].

Nevertheless, a crucial aspect to be deliberated upon when operating within a health-
care ecosystem is the constrained accessibility and sharing of health data beyond the

J. Sens. Actuator Netw. 2023, 12, 78. https://doi.org/10.3390/jsan12060078 https://www.mdpi.com/journal/jsan

https://doi.org/10.3390/jsan12060078
https://doi.org/10.3390/jsan12060078
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jsan
https://www.mdpi.com
https://orcid.org/0000-0003-3580-9232
https://orcid.org/0000-0003-3266-9617
https://doi.org/10.3390/jsan12060078
https://www.mdpi.com/journal/jsan
https://www.mdpi.com/article/10.3390/jsan12060078?type=check_update&version=1


J. Sens. Actuator Netw. 2023, 12, 78 2 of 20

primary institution due to the regulatory policies imposed by the EU General Data Protec-
tion Regulation (GDPR) [7]. Thus, traditional or centralized machine learning and deep
reinforcement algorithms [8,9], which require aggregating such distributed data into a cen-
tral repository to train a model, cannot be exploited. Leveraging such data while complying
with data protection policies requires rethinking data analytics methods for healthcare
applications. As a result, adopting decentralized artificial intelligence (AI) methods at the
network edge plays a pivotal role in safeguarding privacy in healthcare applications.

Federated learning is a novel distributed interactive artificial intelligence paradigm
that enables healthcare records that are located across different institutions to be connected
without revealing personal information. The objective of this paper is to investigate the
effectiveness of the FL approaches to exploit knowledge owned by each node of the
ICU4Covid telemedicine network for AI model training while being compliant with the
GDPR regulations for data privacy.

To achieve this aim, we integrated a federated learning architecture in each node of
the CPS4TIC system. In doing so, the FL architecture enables the individual nodes of the
network to act as local learners and send local model parameters to a central server instead
of training data. The central server aggregates the local models, thus defining a single
global model, which is sent back to the clients to proceed with the FL process until all
rounds are completed. In FL, knowledge is exchanged by sending the models instead of
the users’ data, thereby preserving them.

The major contribution of this paper is a federated learning approach to support the
decision-making process for ICU patients in a network of European telemedicine that
provides the following advantages:

• Individual nodes independently train and collaboratively learn models without shar-
ing local datasets.

• Model training takes place at an edge level that significantly facilitates organizations
that operate with data privacy as their top priority.

• The FL approach ensures lower latency than the centralized cloud-based model train-
ing approach.

• Finally, the FL approach allows for balancing data intelligence. With it, small and
medium-sized healthcare organizations can benefit from collective intelligence without
requiring large datasets.

To validate the proposed approach to support decision making in a network of feder-
ated healthcare organizations (i.e., hospitals, clinics, etc.), we also show how the knowledge
owned by a single organization is spread among all the federation members by improving
the reliability of the local model as a prediction test. Finally, we evaluated the FL algo-
rithms using the most common metrics in the field of machine learning, such as precision,
recall, and accuracy. Performance evaluation shows an accuracy and precision of over 0.91,
confirming a good performance of the FL approach as a prediction test.

In addition, a quantitative and qualitative estimation of improvement caused by
the federated process over the local nodes is provided, reporting an enhancement of the
performance of up to 38%.

The rest of the paper is organized as follows. Section 2 provides a brief background
about FL and its application in healthcare. Section 3 introduces the working context in
which the proposed FL approach is developed. Sections 4–6 present the proposed federated
learning approach, its application as a predictive test, and its performance evaluation,
respectively. Finally, conclusions are drawn in Section 7.

2. Related Work
2.1. Background of Federated Learning

FL is a decentralized, collaborative ML methodology first coined by Google in an era
when users’ data privacy became a high priority. FL presents an ML environment where
multiple entities work together to solve an ML problem coordinated by a central server.
The raw data remain local to each client and are not transferred or exchanged. Updates
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focused on aggregation are employed to achieve the learning goal [10]. Recent research
endeavors are focused on utilizing FL for secure data privacy. The existing literature is
more oriented toward exploring FL on distributed devices, e.g., mobile user interactions,
communication cost optimization, server reliability, uneven data distribution for model
training, and many more [11].

To define an FL problem, suppose i = 1, . . . , N represents the set of N participants,
where each trains its own local AI model with its distinct dataset Di. FL aims to fine-tune
the weight parameters w of the global model such that the loss function values for all
local AI models are minimized. Hence, each participant trains an ML model locally and
communicates the resulting model parameters to the centralized FL server. Consequently,
the central FL server aggregates all participants’ local models to construct a global model.
The global model is again shared with all participants. The process is repeated round-by-
round until a pre-defined accuracy is achieved.

2.2. Application of FL in Healthcare

This section provides the most recent research developments involving FL applications
in telemedicine and decision making of smart healthcare.

2.2.1. Applications in Telemedicine

In this subsection, we provide a brief overview of the most recent research endeavors
regarding FL techniques’ role in telemedicine from data privacy and decision-making
perspectives. The authors in [12] constructed a mechanism to utilize the FL approach in
e-health for data security and latency. The proposed FL mechanism’s effectiveness was
proven over traditional data security techniques. Chen et al. [13] attempted to improve the
privacy aspect of patients’ Electronic Health Records (EHRs) by countering irrelevant and
unnecessary update issues affecting the model’s predictability. The proposed architecture,
called PFL-IU, is consistent with irrelevant updates and enhances model convergence and
the degree of prediction accuracy. Lamia et al. [14] explored the role of FL techniques in
IoMT to counter the COVID-19 pandemic. The proposed framework consists of fog layer
utilization within the healthcare system. The fog layer is responsible for data pre-processing
and is used for model training to investigate COVID-19 using FL. Vijay et al. [15] proposed
an FL-based protocol to collectively design classifiers and calibrate various IoT devices
in the healthcare industry. A linear calibration model is used to improve the gain and
offset deviations. Training occurs at the individual device level, and resultant classifier
parameters are shared to learn and construct a global classifier model. Han et al. [16]
proposed an FL-based zero-watermarking framework to handle teledermatology data
privacy and security. In the proposed architecture, the FL trains a sparse autoencoder
network to retrieve dermatology image features. Furthermore, the extracted image fea-
tures are transformed into a two-dimensional Discrete Cosine Transform to generate zero
watermarking. Jinshan et al. [17] proposed a joint architecture of FL and edge computing
to safeguard patients’ data privacy and security. Initially, a lightweight framework called
KubeFL was used to assist in health monitoring and diagnosis. In the second phase, an FL-
based training model is used over device–edge–cloud layering with the highest accuracy of
95.8%. Wang et al. [18] proposed a joint architecture consisting of the blockchain, federated
learning-BFGF, and genome-wide association studies to ensure individual data security.
The Automated Quality Control implementation ensures the quality of training data before
training models at local levels. Blockchain eliminates malevolent elements to ensure users’
security. Simulation of the proposed architecture shows that it can better ensure the security
of genetic data. Aich et al. [19] proposed an architecture comprised of blockchain and FL
techniques to ensure the real-time safety of patient data in the local and global healthcare
system. Lucian et al. [20] proposed FL-based COVID-19 detection using pre-trained deep
learning models. The framework efficiency was tested using three different local databases
without sharing them. The mechanism successfully detected medical images thought to be
suggestive of COVID-19 patients. Durga et al. [21] developed an innovative architecture
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consisting of FL and blockchain technology to detect COVID-19. The FL ensures model
complexity optimization while the blockchain maintains the decentralization of datasets
and privacy. The architecture collects data from various medical centers’ databases, devel-
ops a learned model, predicts COVID-19 with sufficient accuracy, and maintains patients’
data privacy by only allowing access to authorized people.

2.2.2. Application in Decision-Support System

In this subsection, we briefly explore the research efforts and utilization of FL tech-
niques in healthcare and telemedicine. Linardos et al. [22] utilized FL on cardiovascular
magnetic resonance data attained from various datasets. The authors employed a pre-
trained 3D-CNN network while using four data augmentation arrangements and thor-
oughly observing their effects on various learning choices. The FL-based framework proved
more robust and attained competitive performance compared to the centralized learning
models. Chuhan et al. [23] presented a communication-efficient FL technique called FedKD,
employing dynamic gradient compression mechanisms. FedKD optimizes communication
costs by up to 94.89% and attains competitive performance regarding centralized model
learning. Nidal et al. [24] proposed a framework to control the pandemic while effec-
tively preserving users’ privacy. The architecture comprises Unmanned Aerial Vehicles
(UAVs) serving users’ equipment and a proof-of-concept network. Using ambient sensors,
a lightweight FL model deployed on UAVs collaboratively learns COVID-19 symptoms
attained from user equipment (e.g., cell phones). The resultant COVID-19 data are shared
with the relevant authority for effective utilization. Nguyen et al. [25] proposed a decentral-
ized FL approach employing a knowledge distillation mechanism to ensure the privacy
and security of medical data. Each server executes independently at a local level without
needing external factors’ interference. The proposed model performance is superior to that
of the traditional centralized training model approach.

2.2.3. Comparison with the Literature

The previous sections provide a broad picture of the application of FL in healthcare,
ranging from applications that address COVID-19 to those guaranteeing data privacy in
decision-support systems. All cited works show the benefits of adopting FL technologies
to their use case. However, it is possible to highlight the main differences between the
proposed paper and related works as follows:

(1) Use Case Application. To the best of our knowledge, we present the first federated learn-
ing study on ICU decision-support systems and demonstrate that FL performance is
comparable to that of traditional approaches while preserving patient privacy.

(2) Privacy/Performance Trade-off Definition. The cited papers do not address the trade-off
between privacy and performance; instead, we provide a first formulation and imple-
mentation considering the experiment results and traditional centralized models.

(3) Explicit Validation Scenario. All cited papers lack experimental validation; instead,
we offer it and illustrate how the knowledge of the clients merged in a single aggre-
gated model from a temporal point of view, reporting a quantitative and qualitative
estimation of the improvements achieved by the training process.

(4) Data Type. Previous works show that only a few analyzed papers address the problem
of time-series classification. Our use-case application, to the best of our knowledge,
is the first application to the training of a time-series-based identification model in a
federated environment.

These aspects represent the gaps in the current knowledge and highlight the novel
contribution of this paper, which makes it different from the state-of-the-art. Table 1
summarizes these aspects.
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Table 1. Comparison between related work and the proposed work.

Paper Use Case Trade-Off
Privacy/Performance Validation Data

Type

[12] EHR × × Time series

[13] EHR × × Numerical

[15] Photoplethysmography × × Numerical

[16] Teledermatology × × Image

[17] Health Monitoring × × Numerical

[18] Genome-wide Association × × Numerical
(generated by software)

[20] COVID-19 Detection × × Image

[22] Diagnosis Disease × × Image

[23] News Recommendation
√

× Text

[24] COVID-19 Detection × × Image

[25] Prediction Viability Embryo
√

× Image

Proposed Paper Hypertension Early
Detection

√ √
Time series

3. Working Context
3.1. Overview of ICU4COVID European Project

The pandemic showed that centralized ICUs’ monitoring and their uneven distribution
of capacities between the rural and urban areas remains a big challenge in effectively
countering the spread of COVID-19. Hence, real-time information sharing and cooperation
between hospitals, healthcare workers, and the public became significant in containing
COVID-19 and ensuring high-quality healthcare services. The Cyber-Physical System for
Telemedicine and Intensive Care (CPS4TIC) aims to use technology to help hospitals share
information and deliver care, especially in rural areas. This system reduces the risk of
infection for healthcare workers. CPS4TIC includes a telemedicine cockpit, a console in
each hospital, a connectivity platform, and smart bedside hubs; see a conceptual view in
Figure 1. The ICU4Covid project aims to make CPS4TIC work in many European hospitals.
ICU4Covid helps to test and deploy CPS4TIC on a larger scale with healthcare professionals
and hospitals. This technology allows separate intensive care units to be turned into a
connected system, where a central hospital is connected to its smaller hospitals in a region.

Typically, an ICU hub includes a main ICU and affiliated smaller hospitals. They use
telemedicine and monitoring tools to help caregivers assess, diagnose, and treat patients in
the ICU. Each ICU hub is equipped with advanced technology such as 5G, radar sensors,
and NVIDIA AI chips. Figure 1 shows a group of connected ICU hubs in an area. These
hubs are managed by a central control station called the Integration Centre, where AI
models are tested and deployed, decisions are made, and knowledge is shared. The
ICU4Covid plan ensures that both existing and new ICUs work together as one ICU system.
It does not depend on the hospital’s setup and keeps telemedicine safe.
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3.2. CPS4TIC Enhanced with Federated Learning

The ICU4Covid project aims to support the decision-making process for ICU patients
in a network of European telemedicine providers by defining predictive models to assist
health professionals in the best patient treatment; therefore, collecting and processing all
data are core tasks. Since ICU4Covid involves different health infrastructures physically
located across various hospitals, moving data between all nodes raises potential privacy and
security risks. To guarantee knowledge sharing between each ICU hub, we have proposed
and integrated a federated learning (FL) architecture in each node of the CPS4TIC system.
Figure 2 shows a logical view of the proposed integration between the as-is CPS4TIC
system and the FL architecture for the experiments.
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The left side of Figure 2 provides a comprehensive view of the architecture inherent
to each ICU hub. In this depiction, a localized central server orchestrates all regional data
sources and then catalogues this information in a dedicated local PostgreSQL database.

To seamlessly incorporate the federated learning (FL) architecture, the right side of
Figure 2 comes into focus. Within this delineation, each central server assumes an extended
configuration that includes a client node equipped with the ability autonomously to refine
deep learning models. Conversely, the role of the aggregator server materializes within
the domain of the integration center nodes, strategically located outside the boundaries of
the interconnected networks of the CPS4TIC ICU hub. It is worth noting that the training
process is defined to run parallel with normal clinical activities.

4. Materials and Method
4.1. Federated Learning Scenario

This section introduces the FL architecture adopted for the ICU4Covid project and the
scenario under analysis. In this scenario illustrated in Figure 3, the FL architecture consists
of three clients respectively associated with Hospital 1, Hospital 2, and Hospital 3, with the
same data structure provided by the CPS4TIC hosted in each hospital. The participant’s
data remain within the hospital that owned them, and they are used for local training.
Individually, each participant participates in training a localized neural network, using
their respective local datasets to develop a unique local model. Following this process,
updates to these models contributed by each participant are sent to a central aggregator
server. This aggregator server acts as a computational hub that holds the trust of each
participating participant. The disparate local models are merged within the aggregator’s
domain to form a cohesive global consensus model. This consolidated global model is
then redistributed to each participant, facilitating an additional round of localized training.
Participants establish communication channels with the aggregator server for connectivity
purposes using remote procedure calls mediated by a secure transport layer security
network connection. An encrypted channel securely exchanges information between the
participants and the aggregator server to ensure the confidentiality and integrity of sensitive
data—including the model itself—optimizer weights, and aggregated metrics.
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For the sake of experimentation, these three participants are emulated on local clusters.
To build the system, the following set of operational hypotheses about the nodes was
considered: (1) the structure of the neural network remains consistent across nodes; (2) the
temporal aspects associated with uploading and downloading the local model are assumed
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to be negligible; (3) each node is assumed to have a satisfactory level of security; and
(4) hardware capabilities are assumed to be uniform across all nodes.

4.2. Dataset

To validate the proposed FL approach, the SHAREE [26] database was used to emulate
health data owned by different hospitals. In the scenario under study, such data are used
to train a machine learning model for the early identification of subjects at a higher risk of
developing fatal cardiovascular events. In so doing, each hospital that takes part in this
federation, using real-time data from patients hospitalized in the ICUs, will exploit the
knowledge acquired by all hospital members of the federation to improve its ability to
make appropriate healthcare decisions and provide better healthcare services.

The SHAREE database stores 169 electrocardiographic (ECG) registrations of hy-
pertensive patients monitored for 24 h with a halter to record major cardiovascular and
cerebrovascular events. The recordings of patients who had experienced a dangerous event
were labeled high-risk, while the remaining were marked low-risk. Hence, to emulate three
hospitals, such a database is split into three datasets to prove that a participant with fewer
cases of hypertensive patients will have the same reliability in identifying high-risk patients
as a participant with higher registered cases. The data used for the training process are a
multivariate time series (MTS), where the raw signal is described by three metrics, V1, V2,
and V3, describing three electrodes placed on the subject’s chest during the monitoring.
Figure 4 shows an example of a sample recorded in the dataset.
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Portions of 5 min are randomly extracted from the input data, with each portion
defining a training sample. Each second of each training sample models a one-time
point. Thus, all training samples have 300 time points, and each time point is a vector of
spatiotemporal features. The training set is defined as follows:

x = [(V1, V2, V3)1, (V1, V2, V3)2, . . . , (V1, V2, V3)N], ∀x ∈ TS

where N = 300 and each feature is characterized by V1 (mv), V2 (mv), and V3 (mv).

4.3. FL Algorithm

Federated learning is a distributed machine learning algorithm that builds a global
model by averaging weights ω across many participants over several communication
rounds t. Each neuron in the hidden layer has a transfer function that takes each feature in
a sample and multiplies it by its weight. Such weights are the learnable parameter and are
modified during the training of the neural networks in each client. This section illustrates
the algorithms that implement federated learning from both the client and server sides.
Algorithm 1 presents the federated learning process from the server’s point of view. This
process essentially consists of two basic phases: initialization and learning.

In the initialization phase, the server assigns initial values to parameters intended to
be shared among the clients. These parameters include the weight, denoted ω0, and the



J. Sens. Actuator Netw. 2023, 12, 78 9 of 20

learning rate, indicated as η0. In addition, the server sets a threshold, denoted by Th, which
is used to evaluate the accuracy of the local models.

During each iteration of the learning phase, the server accumulates the model pa-
rameters of each client. Subsequently, clients that have achieved a local accuracy above
the specified threshold Th are considered eligible for inclusion in the Candidate Set. It is
important to note that during this phase, a subset of clients—totaling m—is randomly
selected from the Candidate Set to participate in the aggregation process.

In this paper, m is set to half of the Candidate Set size. In the following equation:

wt+1 =
K

∑
k=1

(nk ∗ n) ∗ wk
t+1

ωt+1 describes the aggregation strategy adopted by the server, where nk is the sample size
of the kth client and n is the total number of training samples. ωt+1 comes from the kth
client in round t + 1. Finally, the aggregation weight ωt+1 is spread to all clients.

Conversely, Algorithm 2 shows the FL process from the client’s perspective.
In this context, each client performs an individualized local training procedure using

the updated parameters obtained from the server. At the end of the training iteration,
the model is evaluated to determine whether the achieved accuracy exceeds a predefined
threshold Th. This evaluation serves as a criterion for determining whether the model
is suitable for transmission to the server node. If the local model’s accuracy exceeds the
threshold Th, the newly updated local model parameters are sent to the aggregation server
(Algorithm 1), (Algorithm 2).

Algorithm 1: Test-Based FedAvg ServerSide
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4.4. Hybrid Neural Network

In the context of early detection of high-risk hypertension, traditional window-by-
window approaches have limitations. They only consider the temporal order of the entire
sequence during training, and this lack of temporal order information is due to the random
batch processing of samples during training sessions.

Hence, we propose a solution that exploits the power of a Long Short-Term Memory
(LSTM) network, which treats the entire time series as a unified entity. This approach
preserves the temporal order and ensures accurate classification. What distinguishes our
neural network from traditional methods is not the input structure, which remains a time
series, but the unique way our network processes and analyzes these data.

Figure 5 gives an overview of a hybrid network, which means it comprises different
deep learning networks.
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Figure 5. Summary of the network architecture.

The model starts at the top level with an input layer that receives a multivariate
time series (MTS) as a sample. The layers labeled lstm1 and conv1d combine stacked
convolutional and recurrent networks. These networks automatically extract important
features from the raw data signals. Next, the layers named denso1 to denso7 consist of seven
densely connected layers. These layers make a decision by classifying the input as either
high risk or low risk. The specific values used for training, which are a subset of the chosen
hyper-parameters, are specified for each layer.

Concerning building the optimum network structure and tuning the hyper-parameters,
a grid search approach was adopted to optimize the setting of the values, such as the number
of neurons per layer, the learning rate, and the number of dense layers. The implementation
of the network was achieved by adopting the TensorFlow framework.
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5. Application of the Proposed Approach as a Prediction Test to Support Decision Making

To assess the proposed approach as a reliable predictive test to support decision
making in a network of federated hospitals, such as provided by the ICU4Covid, this section
shows how the knowledge owned by a single hospital is shared within the federation.

A patient’s electrocardiogram (ECG) sample has been extracted from the CPS4TIC
dataset of client 1 (CPS4TIC-1). This particular sample is categorized in the high-risk class.
The patient associated with this sample, referred to as Patientx, has his or her data stored
exclusively within CPS4TIC-1. Consequently, CPS4TIC-2 and CPS4TIC-3 do not gain any
specific insight from this patient’s data. Figure 6 shows the validation of the proposed
approach in the context of the ICU4Covid project. At the beginning of the federated
training process, only CPS4TIC-1 accurately classifies the validation sample. Conversely,
CPS4TIC-and CPS4TIC-3 fail. The aggregated model also struggles with classification, as
our experimental results indicate the need for additional rounds to effectively aggregate
knowledge from the local models. In the middle stages of the FL process, CPS4TIC-1
continues to accurately classify the validation sample. Remarkably, the aggregated model
is also able to achieve this classification. This result signifies the successful integration of
knowledge from the CPS4TIC-1 model into the aggregated model through the federated
learning process.
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Figure 7 presents a qualitative view of the accuracy trend throughout the training
process in each local node and for the aggregated model. The term Start Training corresponds
to the first round of communication within the federated learning process. Middle Training
refers to the halfway point of the learning process, which occurs after 10 out of a total of
20 rounds. Finally, End Training is the final communication round. It is possible to note the
changes in accuracy following the stage of the training, confirming what is shown in Figure 6.
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As can be seen from Figure 7, locally within CPS4TIC 1, accuracy is maintained at
consistently high values from the beginning of training. In contrast, the other nodes and
the aggregated model show accuracy values of 52% and 61%, respectively.

As the rounds progress, CPS4TIC 1 and the aggregator model show noticeable per-
formance improvements, reaching accuracy of 89% and 75%, respectively. This aspect is
consistent with the federated learning (FL) algorithm, where the insights of the aggregator
model are diffused to CPS4TIC 2 and CPS4TIC 3. This results in significant performance
improvements by the end of training, with CPS4TIC 2 and CPS4TIC 3 reaching accuracy of
84% and 81%, respectively.

At the end of the federated learning process, all models demonstrate the ability to
accurately classify the validation sample. This result is consistent with the proposed
approach since the server progressively exchanges the refined parameters from the clients
during each round. Consequently, at the culmination of the process, all clients encapsulate
the combined knowledge of all nodes.

This result is significant. Without a federated learning process, Hospital 2 and Hos-
pital 3 may have categorized Patientx as a low-risk individual, potentially resulting in
inappropriate care protocols for the patient. However, by integrating knowledge from the
aggregated model, Patientx can be correctly identified as high risk. This accurate classi-
fication enables healthcare professionals at Hospital 2 and Hospital 3 to formulate and
implement appropriate healthcare measures for the patient’s well-being.

The accuracy trend in Figure 7 highlights the improvement resulting from the federated
process for all local models. In particular, CPS4TIC 2 and CPS4TIC 3 show an enhancement
from the beginning to the end of the training of 38% and 35%, respectively.

It is worth highlighting that hospitals in small regions, on average, have much fewer
cases than hospitals in large urban areas; thus, their knowledge of particular cases can be
limited. Conversely, the probability that hospitals in large urban areas manage unusual
cases is higher, thus resulting in an improved quality of care provided to their patients.
Hence, another advantage of using a federated learning approach in a distributed network
of hospitals is improving small hospitals’ knowledge in classifying cases the hospital has
never treated.

6. Experimental Results and Discussions

This section presents the experimental results concerning the performance evaluation
of the proposed FL approach achieved within the ICU4Covid project.

6.1. Training and Testing Configurations

The training set consists of more than 14,000 samples, evenly distributed between the
two classes, High-Risk and Low-Risk. Each client has its test set which is defined using the
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hold-out approach. It consists of 700 samples, two-thirds labeled as low-risk and one-third
as high-risk. The total number of samples in the training set was equally split across the
three local nodes, (i.e., 4746). Each local node i splits its portion of the local dataset Di
so that the training set and the validation set are equal to 90% (i.e., 4000 samples) and
10% (i.e., 474 samples) of Di. The validation set adopted a 10-fold cross-validation loop
that was performed for the model optimization and to avoid over-fitting. In addition,
from the original dataset (SHAREE [26]), a global test dataset was created to provide a
comprehensive comparison between all local clients, federated aggregate, and centralized
models at the end of the training process. The global test dataset contains a total of
177 samples.

Table 2 summarizes the total training data in each local node.

Table 2. Review of the training data in each node.

Node Full Set Training
Set

Validation
Set

Local Test
Set

CPS4TIC-1 4746 4000 474 700

CPS4TIC-2 4746 4000 474 700

CPS4TIC-3 4746 4000 474 700

For the experiments, all clients were emulated on local clusters with 73 biprocessor
16 Core nodes with 512/1024 GB of RAM and a 1.2 TB disk, 292 NVIDIA V100 16/32 GB
GPUs, InfiniBand network at 100 Gb/s, and elastic storage having 1.3 PB of raw capacity.

6.2. Performance Metrics

The pertinent parameters for determining performance metrics for machine learning
models encompass the four components within the confusion matrix as follows:

CM =

[
TP FN
FP FN

]
(1)

where True Positive (TP) indicates the number of positive samples that have been correctly
classified. True Negative (TN) indicates the number of negative samples that have been
correctly classified. False Positive (FP) indicates the number of samples that have been
incorrectly classified as positive. False Negative (FN) indicates the number of samples that
have been incorrectly classified as negative.

To evaluate the results of this paper, we used the most common metrics derived from
the confusion matrix: accuracy, precision, F1-score, specificity, sensitivity (recall), and
Matthews’s correlation coefficient (MCC), defined as follows [27,28].

Precision (PREC) is the ratio between correctly classified samples and all samples
assigned to that class.

Precision =
TP

TP + FP
(2)

Recall (REC), also known as Sensitivity, indicates the rate of positive samples correctly
classified and is computed as the ratio between correctly classified positive samples and all
samples assigned to the positive class.

Recall(Sensitivity) =
TP

TP + FN
(3)

Specificity (SPEC) is the negative class version of the recall and denotes the rate of
negative samples correctly classified.

Speci f icity =
TN

TN + FP
(4)
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The F1-score (F1) is the harmonic mean of precision and recall, penalizing extreme
values of either.

F1 = 2 ∗ Precision ∗ Recall
Precision + Cecall

(5)

Accuracy (ACC) is the ratio between the number of samples that are correctly classified
and the overall number of samples in the dataset being assessed. This metric is widely
utilized for machine learning applications in the field of medicine, although it is recognized
for its potential misrepresentation when confronted with varying class proportions. This
metric is extensively employed in machine learning applications in the healthcare domain;
however, it is acknowledged for its potential to be misleading for datasets with dissimilar
class proportions.

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

Finally, the Matthews correlation coefficient (MCC) can be considered a measurement
of correlation between the actual and predicted classifications. MCC achieves high values
only if the classifier obtains good results in all the entries of the confusion matrix. Unlike
the previous metrics, which range within [0, 1], MCC has the range of [1, 1], where a value
of 1 represents a perfect prediction, 0 is equivalent to random guessing, and −1 represents
a complete discordance between the predicted outcomes and the actual observations. MCC
is popular in ML settings because of its favorable properties in cases of imbalanced classes
where ACC can be misleading.

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FP) ∗ (TP + FN) ∗ (TN + FP) ∗ (FN + FN)
(7)

6.3. Performance Results

This section analyzes the performance of the federated and centralized scenarios to
assess the proposed approach’s effectiveness. Specifically, in the federated scenario, the pro-
posed ML model for predicting the risk of cardiovascular events is implemented according
to the federated configuration reported in Figure 3. Conversely, in the centralized scenario,
the same model is used in a traditional centralized configuration. The meaning of these
results concerns the definition of a baseline to assess the goodness of the federated results.

Table 3 shows the confusion matrix of both federated and centralized scenarios. The
table was defined by evaluating both centralized and federated models over the global test
set. As we can see, the predictive model obtained by adopting a federated approach is able
to detect 117 and 42 as true instances and 13 and 5 as false instances. On the other hand, the
centralized scenario is able to detect 120 and 53 as true instances and 4 as false instances.

Table 3. Confusion matrix related to federated and centralized scenarios.

Scenario TP TN FP FN

Federated 117 42 13 5

Centralized 120 53 2 2

According to this matrix, Figure 8 shows the values of performance computed accord-
ing to Equations (2)–(7). It is worth noting that concerning the federated scenario, all metrics
came from the average over the evaluation of the local models over the global test set.

The centralized scenario achieved accuracy, sensitivity, and precision values of 98% and
specificity of 96%. The F1-score reached 98%. These metrics confirm the goodness of a
hybrid neural network model for early detection of high-risk hypertension. On the other
hand, the federated scenario achieves an accuracy and a precision of 90%, a sensitivity of 96%,
and a specificity of 76%, while the F1-score reached 93%.
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Figure 8. Performance comparison between federated and centralized scenarios.

As expected, the centralized scenario performed best. However, the federated scenario
reached high values of accuracy, precision, and sensitivity, which are among the most
important metrics when working in the healthcare domain, where it is fundamental to
recognize positive diagnoses. On the contrary, the specificity decreased by 19.9% with
respect to the centralized scenario.

Moreover, as also expected, the MCC is higher in the centralized scenario than in the
federated one. Indeed, MCC, as previously mentioned, is a statistical metric that produces
a high score only if the prediction obtains good results in all of the four confusion matrix
categories, proportionally both to the size of positive elements and the size of negative
elements in the dataset, thus providing a balanced measure of the model efficiency. The
centralized scenario confirms the model’s goodness in working with an unbalanced dataset.
However, in the federated scenario, the value of MCC decreases to 0.76, compared to 0.95 of
the centralized one. It is worth pointing out that the FL approach is conceived to work with
more than three nodes, and thus has the possibility of exploiting a higher collaboration
among nodes than in this small scenario. Consequently, MCC and other metrics may reach
better values than the previous one.

Moving deeper into the evaluation of the federated approach, Figure 9 shows the
performance in terms of accuracy achieved by each local model on the global test set at
the end of the learning process. It is worth noting that the test set is the same for each
model since its purpose is to fairly compare all the models. Figure 9 shows how the
aggregated model performs slightly better than the local models. Indeed, the accuracy of
the aggregated model is equal to 90%, which is higher than that of each local model, of
87%, 88%, and 88%, respectively. It is worth noting that the results shown in Figure 9 refer
to the end of the federated learning process after all rounds have been addressed.
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Figure 10 shows the trend of the accuracy of the aggregated model during the rounds.
It is possible to note that during the beginning rounds, the model exhibited low accuracy,
confirming that the process needs more rounds to correctly merge the knowledge inside all
local models. Halfway through the federated learning process, the accuracy stabilized at
over 0.8, and reached the final value of 0.90 at the end of the process.
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All these results indicate that federated learning is a promising approach in a telemedicine
network for exploiting local knowledge on the network nodes, guaranteeing data privacy
by accepting only a small loss in performance when compared with centralized approaches.

6.4. Comparison with Traditional Machine Learning Approaches

To evaluate the efficacy of the proposed federated learning approach compared to
conventional methods, a comparative analysis was conducted by assessing our results
against performance measurements obtained from six traditional classifiers operating
on the same dataset. These classifiers are the best ones found in the original work of
Melillo et al. [29] and include the boosting meta-learning approach (AB), C4.5 decision tree,
artificial neural networks using a multilayer perceptron (MLP), naïve Bayes classifier (NB),
random forest (RF), and support vector machine (SVM).

The bar chart depicted in Figure 11 shows the performance outcomes of the afore-
mentioned classifiers and the federated classifier. The statistical measures of accuracy,
sensitivity, and specificity were obtained from the study conducted by Melillo et al. [29].
Notably, these values have been rounded to the second decimal place. As we can see,
the federated approach obtains better performance in terms of accuracy with respect to
traditional approaches for predicting cardiovascular events. In contrast, specificity is less
compared to that of the majority of the other approaches, whereas the sensitivity of 96% is a
better result than that achieved by the traditional classifiers. In particular, the sensitivity of
the proposed federated scenario is almost doubled with respect to MLP, and it also shows a
considerable gain with respect to the other approaches, which reach the highest value of
71%. Sensitivity, as previously mentioned, is regarded as being among the most important
metrics for medical studies since it is desirable to miss as few positive instances as possible.
Thus, the proposed federated approach can be considered a good choice for implementing
AI-based applications in the healthcare domain.
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6.5. Discussion

The performance results achieved by the federated model can be considered satisfac-
tory since the overall results reach a good level in terms of accuracy and other metrics. They
also have a higher degree of cost effectiveness than the centralized mode, which guarantees
superior performance in classification tasks. However, it must be emphasized that in the
centralized mode, all data must be transferred from their respective storage nodes to the
designated node responsible for the learning process. Consequently, this undertaking
introduces an inherent element of risk concerning data security and privacy.

The centralized approach clearly necessitates the transfer of 100% of the data across
nodes, consolidating it in a single central node. In contrast, the federated approach bypasses
the transfer of even a single raw data byte. Instead, it involves the transfer of federated
views, effectively mitigating any potential privacy risks associated with handling the data.
For the sake of the truth, we have to underline that the federated approach can introduce
communication cost issues while sharing the neural network parameters; these issues were
evaluated and addressed in [29,30].

Our results highlight a trade-off between performance and security, shown in Figure 12,
which visually describes the relationship between these two aspects for a generic predictive
model. The figure defines a qualitative visual space delimited by the projection of privacy
and performance. The figure does not define quantitative values since the purpose is only
to provide a simple and immediate tool for centralized and federated model comparison.
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The upper-right quadrant illustrates this trade-off in a conventional predictive model
based on a centralized approach, characterized by robust performance metrics but with high
exposure to privacy risks. In contrast, within the federated perspective, performance levels,
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while commendable, do not rise to the heights of centralized models but are accompanied
by significantly lower, nearly negligible, privacy risk. Our research aims at the lower
right quadrant, where performance metrics approach those of centralized models while
maintaining minimal privacy risk.

Another important consideration is the training time. As shown in Figure 8, the
federated model shows commendable results in terms of classification performance when
compared to the centralized model. However, the temporal disparity must be emphasized;
the aggregated federated model requires a longer time commitment of 3 to 7 days, as
opposed to the 7 to 24 h required by the centralized model. This temporal discrepancy is
due to the need to go through numerous rounds to achieve convergence in the aggregated
federated model.

7. Conclusions

The paper has presented a federated learning approach to support the decision-making
process for ICU patients in a network of European telemedicine. A network of federated
healthcare organizations evaluates the goodness of the results to show how the knowledge
of every single organization spreads among all the federation members by improving the
reliability of the local model as a prediction test. Finally, traditional metrics quantify the
performance of the proposed approach compared with the centralized one.

The results confirm that the FL approach can significantly support the decision-making
process for ICU patients in distributed networks of federated healthcare organizations.

The proposed approach’s main limitation is the global model’s decreasing performance
as the number of clients increases. As shown in Figure 9, the local models have a lower
accuracy level than the global models. While these results may appear acceptable when
dealing with a few clients, they become increasingly unfavorable when the number of
clients exceeds ten.

To ensure a more robust validation of the approach, it is imperative to increase the
number of clients involved in the training process and to use a larger dataset that includes
heterogeneous data information.

Future works will address the issues faced during the experiments concerning the
number and trustworthiness of clients and dataset dimensions, such as:

(1) Evaluation of the impact of new clients: It is essential to evaluate the solution with
a more significant number of clients and, in addition, define a way to establish the
trustworthiness of a new client involved in the initial training process.

(2) Evaluation of a larger dataset: The second issue will assess the learning process with
a larger dataset.
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