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Abstract: Channel estimation is a critical component in orthogonal frequency division multiplexing
(OFDM) systems for ensuring reliable wireless communication. In this study, we propose a fast super-
resolution convolutional neural network (FSRCNN) model for channel estimation, designed to reduce
computational complexity while maintaining high estimation accuracy. The proposed FSRCNN
model incorporates modifications such as replacing linear interpolation with zero padding and
leveraging a new fast CNN architecture to estimate channel coefficients. Our numerical experiments
and simulations demonstrate that the FSRCNN model significantly outperforms traditional methods,
such as least square (LS) and linear minimum mean square error (LMMSE), in terms of mean square
error (MSE) across various signal-to-noise ratios (SNRs). Specifically, the FSRCNN model achieves
MSE values comparable to MMSE estimation, particularly at higher SNRs, while maintaining lower
computational complexity. At an SNR of 20 dB, the FSRCNN model shows a notable improvement
in MSE performance compared to the ChannelNet and LS methods. The proposed model also
demonstrates robust performance across different SNR levels, with optimal results observed when
the training SNR is close to the operating SNR. These findings validate the effectiveness of the
FSRCNN model in providing a low-complexity, high-accuracy alternative for channel estimation,
making it suitable for real-time applications and devices with limited computational resources. This
advancement holds significant promise for enhancing the reliability and efficiency of current and
future wireless communication networks.

Keywords: OFDM; channel estimation; deep learning; FSRCNN; MSE

1. Introduction

The exponential growth in wireless data traffic, driven by the proliferation of smart de-
vices and the increasing demand for high-speed, low-latency communication, has spurred
the development of fifth-generation (5G) networks. These networks aim to deliver signifi-
cantly enhanced performance compared to their predecessors, offering higher data rates,
improved reliability, and lower latency. However, as the limitations of 5G begin to surface,
particularly in handling extreme connectivity and mobility scenarios, there is a growing
focus on beyond 5G (B5G) technologies, which promise to push the boundaries of wireless
communication even further. The introduction of 5G and the subsequent exploration of
B5G technologies bring about new challenges in the design and implementation of wireless
communication systems. Among these challenges, channel estimation emerges as a critical
area of focus. Effective channel estimation is essential for achieving reliable communication,
especially in the context of massive multiple-input multiple-output (MIMO) systems and
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millimeter-wave (mmWave) frequencies, both of which are central to 5G and B5G networks.
Traditional channel estimation methods, such as LS and MMSE, while effective in previ-
ous generations, struggle to meet the demands of the high-mobility and high-frequency
environments characteristic of 5G and beyond networks.

In the field of wireless communication, channel estimation stands as a pivotal com-
ponent, essential for the reliable transmission and reception of signals [1]. As wireless
networks grow increasingly complex and demand higher data rates, traditional channel
estimation methods face challenges in terms of accuracy and efficiency [2,3]. This is where
deep learning, an advanced branch of machine learning, presents a groundbreaking ap-
proach. Deep learning techniques, renowned for their ability to discern intricate patterns
and dependencies in large datasets, offer a novel paradigm in channel estimation [4,5].
Unlike conventional algorithms, which often rely on simplified statistical models and can
struggle with the dynamic and complex nature of wireless channels, deep learning models
are capable of adapting to these complexities [6]. They can efficiently process vast amounts
of channel data, learning from the environment to accurately predict channel characteristics.
The application of deep learning in channel estimation represents a significant shift from
traditional methods. These techniques enable more accurate predictions of channel states,
even in scenarios with high mobility or rapidly fluctuating conditions. This advancement
is crucial not only for enhancing the performance of current wireless networks but also for
paving the way for future technologies where adaptive and intelligent network manage-
ment becomes indispensable. Incorporating deep learning into channel estimation offers a
promising avenue for addressing the limitations of existing methods [7]. This approach has
the potential to significantly improve the efficiency, reliability, and overall performance of
wireless communication systems.

Achievement of the desired performance in wireless communication requires accurate
channel state information (CSI). Channel estimation is a bit of a challenging task due to the
limited observation of the high-dimensional channel. There are two types of approaches
used to estimate the channel: Time Division Duplexing (TDD) and Frequency Division
Duplexing (FDD). In TDD, the system relies on the assumption of channel reciprocity
between both the uplink and the downlink channel due to the same frequency band,
whereas in FDD, both uplink and downlink channels have different frequencies. Due to
different bands, the downlink channel is neither the same nor can it be inferred from the
uplink channel without any downlink training [8–10]. The CSI is obtained by exploiting
the channel sparsity of mmWave frequencies, which is addressed by authors in [11,12].
By representing the channel in a parametric model, only the angles of departure/arrival
(AoD/AoA) of the strong path and corresponding channel gains can be used to obtain
CSI discussed in [13,14] instead of estimating the whole channel. An adaptive compressed
sensing algorithm is proposed based on the angular sparsity of the mmWave channel. Due
to the high scattering path in the mmWave channel, the system requires more resources to
obtain the desired resolution which complicates the system [11,15].

In [16], the author introduced a joint hybrid-field channel estimation scheme that
does not differentiate between far-field and near-field channels. The author employed the
Simultaneous Weighted Orthogonal Matching Pursuit (SWOMP) algorithm to effectively
estimate the hybrid-field channels even when the sparsity is unknown. To address the
high computational complexity typically associated with matrix inversion operations, they
proposed using the “Woodbury” transformation method and further refined the approach
using a low-complexity SWOMP (LC-SWOMP) algorithm based on the Gauss–Seidel
iterative method.

2. Related Work

In recent years, significant research has focused on improving channel estimation
techniques to meet the stringent requirements of 5G and beyond networks. These ad-
vancements are driven by the need for higher data rates, lower latency, and more reliable
connections in increasingly complex wireless environments. One of the key challenges
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in communication networks is the need to handle massive MIMO systems, where tra-
ditional channel estimation methods often fall short due to the high dimensionality
and rapidly varying channel conditions. To tackle this situation, deep learning has
emerged as a powerful tool, offering innovative solutions that outperform conventional
techniques in several aspects.

In 2024 [17], an approach was introduced to tackle the challenge of beamspace channel
estimation, which arises due to the limited number of RF chains compared to the large
number of transmit/receive antennas. The SL-AMP network was designed to pre-learn the
prior parameters of the beamspace channel using a Bernoulli Gaussian mixture distribution.
The network was further enhanced by leveraging Wasserstein Generative Adversarial
Networks (GANs) to generate channel samples for training, which helps in overcoming
the issue of insufficient training data. The proposed network achieved better performance
with reduced training complexity compared to existing methods, making it a valuable
contribution to mmWave communications. In 2021 [18], a deep learning-assisted channel
estimation framework was proposed specifically designed for MIMO-OFDM systems in 5G
and beyond networks. The authors introduced a novel architecture that leverages machine
learning techniques, particularly deep learning models like CNN, FDNN, and bi-LSTM, to
enhance channel estimation accuracy. The study compares traditional methods like LS and
LMMSE estimation with the proposed deep learning models. It is found that the bi-LSTM
model significantly improves estimation accuracy by effectively capturing time-varying
and frequency-selective characteristics of the 5G channels. The research demonstrates
that deep learning-based approaches can outperform conventional methods, especially
in environments with high mobility and Doppler effects. In 2023 [19], the integration of
deep learning with advanced channel estimation techniques in 5G and beyond networks
was explored, particularly focusing on the challenges posed by high mobility and fre-
quency selectivity. The study introduced innovative neural network architectures tailored
for massive MIMO systems operating in complex environments. The authors conducted
extensive simulations and show that the proposed deep learning models, including hybrid
approaches combining different network architectures, provided superior performance in
terms of MSE and bit error rate (BER) compared to traditional estimation methods. The
research highlighted the potential of deep learning to adapt to dynamic channel conditions,
making it a robust solution for next-generation wireless networks. On the other hand, Deep
Learning (DL) has also gained much attention in communication systems. In 2018 [20],
CsiNet, a deep learning-based CSI sensing and recovery mechanism for massive MIMO
systems, was presented. This innovative approach used a deep neural network to transform
CSI into a compressed representation, significantly improving reconstruction quality and
reducing time complexity compared to traditional compressive sensing methods. CsiNet
demonstrated its effectiveness even in low compression ratios, highlighting its potential
for efficient and accurate CSI feedback in massive MIMO systems. In 2019 [21], a deep
learning-based channel estimation technique for OFDM systems was demonstrated. The
authors modeled the time-frequency response of fast fading channels as 2D images. They
used deep image processing techniques, specifically image super-resolution (SR) and image
restoration (IR), to enhance channel estimation. The proposed method showed perfor-
mance comparable to MMSE estimation, outperforming an approximation to linear MMSE.
This work contributes to the field by efficiently applying image processing algorithms in
deep learning for improved channel estimation in communication systems. In 2020 [22],
TS-ChannelNet, a deep learning-aided temporal spectral channel network for channel
estimation in vehicular communications using IEEE 802.11p, was presented. This approach,
inspired by image super-resolution techniques, used a two-phase process involving an
Average Decision-Directed Estimation with Time Truncation (ADD-TT) and a Super Reso-
lution Convolutional Long Short-Term Memory (SR-ConvLSTM) network. The method
demonstrated significant performance gains over existing methods, particularly in high
signal–noise-ratio regions, offering a robust solution for accurate channel estimation in
high-speed vehicular scenarios. Furthermore, in 2022 [23], a deep learning-based weighted
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interpolation (WI) estimator was introduced for channel estimation in vehicular communi-
cations, specifically for the IEEE 802.11p standard. The study proposed a novel approach
that modified pilot allocation to achieve higher transmission data rates. It demonstrated
that the developed estimator significantly outperforms existing deep learning-based frame-
by-frame estimators in various vehicular scenarios while also reducing computational
complexity. This work represents a substantial advancement in robust and efficient channel
estimation for high-mobility vehicular environments. Recently, in 2023 [24], a novel Bi-
RNN-based channel estimation scheme was introduced for doubly selective environments,
particularly for high-mobility communications using Bi-RNN networks. This scheme
significantly outperformed the state-of-the-art CNN-based channel estimators in various
mobility scenarios while also considerably reducing computational complexity. The paper
demonstrates the effectiveness of the Bi-RNN approach, emphasizing its superiority in
terms of performance and lower computational demand, making it a promising alternative
for accurate and efficient channel estimation in high mobility scenarios.

Table 1 highlights the key aspects of related work such as methodology, techniques,
performance metrics, and computational complexity.

Table 1. Novelty analysis.

Year Method/Technique Key Features Performance
Metrics Results/Outcomes Novel Contributions

2019 [21]

Combines Image
Super-Resolution
and Image
Restoration
Techniques

Enhanced channel
estimation by
leveraging image
processing techniques

MSE,
Computational
Complexity

Achieves comparable
performance to MMSE,
efficient in low-SNR
scenarios

Integrates deep
learning with
traditional image
processing techniques
for better channel
estimation

2023 [17]

Learned
Approximate
Message Passing
Network

Near-field channel
estimation for
XL-MIMO systems

Normalized
MSE (NMSE),
Computational
Complexity

Efficient estimation
with lower complexity

Uses AMP-based
learning for near-field
channels

2024 [25]
ADMM-Based
Channel Estimation
for XL-MIMO

Alternating Direction
Method of Multipliers
(ADMM)

NMSE,
Computational
Time

Effective estimation
with reduced pilot
overhead

ADMM approach for
reducing pilot
overhead in XL-MIMO
systems

2024 [16]
SWOMP Algorithm
for Hybrid-Field
Channel Estimation

Joint near-field and
far-field estimation;
Low complexity

NMSE, SNR
High accuracy in
hybrid-field channels;
Reduced complexity

Introduces a joint
hybrid-field channel
estimation using
SWOMP

Our Work FSRCNN-Based
Channel Estimation

Fast super-resolution
CNN; High mobility
and SNR scenarios

MSE, SNR,
BER

Superior performance
in high-mobility
scenarios; Real-time
applicability

Novel application of
FSRCNN for channel
estimation in 5G/B5G

In this work, we propose low-complexity super resolution-based CNN used for esti-
mating fast-fading channels in OFDM systems. The proposed modifications also include
replacing linear interpolation with zero padding. We also propose to apply the new fast
CNN model to estimate the channel coefficients. These changes significantly reduce the
computational complexity of the estimation process and improved MSE as well. Numerical
results confirm that the proposed modifications achieve an MSE performance comparable
to that of linear minimum MSE estimation. This paper makes several significant contribu-
tions to the field of channel estimation for 5G and beyond networks, particularly through
the application of deep learning techniques:

I. Development of a Novel Deep Learning-Based Channel Estimation Framework:
We propose a FSRCNN tailored for channel estimation in 5G and beyond net-
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works. This framework effectively addresses the challenges posed by high-mobility
and high-frequency environments, offering a robust solution for modern wireless
communication systems.

II. Enhanced Accuracy and Robustness in High-Mobility Scenarios: Our FSRCNN-
based method significantly improves the accuracy of channel estimation, par-
ticularly in scenarios with high Doppler shifts and frequency selectivity, where
traditional methods such as LS and MMSE estimation often struggle.

III. Comprehensive Comparative Analysis: We conduct extensive simulations com-
paring the performance of our proposed method against conventional channel
estimation techniques. The results demonstrate superior performance in terms of
MSE, highlighting the practical benefits of our approach.

IV. Scalability to Future Wireless Networks: The proposed FSRCNN framework is
designed with scalability in mind, making it adaptable to future wireless commu-
nication systems, including beyond 5G (B5G) and 6G networks. This adaptability
ensures that the framework remains relevant as wireless technologies continue to
evolve.

Tables 2 and 3 present a comprehensive summary of the abbreviations and parameters
that are integral to this article, serving as a valuable reference for understanding the
technical terminology and key metrics.

Table 2. List of Abbreviations.

Acronyms Definitions

MMSE Minimum Mean Square Error

LS Least Square

CNN Convolutional Neural Network

SISO Single-Input Single-Output

OFDM Orthogonal Frequency Division Multiplexing

CSI Channel State Information

SNR Signal-to-Noise Ratio

SRCNN Super-Resolution Convolution Neural Network

FSRCNN Fast Super-Resolution Neural Network

Table 3. List of Parameters.

List of Parameters Their Descriptions

Nc Number of Subcarriers

Nt Number of time slots

j jth time slot

i ith subcarrier

Sij Transmitted Symbols

Hij Channel Coefficient at ith and jth locations

H Channel matrix

h Vectorized H

hp Vectorized H at pilot location

Nij White Gaussian Noise

σ2 Noise Variance
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Table 3. Cont.

List of Parameters Their Descriptions

Yij Received Signal

Np Number of Pilots

ĥ
LS
p

Estimated Channel Coefficient at pilot location using Least Squares
estimator in vector form

yp Vectorized Received Symbol at pilot locations

CMMSE MMSE Estimator

ĥ
MMSE Estimated Channel using MMSE

ε Mean Square Error

Rhp Autocorrelation matrix of hp

Rh,hp

Cross-Correlation of all channel coefficients in the subframe
h ≜ vectorize{H} and the channel coefficients at only pilot positions in the
subframe hp

ε Mean Squared Error

3. Conventional Methods

We consider single-input single-output (SISO) OFDM in which the subframe size is
Nc × Nt where Nt is the total number of time slots and Nc is the total number of subcarriers.
For the jth time slot and the ith subcarrier, the received signal is given by

Yij = HijSij + Nij (1)

where Sij is the transmitted symbol, channel coefficient Hij is the (i, j) element of channel
matrix H ∈Nc×Nt , which contains channel coefficients of all subcarriers and time slots for
the subframe, and Nij is a white Gaussian noise symbol with zero mean and variance σ2.
To estimate channel coefficients, conventional methods are least squares (LS) and linear
minimum mean square error (LMMSE) estimates. Both are used as a reference in our work.

For given Np < NcNt pilot symbols, the LS estimate of the channel coefficients at pilot
positions in the subframe is obtained by solving

ĥ
LS
p = min

h∈CNp×1

∥∥∥yp − diag{h}sp

∥∥∥2
(2)

where sp is an Np × 1 vector of pilot symbols, yp is an Np × 1 vector of received symbols,
and diag{h} is a diagonal matrix whose diagonal entries are obtained from channel vector
h, which contains the channel coefficients of pilots. The complexity of LS, which comes
mainly from the solving of (2), is low, and channel statistics are not required for LS. To
obtain an estimate of the remaining channel coefficients in the current OFDM subframe,
interpolation can be applied.

After the LS estimates are obtained, they can be used to calculate the LMMSE estimates
of the channel coefficients for all symbols in the subframe as follows:

ĥ
MMSE

= CMMSEĥ
LS
p (3)

where the NcNt × Np filter matrix is

CMMSE = Rh,hp

(
Rhp + σ2 I

)−1
(4)

The Np × Np autocorrelation matrix for hp is denoted by Rhp = E
[
hph∗

p

]
, the NcNt × Np

cross-correlation matrix Rh,hp = E
[
hh∗

p

]
between all channel coefficients in the subframe



J. Sens. Actuator Netw. 2024, 13, 55 7 of 17

h ≜ vectorize{H} and the channel coefficients at only pilot positions in the subframe hp,
and I is an identity matrix. The accuracy of the estimate can be measured by the mean
square error given by

ε = E
[∥∥∥CMMSEĥ

LS
p

∥∥∥2
]

(5)

LMMSE estimation is computationally complex due to inversion of a large matrix and
requires channel and noise statistics unlike the LS estimation.

4. Motivation for Using CNNs in Applications for Channel Estimation

A deep learning-based channel estimator is proposed in [21] to acquire the time-
frequency channel response from available pilots. It is a data-driven approach. Traditional
channel estimation methods often rely on assumptions about the channel model. CNNs, by
learning directly from the data, can provide more accurate estimates by capturing complex
relationships and patterns.

i. Feature Extraction Capabilities: CNN are highly effective at automatically extract-
ing features from data, particularly images. In the context of channel estimation,
the channel state information can be treated as an image where spatial correlations
and patterns are present. CNNs can effectively capture these patterns.

ii. Spatial Invariance: CNNs are designed to recognize patterns regardless of their
position in the input image. This property is known as spatial invariance. For
channel estimation, this means that CNNs can detect important features such as
signal strength variations and interference patterns consistently across different
regions of the input data.

iii. Robustness to Noise by Learning Local Patterns: The use of convolutional layers
enables CNNs to learn local patterns efficiently. In wireless communications, local
variations in the channel characteristics can significantly affect performance. CNNs
can learn these local variations through filters that capture local dependencies,
leading to more accurate channel estimation. The ability of CNNs to filter out noise
while preserving important features improves the reliability of channel estimation.

5. Proposed Fast Super-Resolution Convolutional Neural Network (FSRCNN)

To enhance the performance by overcoming the limitations of SRCNN, we adapted
a modified version of SRCNN. By utilizing a deeper but narrower network architecture,
FSRCNN enhances feature extraction capabilities. FSRCNN employs a more efficient
upsampling strategy, reducing the need for extensive pre-processing and enabling faster
inference times. This makes FSRCNN more suitable for real-time applications and devices
with limited computational resources [26].

Architecture of FSRCNN

FSRCNN is designed to enhance the efficiency and speed of image super-resolution
tasks while maintaining high-quality output. Figure 1 represents the detailed structure of
FSRCNN as discussed earlier. Below is a detailed breakdown of its architecture.
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I. Input Layer: A low-resolution image fed directly into the network without any
pre-processing upscaling step. This input is represented by a tensor of shape (H, W,
C), where H and W are the height and width of the image and C is the number of
color channels.

II. Feature Extraction Layer: The first layer of FSRCNN performs convolution to
extract initial features from the input image. A Parametric Rectified Linear Unit
(PReLU) activation function is applied to introduce non-linearity and help the
network learn more complex features.

Output = PReLU(Conv(X)) (6)

III. Shrinking Layer: A second convolution layer reduces the dimensionality of the fea-
ture maps to decrease computational complexity while retaining essential information.

Output = PReLU(Convshrink(X)) (7)

IV. Mapping Layers: These layers perform the mapping from low-resolution to high-
resolution feature space. Multiple convolution layers are used here to transform the
shrunken feature maps. Each layer is followed by a PReLU activation.

Output = PReLU
(
Convmap1

(
PReLU

(
Convmap2(· · · )

)))
(8)

V. Expanding Layer: A convolution layer increases the dimensionality of the feature
maps back to a higher resolution, preparing the data for the final deconvolution step.

Output = PReLU
(

Convexpand(X)
)

(9)

VI. Deconvolution Layer: This final layer performs the upscaling to convert the low-
resolution feature maps into high-resolution images.

Output = Deconv(X) (10)

6. System Model

In this work, we proposed a DL-based channel estimation by deploying fast super-
resolution. We propose to reduce the simplified channel estimation as shown in Figure 2a,b.
FSRCNN is trained using the LS estimates of the pilot marked by P in Figure 2b. The
remaining inputs are padded by zero. A properly trained FSRCNN should be able to learn
the channel coefficients directly from the received pilots without interpolated symbols.
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Complexity Discussion

The complexity analysis for SRCNN and DnCNN including LMMSE is calculated in
this section. The parameter for each layer is summarized in Table 4.

Table 4. Structures of different CNNs.

SRCNN:
Filter SizeLayers

1 64 × (9 × 9 × 2)
2 32 × (1 × 1 × 64)
3 2 × (5 × 5 × 32)

DnCNN:
Filter SizeLayers

1 64 × (3 × 3 × 2)
2~19 64 × (3 × 3 × 64)

20 2 × (3 × 3 × 64)

FSRCNN:
Filter SizeLayers

1 56 × (5 × 5 × 2)
2 12 × (1 × 1 × 56)

3~6 12 × (3 × 3 × 12)
7 56 × (1 × 1 × 12)
8 2 × (9 × 9 × 56)

The complexity of convolution layer which is computed by height H, width W, length
of filter F and the number of input and output features maps denoted as Ni and No,
respectively, can be given by Equation (11) [27]:

CConL = O(HWF2Ni No) (11)

So, the complexity of SRCNN is given by Equation (12):

CSRCNN = O
(

NcNt

(
92 × 2 × 64 + 12 × 32 × 64 + 52 × 32 × 2

))
, (12)

and the complexity of DnCNN and the output layer becomes approximately as in
Equation (13),

CDnCNN = O
(

NcNt

(
32 × 2 × 64 × 2 + 12 × 64 × 64 × 18

))
(13)

The complexity of linear interpolation is given by Equation (14),

CLinInter = O(NcNt) (14)

The total time complexity of the ChannelNet is given by Equation (15),

CChannelNet = CSRCNN + CDnCNN + CLinInter
CChannelNet = O(NcNt(64 × 219)) + O(NcNt(66 × 1152)) + O(NcNt)

(15)

The complexity of the LMMSE method can be analyzed by estimating the number of
multiplication and addition requirements which can be given by Equation (17),

CMulti_LMMSE = O
(

N3
p

)
+ NcNt × N2

p + NcNt × Np (16)

CLMMSE = O
(

N3
p

)
+ N2

p + NcNt ×
(

Np − 1
)
+ NcNt ×

(
Np − 1

)
(17)
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Thus, the computational complexity of the LMMSE method is dominated by the matrix
inversion step, which requires O

(
N3

p

)
operations, and the matrix multiplications, making

the method computationally intensive for large matrices.
In the proposed method, FSRCNN is adapted. So, the complexity of the proposed

model is equal to CFSRCNN .

CFSRCNN = O
(

NcNt

(
52 × 2 × 56 + 122 × 9 × 4 + 12 × 56 + 92 × 56 × 1 × (1/9)

))
(18)

When using a combination of DnCNN and SRCNN, the overall computational com-
plexity is determined by the cumulative FLOPs of both models which are computed during
simulation. This combined approach, while potentially more accurate and effective in
certain applications, significantly increases the computational demand compared to using
FSRCNN with interpolation and FSRCNN alone.

SRCNN involves fewer layers but larger filters, resulting in substantial computational
requirements for each operation. DnCNN incorporates many layers with smaller filters and
batch normalization, which increases the model complexity and computational load due to
the depth of the network. The proposed method simplifies the system architecture, resulting
in lower computational complexity and faster processing times as shown in Figure 3 in
terms of MSE execution time. The combined use of SRCNN and DnCNN significantly
increases both the number of parameters and computational complexity compared to using
SRCNN and FSRCNN alone.
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7. Results and Discussions

In this section, we train the network and evaluate the MSE across a range of SNRs,
comparing the results with widely used baseline algorithms. The simulation parameter
is discussed in Table 5. The setup involves a single antenna at both the transmitter
and receiver.

For channel modeling and pilot transmission, we utilize the well-known Vienna
LTE-A simulator developed by the University of Vienna [28]. The dataset is divided into
32,000 channels for training, 4000 channels for testing, and 4000 channels for validation.
Consistent with LTE standards, each simulation frame comprises 14 time slots with 72 sub-
carriers. We consider the VehicularA (VehA) channel model, which represents a long delay
spread environment, at a carrier frequency of 2.1 GHz. The user equipment (UE) speed is
set at 50 km/h.
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Table 5. Key Simulation Parameters for the Experiment.

Simulation Parameters Values

Subcarriers 72

Time slots 14

Carrier frequency 2.1 GHz

UE speed 50 km/h

Learning rate 0.001

Training SNR 12 dB and 22 dB

Testing SNR 0 dB to 30 dB

Pilot length 48

Optimizer Adam

Optimizer parameter beta 1 0.99

Optimizer parameter beta 2 0.999

To implement the proposed scheme, we use Keras and Tensorflow with a batch size
of 128 and a training rate of 0.001 for 50 epochs. For numerical results, the VehA channel
data set from GitHub [29] is used. One-ninth of the data set is used for testing, while the
rest is used for training. Each OFDM frame consists of 14 time slots and 72 subcarriers
with 48 pilot symbols. The performance of the ideal MMSE and LS estimations is used as
a reference. MSE of various channel estimation schemes is shown in Figure 4. The ideal
MMSE estimate provides the lower bound, whereas the LS estimates with interpolation
offer the upper bound. Our CNN model is trained and tested for SNR 12 dB to 22 dB. The
input to the model is the LS channel estimates. The result in Figure 4a,b shows that MSE
decreases with SNR during the testing phase as expected. In Figure 4a, the MSE for SRCNN
with zero padding and the proposed CNN with zero padding are compared. The proposed
model performs similarly to the MMSE for an SNR below 15 dB when trained at a low SNR
of 12 dB. For testing the sSNR greater than or equal to 20 dB, the performance of the model
trained for a high SNR of 22 dB is the best. The model performs well when the SNR at which
it was trained is close to the operating SNR. MSE performance degrades when the difference
between the operating and training SNRs is large. Satisfactory performance close to MMSE
performance is achieved when the SNR is low. Figure 4a shows the MSE vs. SNR curves
for different CNNs including FSRCNN as proposed (12 dB and 22 dB) and SRCNN zero
padding (12 dB and 22 dB). Figure 4b shows the MSE vs. SNR curves for various methods
including LS MMSE, LS Interp, ChannelNet (12 dB and 22 dB), and the proposed network
(12 dB and 22 dB). The curves demonstrate that the proposed network achieves lower MSE
compared to traditional LS methods and ChannelNet at different SNR levels. Specifically,
the proposed FSRCNN and the generalized approach show improved performance over
ChannelNet, particularly at higher SNRs. The results indicate that the proposed schemes
effectively reduce MSE, validating their superiority over existing methods.

The proposed FSRCNN model is designed to balance computational efficiency with es-
timation accuracy, making it suitable for real-time applications in 5G and beyond networks.
When compared to the optimal non-linear estimators such as the MMSE, our method
achieves performance close to the MMSE, particularly at higher SNR levels, as indicated by
the MSE results presented in Figures 4 and 5. The MMSE estimator represents a theoretical
bound In terms of estimation accuracy, as it minimizes the MSE under the assumption of
perfect knowledge of channel and noise statistics. However, the computational complexity
of MMSE, which involves large matrix inversions, makes it less practical for real-time
implementations, especially in high-dimensional scenarios typical of massive MIMO.
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with state of the art and other tradition techniques.

In contrast, the FSRCNN model reduces this complexity significantly by avoiding
matrix inversions and leveraging the power of deep learning to approximate the channel
characteristics. While it may not always achieve the absolute minimum MSE that the
MMSE offers, it provides a practical trade-off between accuracy and computational
load, making it a viable alternative in scenarios where real-time processing and resource
constraints are critical.

Figure 5 shows the real part of the channel estimates for the 72 subcarriers in four
different time slots, which are the zeroth, fourth, eighth, and twelfth. Estimates are obtained
from different methods and compared with the real part of the actual channel response.
Note that within each timeslot, the channel is assumed unchanged. The MMSE estimator
shown in purple dots yields a close estimate to the actual response shown by solid blue
lines. The orange dot which represents our proposed method estimates very close to the
perfect channel.

Figure 5 illustrates the performance of our proposed FSRCNN-based channel estima-
tion method in a high-mobility scenario. The results clearly demonstrate the superiority
of our approach, particularly in terms of MSE reduction as the SNR increases. Compared
to traditional methods including LS with interpolation and LS MMSE, our approach sig-
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nificantly improves channel estimation accuracy, which is crucial for maintaining reliable
communication in dynamic environments. The enhanced performance is attributed to
the deep learning architecture’s ability to learn and adapt to complex channel conditions,
including high Doppler shifts and frequency selectivity.
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Figure 6 illustrates the MSE performance of three different methods, ChannelNet,
the proposed one, and Ideal MMSE, by varying numbers of pilots. To demonstrate the
performance of the proposed algorithm, simulations are conducted with various numbers
of pilots at an SNR level of 20 dB. As the number of pilots increases from 8 to 48, all
three methods demonstrate a decrease in Mean Square Error, indicating improved per-
formance. The Ideal MMSE method consistently achieves the lowest MSE across all pilot
numbers, showing its superior accuracy. The proposed method follows, exhibiting better
performance than ChannelNet. This comparative analysis highlights the efficiency of the
proposed method in reducing MSE as the number of pilots increases with lower complexity.
Figure 6 further highlights the robustness of our approach by comparing its performance
across different SNR levels with other conventional methods and the deep learning ap-
proach ChannelNet (state of the art). The results confirm that our FSRCNN-based method
consistently outperforms traditional linear and non-linear estimators, even under varying
channel conditions. This is particularly evident when comparing our results with those
shown in Figure 4, where the conventional approach struggles to maintain accuracy in
high-mobility scenarios. Comparative analysis clearly indicates that our method not only
achieves better performance but also offers a more reliable solution for channel estimation.
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8. Conclusions

In this study, we proposed a novel FSRCNN model for channel estimation in OFDM
systems, aimed at reducing computational complexity while maintaining high estimation
accuracy. The modifications include replacing linear interpolation with zero padding and
applying a new fast CNN model to estimate channel coefficients. Our extensive numerical
experiments and simulations demonstrated that the proposed FSRCNN model significantly
outperforms traditional methods, such as LS and LMMSE, in terms of MSE SNRs. Specifi-
cally, the proposed FSRCNN model shows performance comparable to MMSE estimation,
particularly at higher SNRs, while maintaining lower computational complexity. The key
findings from our results are as follows: the proposed FSRCNN model achieves lower
MSE compared to traditional LS methods and the ChannelNet at different SNR levels,
indicating the model’s superior accuracy in estimating channel states. Additionally, the
FSRCNN model demonstrates reduced computational complexity compared to traditional
LMMSE and the combined SRCNN and DnCNN approaches, making it suitable for real-
time applications and devices with limited computational resources. Furthermore, the
FSRCNN model performs well across different SNR levels, with the best performance
observed when the training SNR is close to the operating SNR, ensuring reliable chan-
nel estimation under varying conditions. The proposed model consistently outperforms
ChannelNet, particularly in high SNR regions, validating the effectiveness of the modifi-
cations in improving channel estimation accuracy. In conclusion, the proposed FSRCNN
model offers a promising solution for efficient and accurate channel estimation in wireless
communication systems, addressing the limitations of existing methods by providing a
low-complexity alternative that does not compromise on performance. This advancement
has significant implications for enhancing the reliability and efficiency of current and future
wireless networks.

9. Future Scope

While this research made significant strides in advancing channel estimation tech-
niques for 5G and beyond networks, several avenues for future exploration remain. One
promising direction is the application of the FSRCNN-based framework to more diverse
and complex scenarios, such as ultra-dense networks and environments with extreme mo-
bility, which are anticipated to be characteristic of 6G networks. Additionally, enhancing the
robustness of the proposed method against varying channel conditions and imperfections
in real-world deployments is an important area for further investigation. Incorporating
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advanced deep learning architectures, such as transformers or attention mechanisms, could
improve the adaptability and accuracy of the model in dynamic environments.

Expanding the application of this framework to other aspects of wireless commu-
nication, such as resource allocation and interference management, presents an exciting
opportunity. Integrating the channel estimation process with other network optimization
tasks could lead to more efficient and intelligent communication systems. Moreover, as
B5G and 6G technologies continue to evolve, the scalability and generalizability of the
FSRCNN framework is crucial. Future research should explore its adaptability to emerging
technologies, including terahertz communication, reconfigurable intelligent surfaces (RIS),
and AI-driven network management systems. These advancements could further solidify
the role of deep learning in shaping the future of wireless communication.

10. Contribution to Sensor and Actuator Networks

The research presented in this paper makes a significant contribution to the field
of wireless sensor and actuator networks (WSANs), particularly in the context of next-
generation networks such as B5G. WSANs are crucial in various applications, including
smart cities, industrial automation, healthcare, and environmental monitoring, where reli-
able and efficient communication is essential. The development of a FSRCNN for channel
estimation directly addresses the challenges faced by WSANs in these demanding environ-
ments. The proposed FSRCNN framework enhances the underlying system architecture
of WSANs by improving the accuracy and robustness of channel estimation, which is
vital for maintaining reliable communication between sensors and actuators, especially in
high-mobility and high-frequency environments typical of 5G networks. This improvement
contributes to smarter and more intelligent sensing and actuation, as the framework’s
ability to adapt to dynamic channel conditions enables better decision-making processes
within the network, thereby enhancing overall efficiency and responsiveness.

Moreover, the scalability and robustness of the FSRCNN framework make it par-
ticularly well suited for large-scale deployments in Industry 4.0 environments, where
embedded wireless sensor and actuator systems are integral to automation and manufac-
turing processes. As WSANs continue to evolve with the integration of 5G and future
6G networks, the FSRCNN framework ensures that these systems can meet the rigorous
demands of next-generation applications, maintaining high-quality communication in
complex and rapidly changing environments. Additionally, by improving the accuracy of
channel predictions, this framework enhances the reliability and security of WSAN oper-
ations, which is crucial for critical applications such as healthcare and industrial control
systems. The implementation of the FSRCNN framework also provides valuable support
for experimental facilities and test beds designed to optimize WSAN performance, offer-
ing a robust method for simulating and testing these networks under various conditions.
Overall, this research aligns closely with the goals of advancing WSANs, particularly in
their integration with next-generation networks and their applications across diverse and
critical domains.
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