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Abstract: Customer churn prediction is very important for e-commerce enterprises to formulate
effective customer retention measures and implement successful marketing strategies. According to
the characteristics of longitudinal timelines and multidimensional data variables of B2C e-commerce
customers’ shopping behaviors, this paper proposes a loss prediction model based on the combination
of k-means customer segmentation and support vector machine (SVM) prediction. The method
divides customers into three categories and determines the core customer groups. The support vector
machine and logistic regression were compared to predict customer churn. The results show that each
prediction index after customer segmentation was significantly improved, which proves that k-means
clustering segmentation is necessary. The accuracy of the SVM prediction was higher than that of
the logistic regression prediction. These research results have significance for customer relationship
management of B2C e-commerce enterprises.
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1. Introduction

Customers are one of the most important assets of an enterprise, and they play a
very important role in improving the market competitiveness and performance of the
enterprise [1]. Amid fierce market competition, customers can easily choose among
numerous products or service providers [2]. Studies show that the cost of developing
a new customer is often higher than the cost of retaining an old customer [3]. If an
enterprise maintains a good relationship with customers for a long time, it will gain
more profits from existing customers. If the customer retention rate increases by 5%,
the net present value of the enterprise will increase by 25–95% [4]. When the customer
churn rate is reduced by 5%, the average profit margin of an enterprise will increase
by 25–85% [5,6]. In order to maintain market advantages, it has become important for
enterprises to determine how to make use of existing customer resources and avoid the
loss of existing customers [7].

Customer churn prediction techniques can be used to identify customers that may
be lost. Then, marketing strategies can be improved according to the forecast results.
Retention of existing customers can effectively prevent performance loss [8]. Datta et al.
proposed a framework for customer churn management that comprised data acquisi-
tion, business understanding, feature selection, a construction model, and a validation
model [9], this literature described CHAMP (CHurn Analysis, Modeling, and Prediction),
an automated system, and offered specific guiding methods for researching customer
churn management, which is significant. Jain et al. showed that in the highly competitive
telecom market, companies must analyze corporate behaviors to determine customer
loss and take effective measures to retain existing customers [10]. Research on churn pre-
diction was carried out in the telecom, banking, retail, and other industries. For example,
in the prediction of telecom customer churn, Coussement et al. examined the customers’
calling behavior, customer and operator’s interaction behavior, package subscription,
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account information, calling information, and demographic characteristics [11]. Loss
prediction was performed through algorithms, such as the logit model, simple linear
regression, k-nearest neighbors, decision tree, and artificial neural network [11–13]. For
the customer churn prediction, credit card information, transaction information, and
abnormal usage information have been used to predict customer churn through the logit
model and decision tree algorithm [14,15]. Online shopping is a common consumer shop-
ping mode. E-commerce enterprises constantly launch new products; market conditions
are constantly changing, and many e-commerce enterprises face the serious problem of
customer loss [11].

However, most of the studies on customer churn prediction are concentrated in the
telecom, banking, retail, and other industries, and there are few studies on customer
churn prediction in B2C e-commerce. Customers in the telecommunications and bank-
ing industries need to sign contracts with enterprises, which means the customers are
contractually bound. These enterprises can accurately identify customer churn. Online
shopping customers do not need to sign contracts with enterprises. The shopping behavior
of non-contractual customers is complicated, and the loss state is vague. E-commerce
enterprises often find it difficult to judge when and why their customers are lost and
whether it is worth retaining them. In addition, the shopping behavior dataset of B2C
e-commerce customers contains two types of data. The first type of data is the demographic
data of customer groups, such as age, gender, address, contact information, nationality,
and social class. E-commerce enterprises can easily obtain the data directly from their
database. The other kind of data is customer shopping behavior data, including shopping
time, purchase preparation, shopping intention, and attitude toward products [16], this
literature (Kotler and Keller) points out the research methods and direction for researchers
studying customer relationship management and plays an important role in classifying
data attributes. The behavioral data of B2C e-commerce customers are characterized by
longitudinal timeliness and multidimensional variables, and such data are usually stored
independently in the business database managed by enterprises [17,18]. B2C shopping
websites have an extensive variety and quantity of customer data, including customer
behavior information, such as shopping time, clicking on product pages, collecting goods,
adding to a shopping cart, and shopping frequency. These information variables may have
a better ability to predict customer churn. In the previous works on forecasting customer
churn in e-commerce, longitudinal behavior data and longitudinal timeliness of customers
are often ignored [19–21].

E-commerce enterprise managers can use big data and cloud computing to analyze
and model consumer behavior data by extracting all kinds of information as well as car-
rying out customer churn prediction research. This paper builds on existing research and
uses B2C e-enterprise, non-contractual customers, as the research object to analyze data
and information on shopping behavior. The k-means algorithm was used for customer
segmentation, and the random forest was used to select variable characteristics. Finally, a
machine learning algorithm was used to construct an erosion prediction model, and the
empirical results are discussed. This paper aims to provide B2C e-commerce enterprises
with a complete solution for customer segmentation and churn prediction and help enter-
prise managers realize customer relationship management that utilizes artificial intelligence
technologies. The ultimate goal is to formulate reasonable and effective customer retention
strategies and reduce operating costs for enterprises.

The rest of this paper is organized into five parts. The next section is the literature
review. Section 3 describes the research methods, including the introduction of the basic
principles of support vector machine (SVM) and logistic regression (LR). Section 4 presents
the empirical methodology, including data pretreatment, customer segmentation based on
k-means, feature selection based on random forest, and prediction evaluation indicators.
Section 5 presents the experimental results and discussion. Section 6 is the conclusion.
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2. Literature Review

The forecasting methods of customer churn can be summarized into three types:
forecasting methods based on traditional statistical analysis, prediction methods based
on machine learning, and prediction methods based on combinatorial classifiers. The
prediction methods based on traditional statistical analysis mainly include linear discrim-
inant analysis, the naive Bayesian model, cluster analysis, and logistic regression. For
example, Pınar et al. used a naive Bayes classifier to predict customer churn of a tele-
com company in 2011. Their results showed that the average call duration of customers
was strongly correlated with customer churn [22]. Renjith et al. predicted e-commerce
customer churn by logistic regression and proposed a personalized customer retention
strategy using machine learning [23]. Caignya et al. combined logistic regression and a
decision tree to predict customer churn in the telecom industry [24]. In these studies, tradi-
tional statistical analysis methods were used for prediction, and the prediction model had
strong interpretability. However, these methods have a limitation while dealing with big
data and multidimensional variable data; the prediction performance was not obvious in
these cases.

Prediction methods based on machine learning mainly include decision trees, the
support vector machine, and artificial neural networks, among others. For example,
Neslin et al. stated that decision trees are widely used in practical customer churn prediction.
The decision tree algorithm can be applied as the basic model of loss prediction [25].
Zhang et al. used the C5.0 decision tree to predict the loss of postal short message service
of telecom enterprises. The results showed that the C5.0 decision tree prediction model
had high accuracy [26]. Farquad et al. predicted the churn of bank credit card customers
and proposed a hybrid method to extract rules from the support vector machine [27].
Gordini et al. predicted the loss of B2B e-commerce customers, and the results showed
that the support vector machine had a good prediction performance in processing noisy,
unbalanced, and non-linear B2B e-commerce data [7]. Tian et al. predicted the churn
of telecom customers, extracted appropriate variables from the original data with a two-
layer neural network and proposed a churn prediction model based on an artificial neural
network. The results showed that the prediction effect of this method was better than
that of the decision tree and naive Bayes classifier [28]. Yu et al. studied the prediction
of telecom customer churn, used iterative particle classification optimization and particle
fitness calculation to train the prediction model, and proposed a BP neural network based
on particle classification optimization. The results showed that their method improved the
accuracy of churn prediction [29].

The prediction methods based on combinatorial classifiers integrate several weak
classifiers and form a strong classifier. Commonly used combinative classifier methods
include AdaBoost, XGBoost, and random forest. For example, Wu et al. studied the e-
commerce customer churn prediction problem by balancing positive and negative class
data by adjusting the sampling ratio, reducing the size of the dataset, and improving the
classification accuracy of the classifier by combining the AdaBoost algorithm. The results
showed that Adaboost had a good prediction effect [30]. For datasets with time charac-
teristics, such as that of telecom industry customers, Ji et al. proposed a hybrid feature
selection algorithm based on XGBoost. The algorithm chose features from two angles to
select the most important characteristic to predict customer churn while removing redun-
dant features. The experimental results showed that this method had a good prediction
performance [31]. Ahmed et al. studied the prediction of customer churn in the telecom in-
dustry and proposed a prediction model based on a combinatorial heuristic algorithm [32].
Ying et al. performed an in-depth study on the duality of bank customers and adopted
integrated LDA and boosting methods to predict customer churn and achieved good pre-
diction results [33]. Zhang et al. used CART and the adaptive boosting integrated model to
predict telecom customer churn. The results showed that their method had high prediction
accuracy [34].



J. Theor. Appl. Electron. Commer. Res. 2022, 17 461

In summary, researchers have used various forecasting methods to conduct in-depth
research on the churn of contractual customers in the telecom industry, banking industry,
and B2B e-commerce enterprises. Previous works have also discussed the advantages of
various methods, thus making valuable contributions to the research on churn prediction
of contractual customers. Customer loss of B2C e-commerce enterprises is concerning.
Such customers’ shopping behavior is multidimensional, and their shopping intentions
and tendencies are personalized. Therefore, using the characteristics of customer data, this
work studies the loss of non-contractual customers of B2C e-commerce enterprises.

3. Research Methods

E-commerce customers have two possible behaviors: customer churn and customer
non-churn. Therefore, customer churn prediction is a binary classification problem. Online
shopping has its own characteristics in terms of shopping time and behavior. Taking
shopping time and behavioral tendency into full consideration may play an important
role in judging customer loss. In this research, there are two important steps- customer
segmentation and churn prediction. The clustering algorithm and prediction model that are
expected to be adopted are important tasks that must be determined. The chosen clustering
algorithm is dependent on the type of data and the purpose of clustering. In the literature
on customer segmentation from the last five years, the customer segmentation method
via k-means has been adopted in the e-commerce [35,36], retail [37,38], finance [39,40],
and telecommunications industries [41,42]. This algorithm can help process large-scale
data and exhibits simple calculation and high operation efficiency, and thus has been
widely adopted in other industries [43]. In terms of prediction models, comparisons among
prediction effects of different models for most literature are made by using a unified data
set to determine the optimal one. In the literature on churn prediction [7], by comparing
prediction models, such as LR, SVM, Neural Network, Decision Trees, and Random Forest,
the research results show that the SVM model exhibited a positive prediction performance
with a quick training speed. Therefore, considering the obvious advantages of the k-means
and SVM algorithms, we chose the k-means and SVM as the main algorithms in this
paper and made a comparative analysis through LR. On the basis of pre-processed data,
this study first uses the k-means algorithm for the clustering subdivision of customers
and then uses the LR algorithm and SVM algorithm to establish prediction models. The
prediction accuracy and effectiveness of these two prediction models are investigated, and
a comparative analysis is conducted. The research process is shown in Figure 1.

The following is a brief introduction to the algorithms of SVM and LR.
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3.1. Support Vector Machines

Support vector machines are linear classifiers [44–46] that classify data by solving
quadratic optimization problems to establish the optimal separation plane between datasets.
SVM can also be applied to nonlinear classification problems by kernel function transfor-
mation. SVM transforms the original problem into a more solvable dual problem through
the Lagrange multiplier method, which is mathematically expressed as:

L(w, b, α) =
1
2
‖w‖2 +

m

∑
i=1

ai

(
1− yi

(
WTxi + b

))
(1)

Take partial derivatives of w and b, and set them to 0, yielding:

W =
m

∑
i=1

aixiyi = 0 (2)

m

∑
i=1

aiyi = 0 (3)

Substitute Equations (2) and (3) into Equation (1), and finally convert the original
problem into the following objective function (4) for the solution:

max
m

∑
i=1

ai −
1
2

m

∑
i=1

m

∑
j=1

aiajyiyjxixjs.t. αi ≥ 0, i = 1, 2, . . . , m (4)

SVM can simulate the nonlinear decision boundary well with the kernel function and
also control overfitting.

The advantage of SVM is that it can improve the generalization ability and deal with
high-dimensional data problems.

3.2. Logistic Regression

Logistic regression is a classical classification method [47,48]. It predicts the probability
of the categories of the dataset of unknown categories through the dataset of the existing
category labels. It can be expressed as P(Y|X) in the form of a conditional probability
distribution. Take dichotomies as an example, where X is an n-dimensional vector and Y is
0 or 1. The mathematical expression of the prediction result is:

P(Y= 1|X) =
exp(wx + b)

1 + exp(wx + b)
(5)

P(Y= 0|X) =
1

1 + exp(wx + b)
(6)

where the real values of the linear regression model z = WTx + b are transformed into values
between [0, 1] by the sigmoid function. In other words, the result of a certain sample X
calculated by Equation (5) or (6) is the probability that the sample point X belongs to a
certain class. We can categorize them by setting thresholds. Generally, values calculated by
the sigmoid function are classified as category 1 if they are greater than or equal to 0.5 and
category 0 if they are not. The advantage of LR is that the results are easy to interpret and
applicable to both continuous and categorical variables.

4. Empirical Study
4.1. Data Preparation

The original dataset was the dataset published by the Alibaba Cloud Tianchi
platform [49] for scientific research and big data competitions. This dataset contains
all the behavior data of 987,994 random users who have shopping activities between
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23 November 2017 and 4 December 2017. The data set includes five categories of
indicators, namely User ID, commodity ID, Item ID, Behavior Type, and Timestamp.
Among them, there are four types of behaviors: PV (page view of an item’s detail
page, equivalent to an item click), Buy (purchase an item), Cart (add an item to the
shopping cart), and Fav (favorite an item). The original data were preprocessed and
the time of shopping behavior was divided into two stages: the first six days as the
observation period and the last six days as the verification period. A customer who
bought more than once during the observation period and bought again more than
once during the verification period is defined as a non-lost customer and is represented
by 0. Customers who purchased more than once during the observation period and 0
times during the verification period were defined as lost customers and represented
by 1. In the R statistical language, customers were first grouped according to User
ID, then the purchase times of each customer in the observation period and verifi-
cation period were calculated, and the customers that met the screening conditions
were retained. Finally, 95,388 pieces of data of 8156 customers were retained, among
which 7576 customers were lost, accounting for 92.8%. There were 580 non-lost cus-
tomers, accounting for 7.2%. Customer data was unbalanced, so the data imbalance
was addressed.

4.2. Data Preprocessing

Data preprocessing is a key step in customer churn prediction. First, the R language
function as. POSIxCT was used to convert the timestamp of each piece of data in the
original data into “year, month, day” and “hour, minute, second” in accordance with the
time format. As the behavioral intention is implied in customer shopping transaction
data and behavior may play an important role in the emergence of problems, behavioral
intention as a potential factor is weakened or even ignored in traditional customer behavior
analysis [50,51]. Therefore, to further study the intention of customers’ shopping behaviors
in different time periods, this work divided the time when shopping behaviors occurred.
Our definitions were 00:00 to 06:00 is Daybreak; 06:00 to 12:00 is AM; 12:00 to 18:00 is PM;
and 18:00 to 00:00 is Night. Then, the shopping behavior of each customer in these four
time periods was counted.

The behavioral data in the dataset are PV number, Buy number, Cart number, and
Fav number. The behavioral data were further subdivided, and the data types were finally
sorted, with 17 types of variables. Specifically, the items were Categories, Daybreak PV,
Daybreak Buy, Daybreak Cart, Daybreak Fav, AM PV, AM Buy, AM Cart, AM Fav, PM PV,
PM Buy, PM Cart, PM Fav, Night PV, Night Buy, Night Cart, and Night Fav.

4.3. K-Means and Customer Segmentation

One of the tasks of customer churn management is to divide customer groups into
various types according to their shopping behaviors, such as valuable core customers,
which are loyal customers and easy-to-lose customers. To formulate targeted marketing
strategies for customers, enterprises must subdivide customers. In this study, k-means was
used for customer segmentation. As a classical algorithm of unsupervised clustering, k-
means is similar to a fully automatic classification. The more similar the cluster is, the better
the clustering effect will be. The algorithm is simple, easy to implement, and has good
clustering performance, so it is widely used [52,53]. The variables of k-means clustering
were the 17 variables mentioned above. For the given unlabeled sample data set, the cluster
number K was determined in advance so that the samples in the cluster were distributed
together as closely as possible and the distance between clusters was as large as possible.
By enumerating K from 2 to 8, we obtained the relation between the contour coefficient
and K (Figure 2).
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As can be seen in Figure 2, we clustered data into three categories and observed the
number of lost and non-lost samples of each cluster customer group. The clustering results
are shown in Table 1.

Table 1. Results of K-means classification.

Customer Type Churn and
Non-Churn

Number of Actual
Customer Types

Number of
Clustered Customers

Cluster I
0 484

49351 4451

Cluster II
0 83

26971 2614

Cluster III
0 13

5241 511
(0: Churn customer; 1: Non-churn customer).

As can be seen in Table 1, there were 4935 customers in Cluster I, among which non-
churn customers were 484, accounting for 9.8% of the total number of Cluster I customers.
There were 2697 customers in Cluster II, of which 83 were non-churn customers, accounting
for 3.1% of the total number of Cluster II customers. There were 524 customers in Cluster III
customers, of which 13 were non-churn customers, accounting for 2.5% of the total number
of Cluster III customers. The customer churn rate of Cluster I was 90.2%, that of Cluster
II customers was 96.9%, and that of Cluster III customers was 97.5%. Therefore, Cluster I
customers were the core customer groups to be focused on.

4.4. Random Forest and Feature Selection

The customer churn data set contained many customer features, and not all variables
were conducive to churn prediction performance. Excessive redundancy and irrelevant
variables in the dataset may hinder the predictive performance of the model [54]. Therefore,
feature selection was carried out next. Random forest is an effective feature selection
algorithm with high classification accuracy, good robustness to noise and outliers, and
strong generalization ability [55]. Therefore, random forest has been widely used in
business management, economics, finance, biological sciences, and other fields. The number
of variables in this study was high at 17, so the random forest algorithm was used to select
feature variables. The key problem in feature selection is how to select the optimal number
of features (M). The out-of-bag error (OOB error) was used to determine the number of
features [56]. When each tree was constructed using the random forest, different bootstrap
samples were used for the training set. Due to the characteristics of sampling, the OOB
error was calculated. The calculation results of the OOB error are shown in Table 2.
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Table 2. OOB error.

Number of
Features 2 3 4 5 6 7 8 9 10 11

oob error 0.069 0.080 0.081 0.083 0.089 0.097 0.098 0.099 0.104 0.104

By changing the number of randomly selected features each time, the difference of
out-of-bag error rate was found to be very small, and the influence of feature number M
was not large. When the number of features selected was 4 each time, the OOB error was
relatively small. So, the random forest with the feature number M set to 4 was established
and the importance of the variables was output, as shown in Table 3.

Table 3. Importance of random forest variable selection.

Variable Mean Decrease Gini Mean Decrease Accuracy

Night Buy 135.2431 23.645784
PM Buy 120.5565 26.333866
Night PV 114.7848 −2.905496
PM PV 110.5329 −5.03892
AM PV 102.2129 −6.711931
AM Buy 87.24348 21.823613
Categories 68.46213 16.58795
Daybreak PV 47.48254 −2.350555
Night Cart 41.98615 −3.251536
Daybreak Buy 37.84351 12.998789
PM Cart 31.62181 −2.414922
AM Cart 25.06281 −1.886356
Night Fav 15.16813 −4.411997
PM Fav 13.76148 −0.308831
AM Fav 11.68928 −2.350264
Daybreak Cart 10.74105 0.3483816
Daybreak Fav 6.106746 1.8525728

The Gini index in the random forest can be used to judge the importance of features,
and the importance of each variable can be judged by calculating the value of the Gini
index. The larger the Gini value is, the stronger the importance of the variable is [57].
According to the results in Table 3, four variables were selected as the variables of loss
prediction, namely, “Night Buy,” “PM Buy,” “Night PV,” and “PM PV”.

4.5. Data Balancing

Since there was an imbalance between the number of non-churn customers and churn
customers (580 non-churn, 7576 churn), the data imbalance was remedied. One of the
most commonly used techniques for processing unbalanced data is sampling, such as
over-sampling and under-sampling [58]. In this experiment, the oversampling rate was 1:1,
and the dataset was balanced by SMOTE [59]. The balanced dataset is shown in Table 4.

Table 4. The balanced dataset.

Dataset Name Churn Non-Churn Positive:Negative

Sample dataset 7576 580 1:13
SMOT balance 3788 3788 1:1
Cluster I 4451 484 1:9.2
SMOT balance 2225 2225 1:1
Cluster II 2614 83 1:31.5
SMOT balance 1307 1307 1:1
Cluster III 511 13 1:39.3
SMOT balance 256 256 1:1



J. Theor. Appl. Electron. Commer. Res. 2022, 17 466

4.6. Evaluation Metrics

The evaluation methods were mainly through the generation of the confusion matrix,
and on this basis, the accuracy, recall rate, and accuracy were calculated. These three
indicators were used to measure the prediction effect of the model. After drawing the
receiver operating characteristic curve, the area under the receiver operating curve (AUC)
was used for comprehensive evaluation [60,61].

Accuracy is the proportion between the positive and negative sample size and the
total sample size that is accurate in the overall prediction. It mainly measures the accuracy
of the overall predictions of the model.

Accuracy =
TP + TN

TP + FN + FP + TN
(7)

Recall is the proportion of correctly predicted positive sample size to the actual number
of positive samples, and it reflects the coverage of the model.

Recall =
TP

TP + FN
(8)

Precision is the proportion of the number of positive samples correctly predicted to
the number of positive samples, mainly indicating the accuracy of the positive samples.

Precision =
TP

TP + FP
(9)

TP (true positive) and TN (true negative) indicate how many predictions were correct.
FP (false positive) and FN (false negative) indicate how many predictions were wrong.

5. Results and Analysis

After the data imbalance processing was completed, the balanced data were input
into the SVM and LR models for prediction. Several iterations were performed until
convergence was achieved. Ten-fold cross-validation was used to divide the data into 10
parts, nine of which were used as the training set and one as the test set. The average value
of the predicted experimental results obtained from 10 experiments was used as the final
evaluation result of the SVM and LR models.

The SVM and LR models were applied to the test set data to obtain the confusion ma-
trix. Tables 5 and 6, respectively, show the confusion matrices before and after subdivision,
and Figures 2 and 3, respectively, show the ROC curves predicted by the SVM and LR
models before and after subdivision.
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Table 5. SVM confusion matrix before segmentation.

Predicted
Accuracy Recall Precision AUCPredicted

Positive (0)
Predicted

Negative (1)

Actual
positive (0) 753 1

0.9081 0.9990 0.8175 0.942Actual
negative (1) 138 620

Table 6. LR confusion matrix before segmentation.

Predicted
Accuracy Recall Precision AUCPredicted

Positive (0)
Predicted

Negative (1)

Actual
positive (0) 753 1

0.9065 0.9984 0.8149 0.938Actual
negative (1) 140 618

5.1. Customer Segmentation Analysis

Customer segmentation can help enterprises improve product marketing plans and
re-formulate communication strategies with core customer groups. It matches products
with customer preferences, which helps to re-plan products and speed up delivery [62].
In this paper, k-means were used to subdivide the sample data into three types. Table 1
summarizes the distribution of the number of customers of these three types. Most of the
customers were concentrated in Cluster I. The number of Cluster I customers was 4935,
accounting for 60.5% of the number of customers. The customer churn rate of Cluster I was
90.2%. Compared with the customers of Cluster II and Cluster III, the non-churn rate of
this kind of customer was higher by 9.8%, and the number of customers of Cluster III was
the least. With only 524 customers, Cluster III also had the highest attrition rate. This result
means that Cluster I customers may be the core customers of enterprises, who should be
paid more attention to while formulating marketing strategies and predicting customer
churn measures. It also indicates the effectiveness of the k-means algorithm in customer
segmentation. These insights are valuable for data analysis and customer churn modeling
of B2C e-commerce enterprises.

5.2. Forecast Model Performance

We conducted comparative experiments on the SVM and LR models. Accuracy, recall,
and precision values for each category were calculated according to the confusion matrix
to evaluate the performance of the three categories in the dataset. Tables 7 and 8 show the
experimental results of the SVM and LR model predictions, respectively, after customer
segmentation. It can be seen from Tables 7 and 8 that the prediction accuracy of the
SVM model for the three types of customers was higher than that of the LR model, and
the prediction effect of the SVM model was good. However, to confirm the prediction
quality, accuracy alone is sometimes misleading [63]. Therefore, when evaluating the
prediction performance of the model, not only accuracy but also recall and precision should
be observed, and the performance of the prediction model should be comprehensively
determined according to the three performance indicators: accuracy, recall, and precision.
In the experimental results of this paper, on average, the three indicators of the SVM model
after customer segmentation were 0.9156, 0.9721, and 0.861, and those of the LR model
were 0.9066, 0.9498, and 0.8533. Therefore, the prediction performance of the SVM model
was better than that of the LR model.
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Table 7. SVM confusion matrix after segmentation.

Predicted
Accuracy Recall Precision AUCPredicted

Positive (0)
Predicted

Negative (1)

Cluster I

Actual
positive (0) 11 1

0.9256 0.9184 0.9298 0.992
Actual

negative (1) 4 48

Cluster II

Actual
positive (0) 107 0

0.9158 0.9982 0.8820 0.966
Actual

negative (1) 31 231

Cluster III

Actual
positive (0) 635 0

0.9053 0.9998 0.7706 0.927
Actual

negative (1) 102 343

Avg. 0.9156 0.9721 0.8608

Table 8. LR confusion matrix after segmentation.

Predicted
Accuracy Recall Precision AUCPredicted

Positive (0)
Predicted

Negative (1)

Cluster I

Actual
positive (0) 10 2

0.9050 0.8496 0.9176 0.963Actual
negative (1) 4 47

Cluster II

Actual
positive (0) 107 0

0.9098 1 0.8728 0.955Actual
negative (1) 33 228

Cluster III

Actual
positive (0) 635 0

0.9050 1 0.7697 0.904Actual
negative (1) 102 343

Avg. 0.9066 0.9498 0.8533

The generalization ability of a prediction model is an important aspect of whether the
prediction performance of the model is satisfactory. Therefore, we used the ROC and AUC
to evaluate the generalization ability of the model. ROC can easily detect the influence
of arbitrary thresholds on the generalization performance of the learner [64,65]. Figure 3
shows the ROC corresponding to the SVM model after subdivision. It can be seen from
Figure 3 that when the threshold values of Cluster I, Cluster II, and Cluster III were 0.27,
0.16, and 0.071, the sensitivity was 0.98, 0.913, and 0.786. The specificity was 1.0, 1.0, and
0.983, and the AUC was 0.992, 0.966, and 0.927. Similarly, the performance indicators of the
LR model can be seen in Figure 4. These experimental data prove that the SVM model has
good generalization ability and good prediction performance. We recommend using the
SVM model for customer churn predictions in B2C e-commerce analyses.
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6. Discussion

As mentioned in the first part of this paper, the behavioral data of B2C e-commerce
customers is characterized by vertical timeliness and a variety of behavioral information
(PV, Buy, Cart, and Fav). We take those shopping behaviors recorded with time periods
(segments) as an important variable characteristic and segment the shopping time into
four periods (Daybreak, AM, PM, and Night), which is a new opinion of this paper.
Among the customer segmentation models, the classical RFM model is popular. The
recency in the model takes the time information as the variable, i.e., the time variable. To
study the impact time variables have on customer segmentation and churn prediction,
Chang et al. [66] extended the time variable and offered an LRFM model based on RFM.
L is defined as the number of time periods (such as days). The research results show that
the number of time periods (L) is an important variable for customer churn prediction
and can be used to evaluate customer loyalty. Rachid et al. [67] studied the LRFM model
using a data set from online retailers (electronics, fashion, household appliances, and
children’s products) and took the number of time periods as an important variable for
churn prediction. The results show that customer shopping behaviors in different time
periods (days) are quite different. In the literature of Wu et al. [30], the shopping periods
of e-commerce customers were divided into three periods, i.e., day, night, and late night
(not segmented into “hours”). The results show that the customer churn rates in different
periods are different. Alboukaey et al. [41] proposed an RF-Daily model, in which the
time variable was defined as daily dynamic behavior (not monthly dynamic behavior).
The daily dynamic behavior and other variables form the multivariate time series. The
results show that the churn prediction effect of the model is good, and the daily model
is significantly better than the monthly one. Chen et al. [68] also extended the RFM
model and proposed an LRFMP model, in which the Time Variable L represents the time
between transactions. The results show that the time between transactions has a great
impact on customer churn.

The time (period) variable described in this paper is divided into “hours”. In the
prediction data set, excluding the variable of Categories, the data variables in this paper are
composed of time variables (Daybreak, AM, PM and Night) and four behavior variables (PV,
Buy, Cart, and Fav). Our model can be called RF-PBCF, and the empirical research shows
that the Night and PM variables have a great impact on churn predictions. It can be seen
from Table 3 that the importance of Night Buy and PM Buy variables ranks as the top two.
Our results are fundamentally consistent with the results of the aforementioned literature,
namely, the shopping time variable is key to churn prediction, which embodies a new
value for this paper. Marketing managers are particularly interested in when customers
shop because this time variable segmented into hours can provide operable information for
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them. They can then provide real-time and customized product promotions for customers
during these time periods according to this operable information for the sake of continuous
customer retention.

The literature on B2C e-commerce customer relationship management primarily
focuses on researching customer churn prediction modeling [69–71]. One of the pur-
poses of customer churn prediction for enterprises is to evaluate the effectiveness of
customer retention measures and conduct targeted commodity promotion activities
for retained customers. These marketing strategies should be operable, or enterprises
should not only determine target customers according to the customer churn tendency
but evaluate the practical effects of customer retention measures according to the practi-
cal situation [72]. This paper adopts the research method Classification before Prediction.
The customers are first segmented into three types according to the k-means algorithm.
After the type of customers is made clear, customer churn can then be predicted. The
recent literature [73] emphasizes the importance of customer segmentation, which places
customer segmentation as the first step, and is thus fundamentally consistent with our
research method (Classification before Prediction). For e-commerce enterprises, our
research method holds practical significance. For example, when an enterprise deter-
mines that Cluster I is the key customer group to be focused on, it can make a churn
prediction for Cluster I customers through an appropriate algorithm, judge the churn
tendency of Cluster I customers according to the prediction and evaluation indicators
and then formulate appropriate marketing strategies. If the enterprise cannot judge
such customers in time, no effective customer retention strategies will be carried out,
and, accordingly, part of the Cluster I customers may be subject to churn. Therefore,
the research method utilized in this paper fully takes into account customer retention.
Our research results reflect practicality, which embodies another important value of
this paper.

LR and SVM are compared to judge the prediction performance of the two models,
which is consistent with the research methods and results of other literature. The
prediction performance of SVM is better than that of LR [74–76]. When evaluating
the prediction performance of a model, undoubtedly several performance indicators
are always used. Our research adopts three indicators, namely Accuracy, Recall, and
Precision, which are basically the same as those evaluation indicators mentioned in
other literature [7,77,78]. However, we believe that the customer data of e-commerce
enterprises is unique. Enterprises often change product information or upload a variety
of evaluation information about consumption for the sake of customer retention, which
is quite different from financial and telecommunication customer information. The
training and testing times of various prediction models are quite disparate when dealing
with customer data. As a matter of fact, when we use the SVM model to train customer
data, the data training time for SVM is significantly reduced than that for LR. To retain
customers, e-commerce enterprises need to predict customers in real time. Therefore,
the operational efficiency of the models should be considered, which is mentioned in
only a few pieces of literature [57].

6.1. Theoretical Implications

Our research results, to some extent, are enlightening for model development in
B2C e-commerce customer churn predictions and customer relationship management
in enterprises. We first made some contributions to the existing literature on customer
segmentation and churn prediction models in the B2C e-commerce industry. In this paper,
four variables that directly affect consumer shopping behaviors were selected based
on various information from current online shopping websites as our data variables,
and a new customer churn prediction model is thus developed. The variables of this
model comprehensively reflect consumer shopping behavior and specific shopping
times. New opinions have been proposed based on the methods for selecting variables,
segmenting customers, and realizing variable quantity dimension reduction under the
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B2C e-commerce environment. Although a large number of shopping websites exist, not
all variables have the same impact on customer churn. The previous researches [68] are
a basis for this paper, helps us continue to expand the research scope and shows that
shopping time (time period) is a key variable for prediction. Traditional R and F variables
are not key for predictions. For customers who are most likely to choose other companies
for consumption, the “Buy” and “PV” within the Night and PM periods are the most
relevant variables for customer churn. Previous research on customer churn [69–71]
has focused on the prediction performance of models. Although we have a limited
understanding of the reasons for customer churn in the B2C e-commerce industry and
enterprises, studying the impact of time variables (P, B, C and F) in this context helps
prove the generalizability of the traditional RFM model. In addition, this paper, based on
the research method segmentation before prediction, clarifies how to predict customer
churn more accurately in the e-commerce industry, which is another achievement of
this paper.

6.2. Implications for Practice

From a practical point of view, our research results are also significant. Developing a
customer churn prediction model that meets the practical requirements of enterprises is
obviously helpful for enterprise customer relationship management. Enterprises can have
an insight into the causes of customer churn in accordance with the importance of con-
sumption characteristics. Our research is helpful for B2C e-commerce marketing managers
in optimizing enterprise marketing strategies and retaining customers through commodity
promotion activities based on the results of the churn model (rather than the traditional
churn prediction model) proposed in this paper. Traditional churn prediction models
cannot fully achieve the business goal of maximizing customer retention, namely, how to
minimize customer churn through the commodity recommendation system. Traditional
churn prediction models focus more on the overall results, namely, whether customers
will churn, but ignore the factors of customer retention in practical situations. For an
enterprise, these may cause some problems in that online shopping customers usually have
their own individual consumption habits and intentions. If the enterprise cannot adapt to
customer consumption habits, a transfer of customers with consumption intention to other
competitive companies will be caused. Traditional models often ignore the correlation
between the number of churned customers and the retained ones to exclude some of them
with shopping intention from retention activities. For example, some customers habitually,
such as shopping at night, however, commodity promotion activities are not held at night.
This problem can be solved by accurately identifying customer types and improving the
customer churn model, i.e., the customer segmentation method and prediction model
mentioned in this paper. Gattermann-Itschert et al. [78] studied the correlation between
the number of churned customers and retention activities through a field experiment and
proved the effectiveness of customer retention activities based on the churn prediction
with practical evidence. The model proposed in this paper can help enterprises lock target
customers easily. Enterprises can reduce not only customer churn but also marketing ex-
penditures. The research results show that the combination of our customer segmentation
and the prediction model is a feasible scheme for B2C e-commerce enterprises to deal with
customer churn.

On the other hand, we support the analysis teams of enterprises adopting a predic-
tion method that combines customer segmentation and churn prediction. Our research
shows that the performances of these customer segmentation methods and prediction
algorithms are similar to that of other methods, including the SVMauc prediction model [7],
segmentation-based modeling approach [73], and multi-slicing technique [78]. The existing
marketing literature detail that k-means customer segmentation is a valuable tool in all
cases because there will always be some customer groups with different shopping behav-
iors. For example, the literature [79] shows that the customer churn rate of the time-based
customer segmentation method is quite different from that of enterprise profitability (e.g.,
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Money). Our research supports “segmentation first” as the first step in predictions, which
is of practical guiding significance for enterprise customer retention. B2C e-commerce
companies should understand that it is not impossible to fully utilize machine learning
tools (technologies) in the customer recommendation system. Marketing managers need to
constantly learn the application methods for various machine learning tools (technologies).
The method mentioned in this paper is reliable and operable and allows an enterprise to
judge which customers are liable to leave in time. Our research shows that marketing
managers can easily optimize their customer retention strategies and product promotion
activities by seeking target customer groups. Considering the operation efficiency of the
model and the ability inherent in enterprise technical teams, the fruits of our method are
consistent with previous literature [80,81]. The technical teams and managers at companies
should not only consider prediction technologies, but also the ability and knowledge of
the personnel or managers using machine learning technologies. In short, for enterprises,
cooperation between people and technologies is always necessary for data processing and
customer segmentation or model optimization and performance evaluation.

7. Conclusions

Customer churn predictions are very important in e-commerce. To maintain market
competitiveness, B2C enterprises should make full use of machine learning in customer
relationship management to predict the potential loss of customers and devise new market-
ing strategies and customer retention measures according to the prediction results. This
will help establish efficient and accurate loss prediction for e-commerce enterprises.

This paper used customer behavior data of a B2C e-commerce enterprise to test the
predictive ability of the SVM and LR models. To evaluate the prediction performance of the
two models, the k-means algorithm was first used for clustering subdivision to classify into
three types of customers, and then predictions were made for these three types of customers.
Accuracy, recall, precision, and AUC were calculated. There were two motivations for
our research. The first purpose was to study the effectiveness of customer segmentation
and the prediction effect of the model before and after customer segmentation according
to the longitudinal timeliness and multivariate variables of customer shopping behavior.
The experimental results prove that the customer segmentation of each prediction index
has a significant improvement. Therefore, k-means clustering segmentation is necessary.
The second purpose was to compare the effects of the LR model’s prediction based on
traditional statistics and the SVM’s prediction based on machine learning. The results
prove that the accuracy of the SVM model prediction was higher than that of the LR model
prediction. These research results have significance for customer relationship management
of B2C e-commerce enterprises.

The results of this study also have some limitations. We used a real data set containing
987,994 customers under the B2C environment, namely, the selection of data is limited to
a certain extent. Ideally, the research results should be verified by several data sets. The
results of customer segmentation greatly impact the prediction performance of the model.
In terms of the method, this paper only uses the k-means algorithm to segment and divide
customer types, which may have limitations, because if two or more segmentation methods
are compared, more convincing results may be obtained. In addition, we only use a small
number of predictive variables, which makes the promotion of our results limited, because
a lot of shopping information is presented on B2C websites, and some of it may be ignored.

Future research can be conducted from several aspects. First, we can collect and
compare the customer behavioral data from several companies to further enhance the
generalizability of our model. Second, considering customer retention is a durative task
of the enterprises, it is necessary to continuously predict and evaluate the churn. It is
crucial to carry out a segmentation considering the customer value and build a prediction
model with value variables, in that all prediction modeling works and customer retention
activities of enterprises aim at profit first.
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