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Abstract: With the exponential expansion of e-commerce, an immense volume of historical sales data has been generated and amassed. This influx of data has created an opportunity for more accurate sales forecasting. While various sales forecasting methods and models have been applied in practice, existing ones often struggle to fully harness sales data and manage significant fluctuations. As a result, they frequently fail to make accurate predictions, falling short of meeting enterprise needs. Therefore, it is imperative to explore new models to enhance the accuracy and efficiency of sales forecasting. In this paper, we introduce a model tailored for sales forecasting based on a Transformer with encoder–decoder architecture and multi-head attention mechanisms. We have made specific modifications to the standard Transformer model, such as removing the Softmax layer in the last layer and adapting input embedding, position encoding, and feedforward network components to align with the unique characteristics of sales forecast data and the specific requirements of sales forecasting. The multi-head attention mechanism in our proposed model can directly compute the dot product results in a single step, addressing long-term time-dependent computation challenges while maintaining lower time complexity and greater interpretability. This enhancement significantly contributes to improving the model's accuracy and efficiency. Furthermore, we provide a comprehensive formula representation of the model for the first time, facilitating better understanding and implementation. We conducted experiments using sales datasets that incorporate various factors influencing sales forecasts, such as seasons, holidays, and promotions. The results demonstrate that our proposed model significantly outperforms seven selected benchmark methods, reducing RMSLE, RMSWLE, NWRMSLE, and RMALE by approximately 48.2%, 48.5%, 45.2, and 63.0%, respectively. Additionally, ablation experiments on the multi-head attention and the number of encoder–decoders validate the rationality of our chosen model parameters.
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1. Introduction

With the explosive growth and exponential expansion of e-commerce in recent years, companies now conduct tens of thousands of transactions on the Internet, resulting in a significant volume of data [1]. This influx of data creates more favorable conditions for objective and precise sales forecasting. Traditional sales forecasting methods, primarily involving time series and regression analysis, have encountered limitations in effectively harnessing the vast available data. Recent advancements in artificial intelligence (AI) have unlocked new opportunities for enhanced sales forecasting. In comparison to traditional methods, AI techniques like machine learning (e.g., Convolutional Neural Network, Recurrent Neural Network, and Long Short-Term Memory) demonstrate superior sales forecasting performance and application potentials [2–5]. These methods excel at modeling nonlinear patterns, efficiently capturing complex system features, uncovering consumer behavior, and improving predictive performance [6,7].
ChatGPT is a novel conversational language communication artificial intelligence agent that has garnered significant attention for its ability to engage with users naturally. At its core, ChatGPT relies on the Transformer architecture, distinguished by its internal encoder–decoder structure and multi-head attention mechanisms. This inherent flexibility enables ChatGPT to proficiently manage various tasks, while its scalability allows it to harness expanding computing resources effectively. In contrast to CNN, RNN, and LSTM, the Transformer boasts substantial advantages in adapting to big data, extracting semantic features, capturing long-distance features, integrating task-specific feature extraction, and capitalizing on parallel computing capabilities.

Building upon the encoder–decoder architecture and multi-head attention mechanisms inherent in the Transformer, we introduce a novel sales forecasting model. Given that the Transformer was initially tailored for Natural Language Processing (NLP), it becomes imperative to adapt its structural constraints to overcome limitations when applied to sales forecasting. By harnessing the multi-head attention mechanisms, the proposed model can craft feature vectors for sales forecasting, resulting in enhanced accuracy and efficiency in sales predictions. This approach enables the model to adeptly capture the complex relationships between sales data and associated factors, empowering businesses to make well-informed decisions and maintain a competitive edge.

This paper presents several contributions:

1. We proposed a sales forecasting model based on the Transformer architecture, featuring an encoder–decoder structure and multi-head attention mechanisms. Our model introduces adjustments to the standard Transformer architecture, especially the removal of the Softmax layer, tailored to the unique requirements of sales forecasting.
2. A significant modification lies in optimizing the model for sales forecasting and the characteristics of sales data. In the input embedding layer, we employ a linear sub-layer to replace the Word2Vec sub-layer found in the original Transformer model, and a Lookup table sub-layer is employed to map features related to influencing factors. For positional encoding, we incorporate Time2Vec [8], extending beyond the traditional Sin/Cos position encoding. This inclusion enables our model to capture both periodic and non-periodic patterns within historical sales data effectively. Within the feedforward network sub-layer, we introduce the Exponential Linear Unit (ELU) as the new activation function, replacing the standard Transformer’s Rectified Linear Unit (ReLU). This change serves to prevent neuronal inactivation during training, handle negative data, and enhance the training speed.
3. Furthermore, we have introduced a comprehensive formula representation of the model for the first time. This inclusion serves as a valuable resource, aiding individuals in gaining a deeper understanding of the model’s principles and facilitating its implementation.
4. Our dataset for sales forecasting comprises critical factors significantly influencing sales predictions, including holidays, seasons, promotions, and special events. These elements introduce volatility and complex nonlinear patterns into sales data. The model presented in this article incorporates attention mechanisms, enabling direct correlation calculations among sales data without the need for intermediary hidden layers. This approach reveals complex nonlinear patterns through in-depth processing, enhancing model interpretability and predictive accuracy. Additionally, it capitalizes on parallel computing, harnessing GPU resources to improve training speed and prediction efficiency.
5. To evaluate our model, we conducted experiments employing the Kaggle competition’s provided sales dataset. The results demonstrate remarkable performance compared to seven selected benchmarks, namely ARMA (Autoregressive Moving Average), ARIMA (Autoregressive Integrated Moving Average), SARIMAX (Seasonal Autoregressive Integrated Moving Average), SVR (Support Vector Regression), RNN, GRU (Gated Recurrent Units), and LSTM. The proposed model achieved substantial average improvement rates of approximately 48.2%, 48.5%, 45.2, and 63.0% across
four evaluation metrics: RMSLE (Root Mean Squared Logarithmic Error), RMSWLE (Root Mean Squared Weighted Logarithmic Error), NWRMSLE (Normalized Weighted Root Mean Squared Logarithmic Error), and RMALE (Root Mean Absolute Logarithmic Error). These metrics serve as a robust indicator of enhanced sales forecasting. Furthermore, we performed ablation experiments to investigate the impact of the multi-head attention mechanism and encoder-decoder count. These experiments unequivocally demonstrate the significant superiority of our proposed model over existing methodologies.

The structure of this paper is as follows: Section 2 reviews related works. Section 3 introduces a sales forecasting model based on the Transformer, outlines modifications to the standard Transformer, and provides a comprehensive formula representation of the model. Section 4 covers the numerical experiments, and Section 5 concludes the paper and outlines directions for future work.

2. Related Works

Sales forecasting has perennially held a prominent position within the realm of sales management in academia, consistently garnering significant attention. There is a substantial body of research dedicated to predicting the sales volume of e-commerce products. These studies predominantly fall into two categories: traditional sales forecasting methods and artificial intelligence sales forecasting methods.

Traditional sales forecasting methods primarily include time series analysis and regression analysis [9, 10]. In practical applications, a common approach to improving forecasting accuracy is to combine time series analysis and regression analysis, leading to the development of innovative “hybrid” methods. Examples of such hybrids include ARMA [6] and ARIMA [11–13]. ARIMA, a fusion of ARMA and differential operations, is recognized as one of the most widely used techniques in time series analysis. To illustrate its versatility, Benvenuto et al. employed the ARIMA model to analyze Johns Hopkins University’s epidemiological data, accurately predicting the spread and incidence trend of COVID-19 [14]. In response to various sales forecasting needs, several iterations of ARIMA have emerged, among them SARIMAX [2, 15]. One noteworthy advantage of ARIMA and its derivatives lies in their rapid computational capabilities and low complexity.

Traditional forecasting models, rooted in the independent and autonomous processing of time series, necessitate the creation of individual local models for each time series, and maintaining a model for each time series may be impractical [16]. These methods are effective for datasets with strong trends but not ideal for datasets with less-strong trends, and often struggle to produce precise forecasts for unknown time series with scant or absent prior observations.

The rise of e-commerce has ushered in an era of big data, where extensive historical sales data are generated and accumulated as a result of the automation of various business operations [1]. Sales forecasting, in this context, entails the analysis and processing of vast datasets [17], which is a formidable challenge due to the myriad influential factors capable of inducing nonlinear variations in sales patterns [18]. These factors span a broad spectrum, encompassing variables ranging from consumer behavior and market trends to economic fluctuations. The historical datasets typically exhibit irregular variations due to a myriad of real-world factors such as natural disasters, seasonal fluctuations, adaptations in marketing strategies, random influences, and unforeseen contingencies. Large-scale sales datasets in real-world scenarios possess a complexity characterized by nonlinearity, diversity, persistence, and noise [19]. These datasets often contain significant gaps with missing attribute values or are limited to aggregated data. Additionally, they may include noise resulting from outliers or errors that deviate from expected patterns. Furthermore, these datasets frequently comprise inconsistent content sourced from diverse data origins or encoded in heterogeneous formats [20, 21]. This complexity necessitates a comprehensive understanding of the dynamic interplay among these elements.
Faced with this magnitude of irregular, complex, and nonlinear data, traditional sales forecasting methods grounded in time series and regression analysis, such as ARIMA and its derivatives, tend to underperform and might even yield inaccurate forecasts. These conventional approaches typically consider only a fraction of the interactions between different factors and fail to capture the intricate nonlinear relationships among them. Consequently, traditional sales forecasting methods prove inadequate for the demands of sales forecasting within a big data context.

The rapid development of artificial intelligence has introduced new ideas and technical means for sales forecasting, driving sales forecasting into the new era of artificial intelligence. In contrast to traditional statistical models, artificial intelligence methods typically exhibit superior performance when confronted with data characterized by substantial fluctuations and a multitude of influencing factors. A consistent body of research has underscored the enhanced forecasting capabilities of artificial intelligence methods.

Machine learning, a subset of artificial intelligence, offers numerous advantages, with its ability to process vast amounts of data (big data), perform extensive calculations, and avoid mathematical errors being the most notable [22]. Crucially, machine learning has the potential to address the non-linearity inherent in sales data, and utilizing machine learning methods for sales forecasting is currently a prominent research focus. Machine learning, especially deep learning, has garnered widespread adoption in sales forecasting, including models such as CNN, RNN, SVR, GRU, and LSTM [10,12,23,24]. Machine learning often employs supervised learning to mitigate forecasting errors [7].

The CNN method excels in automatically extracting effective features from the original structured time series data [25–27]. Shih and Lin proposed an integrated LSTM approach combined with sentiment analysis of consumers’ comments to forecast short-term goods demand in an e-commerce context [28]. Wong and Guo proposed a hybrid intelligent model that combines extreme learning machines with a harmony search algorithm to forecast medium-term sales in fashion retail supply chains [29]. Qi et al. introduced a GRU-based algorithm that explicitly models the competitive dynamics between the target product and its substitute products [30]. Xin et al. integrated heterogeneous information into a modified GRU cell to enable the model to gain awareness of the pre-sales stage conditions before promotional activities commence [31]. Eachempati et al. proposed a prediction model grounded in machine learning to assess the influences of asset prices on heterogeneous datasets, demonstrating LSTM’s superiority over RNN [32].

However, all of these approaches primarily emphasize the utilization of historical statistics or enriched multi-modal information to enhance accuracy while neglecting the significant influence of effectively capturing both periodic and non-periodic patterns within historical sales data. In contrast to the methods mentioned earlier, a substantial modification we have implemented involves the optimization of the model specifically for sales forecasting and the inherent characteristics of sales data. This strategic adjustment empowers our model to proficiently capture both periodic and non-periodic patterns present in historical sales data.

The Transformer is a potent deep learning architecture and the underlying architecture of the recently popular ChatGPT, which was originally introduced by Google in 2017 in the paper titled “Attention Is All You Need” [33]. The Transformer model employs encoder–decoder architecture and leverages attention mechanisms. Due to its excellent characteristics, the Transformer architecture has found significant application in forecasting under big data conditions and has been adapted and refined to meet various prediction needs and scenarios.

Qi et al. developed a bidirectional Transformer model that incorporates a knowledge-guided self-attention layer and a forward future-focused training strategy capable of forecasting future sales by leveraging historical data, current factors, and future knowledge, which has been deployed for goods selection for Tmall in Alibaba [34]. Rao and Zhang introduced an enhanced Transformer model with self-attention mechanisms, directing the Transformer’s focus toward vital information influencing forecasting performance and
resulting in higher forecasting accuracy and reduced training time compared to LSTM [35]. Vallés-Pérez et al. employed a simplified Transformer architecture and minimal data preprocessing to achieve robust real-world performance and introduced a training method competitive with existing approaches to enhance the model’s time independence and to improve generalization over time [36].

Yoo and Kang proposed AttnAR, an attention-based autoregressive method designed for the multivariate prediction of separable structures, which first extracts patterns and then aggregates them, ultimately achieving superior prediction accuracy compared to its competitors [37]. Yang and Lu introduced Foreformer, an augmented Transformer-based model that includes a static covariate processing module and a multiple-time-resolution module for in-depth extraction of time patterns at various scales [38]. Papadopoulos et al. proposed MuQAR, a multimodal quasi-autoregressive deep learning architecture based on the Transformer, combining a multimodal multilayer perception module with a quasi-auto regression neural network [39]. Going beyond standard Transformers, Wu et al. introduced the Autoformer model, which employs a novel decomposition architecture featuring an auto-correlation mechanism to enhance efficiency and accuracy in long-term forecasting scenarios [40]. Zhou et al. combined the Transformer with the seasonal trend decomposition method, using the frequency enhancement decomposition method to capture the global outline of the time series, while the Transformer focused on capturing more detailed structures, which solved the problem of computational costs and the inability to capture the global view of the time series [41].

Zhou et al. introduced Informer, a purpose-built Transformer-based model tailored for long-sequence time series forecasting, which incorporates a ProbSparse self-attention mechanism [42]. Liu et al. delved into the realm of multi-resolution time series representations and put forth Pyraformer, introducing the Pyramidal Attention Module to consolidate features at various resolutions and effectively model temporal dependencies of different ranges, achieving high prediction accuracy with minimal time and memory consumption, particularly for long sequences [43].

Accurate and efficient sales forecasts are of great significance for the business operation of large comprehensive shopping centers under the conditions of e-commerce. It enables companies to optimize their workforce, maintain a strong supply chain, and manage inventory levels effectively. This, in turn, improves operational efficiency, reduces costs, and ensures the prudent allocation of resources, which ultimately contributes to overall business performance and profitability.

While many studies have explored the application of Transformer models in various forecasting tasks, professional and specialized research focusing on sales forecasting using the Transformer in the context of large-scale comprehensive shopping malls operating under e-commerce conditions is relatively scarce.

The consumer base of large, comprehensive shopping centers operating under e-commerce conditions may reach millions, with nearly a million different products, including hundreds of thousands of low-selling, long-tail products. It is important to note that even slight deviations in sales forecasts for high-demand goods can lead to significant differences in thousands of items, which can seriously affect procurement, inventory management, stable supply of goods, cost control, brand management, etc. Given these substantial implications, there is an urgent need to place a high priority and conduct extensive and in-depth research to improve the accuracy and efficiency of sales forecasting in this area.

3. Model Design

The sales forecasting problem involves predicting future sales data based on historical sales data and various influencing factors, such as seasons, holidays, promotions, and other special events.
3.1. Model Architecture

The model architecture represents a modification of standard Transformer architecture, consisting of two main components, encoders and decoders, as depicted in Figure 1. Both the encoder and decoder sections consist of six identical encoder layers. Notably, since sales forecasting deals with regression rather than classification, the Softmax layer, typically used for classification tasks in the standard Transformer model, has been omitted.

![Figure 1. Overview of the proposed model.](image)

The input embedding layer plays a crucial role in transforming both the input sales history data and influencing factors for feature extraction. Essentially, embedding involves mapping from the original space to a new space with a dimension of \( d_{\text{model}} \).

Within the input embedding layer, a Linear sub-layer (also known as fully connected layers or dense layer) is employed to map features to a \( d_{\text{model}} \) dimension normalized dense vector, serving as a replacement for the Word2Vec sub-layer in the original Transformer model. Simultaneously, a lookup table sub-layer is utilized to map the features related to influencing factors. The embedding results \( X' \) are formed through the concatenation of features from the linear sub-layer and the lookup table.

\[
X' = \text{Emb}(S, E) = \text{Concat}(\text{Linear}(S), \text{Lookup}(E))
\]  

Here, \( \text{Emb} \) represents the embedding process, \( X' \in \mathbb{R}^{n \times d_{\text{model}}} \). “Linear” signifies the linear sub-layer process, while “Lookup” represents the process of the Lookup table sub-layer.

3.2. Embedding Layer

The input embedding layer plays a crucial role in transforming both the input sales history data and influencing factors for feature extraction. Essentially, embedding involves mapping from the original space to a new space with a dimension of \( d_{\text{model}} \).

Within the input embedding layer, a Linear sub-layer (also known as fully connected layers or dense layer) is employed to map features to a \( d_{\text{model}} \) dimension normalized dense vector, serving as a replacement for the Word2Vec sub-layer in the original Transformer model. Simultaneously, a lookup table sub-layer is utilized to map the features related to influencing factors. The embedding results \( X' \) are formed through the concatenation of features from the linear sub-layer and the lookup table.

\[
X' = \text{Emb}(S, E) = \text{Concat}(\text{Linear}(S), \text{Lookup}(E))
\]  

Here, \( \text{Emb} \) represents the embedding process, \( X' \in \mathbb{R}^{n \times d_{\text{model}}} \). “Linear” signifies the linear sub-layer process, while “Lookup” represents the process of the Lookup table sub-layer.

3.3. Positional Encoding

In addition to the traditional Sin/Cos position encoding presented in Equation (2), we incorporated Time2Vec into the Positional Encoding to encode timestamps. This addition
aims to capture both periodic and non-periodic patterns in the original historical sales data.

\[ \text{PE}(\text{pos}, j) = \begin{cases} \text{PE}_{(\text{pos}, 2)} = \sin \left( \frac{\text{pos} / 10,000^{2i/d_{\text{model}}}}{1,000} \right) \\ \text{PE}_{(\text{pos}, 2)+1} = \cos \left( \frac{\text{pos} / 10,000^{2i/d_{\text{model}}}}{1,000} \right) \end{cases} \]  

(2)

where pos is the position and i is the dimension, \( i = \{1, 2, \ldots, d_{\text{model}} / 2\} \).

\[ \text{Time2Vec}(x, j) = \begin{cases} \omega_j x + \phi_j, & \text{if } j = 0. \\ \sin(\omega_j x + \phi_j), & \text{if } 1 \leq j \leq k \end{cases} \]  

(3)

Here, \( k = d_{\text{model}} \) is the dimension of \( \text{Time2Vec} \); \( x \) is the original historical sales data; \( \sin \) is the periodic activation function; and \( \omega_j \) and \( \phi_j \) are learnable parameters, namely, the weight coefficients in the \( \text{Time2Vec} \) layer.

The combination of the traditional sin/cos position encoding and \( \text{Time2Vec} \) constitutes the comprehensive positional encoding results denoted as \( X' \).

\[ X' = \text{PE}(\text{pos}, j) + \text{Time2Vec}(x, j) \]  

(4)

3.4. Encoder

Each encoder sub-layer comprises a multi-head attention sub-layer and a feedforward sub-layer. Throughout the network, a residual structure is employed, with each multi-head attention sub-layer and feedforward sub-layer followed by a residual connection and normalization sub-layer.

The input to the first encoder sub-layer is

\[ X = X' + X'' = \text{Concat}(\text{Linear}(S), \text{Lookup}(E)) + \text{PE}(\text{pos}, i) + \text{Time2Vec}(x, j) \]  

(5)

3.4.1. Multi-Head Attention

Attention is a fundamental aspect of the Transformer, addressing the limitations of RNN’s inability to perform parallel computing and CNN’s struggle to effectively capture global information. Multi-head attention mechanisms serve as the cornerstone of the Transformer model, enabling the network to distill and extract richer feature information from various dimensions across multiple “representation sub-spaces”.

In the encoder, the multi-head attention is self-attention. Initially, each input \( X \) is subject to multiplication by the three different matrices, denoted as \( W^Q \in \mathbb{R}^{d \times d_k}, W^K \in \mathbb{R}^{d \times d_k}, W^V \in \mathbb{R}^{d \times d_k} \). These matrices yield three different results, named \( Q, K, \) and \( V \), where \( Q \) represents the query embedding inputs, \( K \) stands for the key embedding inputs, \( V \) corresponds to the value embedding inputs, \( d_k \) denotes the dimension of the \( Q \) and \( K \), and \( d_v \) refers to the dimension of the \( V \).

\[
\begin{align*}
Q &= XW^Q \in \mathbb{R}^{L \times d_k} \\
K &= XW^K \in \mathbb{R}^{L \times d_k} \\
V &= XW^V \in \mathbb{R}^{L \times d_v}
\end{align*}
\]  

(6)

The next objective is to calculate the attention for each \( Q \) to each \( K \). This process is expressed in Equation (7).

\[ \text{Attention}(Q, K, V) = \text{Softmax}(QK^T / \sqrt{d_k})V \]  

(7)

\[ \text{Attention}(Q, K, V) \in \mathbb{R}^{d_{\text{model}} \times d_{\text{model}}} \] is the self-attention matrix.

The expression of the multi-head attention mechanism is represented in Equation (8), where \( \text{MultiheadAtt}(Q, K, V) \) denotes the attention value and \( W^o \) signifies the output weight value matrix.

\[ \text{MultiheadAtt} (Q, K, V) = \text{Concat} (head_1, head_2, \ldots, head_h)W^o \]  

(8)
where \( \text{head}_i = \text{Attention}(QW^Q_i, KW^K_i, VW^V_i) \).

We call this form of attention encoder–encoder attention, which means the query, the key, and the value come from the same time series.

### 3.4.2. Feedforward Sub-Layer

The feedforward sub-layer, found in both the encoder and decoder sub-layers, constitutes a position-wise fully connected feedforward network (FFN). While the linear transformation remains consistent when the feedforward sub-layer is employed at various positions within the model, it is important to note that different parameters are utilized at these distinct positions.

Given the time series characteristics of the data used for sales forecasting, we have opted to substitute the ReLU activation function from the original Transformer model with ELU. This modification serves the purpose of preventing neuron inactivation during training, facilitating the handling of negative data, and ultimately enhancing the training speed.

\[
\text{ELU}(x) = \begin{cases} \alpha (e^x - 1), & x \leq 0 \\ x, & x > 0 \end{cases}
\]

\[
\text{FFN}(x) = \text{ELU}(xW_1 + b_1)W_2 + b_2
\]

### 3.4.3. Add and Norm Sub-Layer

The Add and Norm sub-layer comprises two distinct parts: the Add sub-layer and the Norm sub-layer. The Add sub-layer refers to the residual connection and is mathematically represented in Equation (11).

\[
H(Z) = X + F(Z)
\]

In this equation, \( F \) represents the transformation of the previous sub-layer, which could be the multi-head attention sub-layer, the feedforward sub-layer, or the masked multi-head attention sub-layer. \( Z \) represents the input. \( H \) represents the output of the Add sub-layer. This addition of the original vector ensures that the output is at least as good as the original vector.

On the other hand, the Norm sub-layer refers to normalization, and we opt for Layer Normalization instead of Batch Normalization.

\[
\text{LayerNorm}(z) = \frac{z - \mu}{\sigma}
\]

Here \( \mu \) denotes the mean of the input vector, while \( \sigma \) represents the standard deviation of the input vector. Layer normalization standardizes all elements of the input vector to have a mean of 0 and a standard deviation of 1.

Based on the above analysis, it can be derived that

\[
H_j = \text{LayerNorm}(Z_{j-1} + \text{MultiheadAtt}(Z_{j-1}))
\]

\[
Z_j = \text{LayerNorm}(H_j + \text{FFN}(H_j))
\]

wherein \( H_j \) is the output of the middle layer in the encoder sub-layer, \( Z_j \) is the output of each encoder sub-layer, and the input of the next encoder sub-layer \( Z_0 = X \).

### 3.5. Decoder

Each decoder layer includes a masked multi-head attention layer, a multi-head attention layer, and a feedforward layer. Following each of these layers, there is a residual connection and a normalization step.
3.5.1. Masked Multi-Head Attention

In contrast to the structure of the encoder layer, the decoder layer includes a masked multi-head attention layer. This masked self-attention mechanism ensures that each time step incorporates only its preceding information, simplifying attention interaction.

\[
\text{MaskedAtt} = \text{Softmax}((QK^T + M) / \sqrt{d_k})V
\]  

(15)

The mask matrix, denoted as \(M\), has zero values along its diagonal and lower triangle elements, while its upper triangle elements are set to negative infinity (\(-\infty\)).

\[
M = \begin{bmatrix}
0 & -\infty & \cdots & -\infty \\
0 & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\infty \\
0 & 0 & \cdots & 0
\end{bmatrix}
\]  

(16)

3.5.2. Encoder–Decoder Attention

The multi-head attention mechanism in the decoder follows the same principles as the encoder–encoder self-attention mechanism described in Section 3.4.1, with the only distinction being that the key and value are extracted from the encoder output, while the query originates from the decoder. We refer to this decoder-specific multi-head attention as "encoder-decoder attention" to differentiate it from the encoder–encoder self-attention detailed in Section 3.4.1.

The feedforward sub-layer and the Add and Norm sub-layer in the decoder mirror the structure of the encoder–encoder self-attention mechanism in the encoder.

\[
H_{j1} = \text{LayerNorm}(Y_{j-1} + \text{MaskedAtt}(Y_{j-1}))
\]  

(17)

\[
H_{j2} = \text{LayerNorm}(H_{j1} + \text{MultiheadAtt}(H_{j1}, Z_6))
\]  

(18)

\[
Y_j = \text{LayerNorm}(H_{j2} + \text{FFN}(H_{j2}))
\]  

(19)

where \(H_{j1}\) and \(H_{j2}\) are the output of the first and second Add and Norm sub-layer, respectively, in the decoder sub-layer; \(Y_j\) is the output of each decoder sub-layer; and the input of the next decoder sub-layer \(Y_0 = Y_{\text{shift}}, Y = Y_6\). \(Y_{\text{shift}}\) means that the output \(Y\) is offset by one position to ensure that the predictions for position \(i\) can depend only on the known outputs at positions less than \(i\) [33].

4. Experiments

4.1. Prediction Steps

The prediction steps using the proposed Transformer model for sales forecasting are shown in Figure 2.

In the data-preparation phase, the datasets are preprocessed, encoded, and normalized, and the sub-sequence lengths and time steps are defined. During the model-creation phase, the Transformer model is built, which is described in detail in the previous section.

The model training phase and the model evaluation phase are cyclical. After the model’s training, the evaluation metrics of the model are measured and compared with other models to determine whether SOTA (state of the art) has been implemented, and the model is modified if SOTA is not reached.

The forecast-implementation phase forms the prediction results using the trained model. In the result-output phase, the forecast results are output in the form of graphs and charts to visualize the results.
4.2. Datasets and Benchmarks

We conducted the experiment using datasets from Corporación Favorita, a large grocery retailer, from 2013 to 2017, provided by Kaggle, including 125,497,040 training observation values and 3,370,464 test observation values. The datasets include train, test, stores, items, transactions, oil, and holidays_events. The data features include id, date, store_nbr, item_nbr, unit sales, onpromotion, city, state, type, cluster, family, class, durable, oil_price, etc., where id represents the unique key value; Store_nbr reports the store id, item_nbr reports the product id, onpromotion reports whether are the items in the store on that day is on sale; type represents the five store levels, A–E, and clusters representatives of similar store groups for a total of 17 groups; family is the community category, where there are a total of 33 categories, and class is the subcategory of the product, where there are 337 subcategories; durable represents whether the product easily deteriorates; oil_price represents the oil price; and day_type represents the type of holiday [40]. We chose training sample datasets from the dates 20170301 to 20170621, verification sample datasets from the dates 20170628 to 20170713, and test sample datasets from the dates 20170719 to 20170723. The experiment was conducted from April to July 2023.

The benchmarks employed in this study are as follows. Among them, ARMA, ARIMA, and SARIMAX represent three common traditional forecasting methods. In contrast, SVR, RNN, GRU, and LSTM are four machine-learning forecasting methods.

1. ARMA [6].
2. ARIMA [14].
3. SARIMAX [2,15].
4. SVR [21].
5. RNN [44].
6. GRU [23].
7. LSTM [4,5].

4.3. Experimental Settings and Model Assessment

The experiments were conducted on a computer equipped with an Intel W-2133 CPU running at 3.6 GHz, an A100 GPU, and 128 GB of RAM.
To assess the performance of proposed models and compare them with benchmarks, we selected the following evaluation metrics: RMSLE, RMSWLE, NWRMSLE, and RMALE. These metrics are defined as follows:

\[
\text{RMSLE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\log(\hat{y}_i + 1) - \log(y_i + 1))^2}
\]  

\[
\text{RMSWLE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} w_i (\log(\hat{y}_i + 1) - \log(y_i + 1))^2}
\]  

\[
\text{NWRMSLE} = \sqrt{\frac{\sum_{i=1}^{N} w_i (\log(\hat{y}_i + 1) - \log(y_i + 1))^2}{\sum_{i=1}^{N} w_i}}
\]  

\[
\text{RMALE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |\log(\hat{y}_i + 1) - \log(y_i + 1)|}
\]

where \(\hat{y}_i\) represent the predicted value, \(y_i\) denotes the true value, and \(N\) represents the number of output data points. The logarithmic component is introduced to facilitate comparison with benchmarks. These statistical measures were chosen as appropriate criteria for evaluating forecast accuracy [45].

4.4. Model Training

The dataset is partitioned into three distinct subsets: the training set, the validation set, and the prediction set. Typically, the training set comprises around 70% of the total data, while the validation set makes up approximately 20%, and the prediction set represents about 10%. We utilized the training set for model training. Throughout the model training process, we applied the Adam optimizer with the same parameters and learning rate as specified by Vaswani et al. [33]. This consistent approach ensures that our training process adheres to established standards and practices.

4.5. Experimental Results

The experimental results are shown in Table 1, in which the smaller the values, the higher the prediction accuracy of the method. To provide a more intuitive and clear distinction of the predictive effects of different methods, we also visualize the table data in the form of histograms, as shown in Figure 3.

<table>
<thead>
<tr>
<th>Number</th>
<th>Model</th>
<th>RMSLE</th>
<th>RMSWLE</th>
<th>NWRMSLE</th>
<th>RMALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ARMA</td>
<td>1.4302 ± 0.0031</td>
<td>1.4795 ± 0.0031</td>
<td>1.2708 ± 0.0032</td>
<td>1.2691 ± 0.0035</td>
</tr>
<tr>
<td>2</td>
<td>ARIMA</td>
<td>1.2759 ± 0.0042</td>
<td>1.3016 ± 0.0042</td>
<td>1.1662 ± 0.0041</td>
<td>1.0733 ± 0.0043</td>
</tr>
<tr>
<td>3</td>
<td>SARIMAX</td>
<td>1.0556 ± 0.0106</td>
<td>1.0701 ± 0.0106</td>
<td>0.9581 ± 0.0097</td>
<td>0.9042 ± 0.0109</td>
</tr>
<tr>
<td>4</td>
<td>SVR</td>
<td>0.9019 ± 0.0028</td>
<td>0.9145 ± 0.0028</td>
<td>0.8513 ± 0.0028</td>
<td>0.8820 ± 0.0030</td>
</tr>
<tr>
<td>5</td>
<td>RNN</td>
<td>0.8537 ± 0.0079</td>
<td>0.8592 ± 0.0079</td>
<td>0.7066 ± 0.0071</td>
<td>0.7455 ± 0.0081</td>
</tr>
<tr>
<td>6</td>
<td>GRU</td>
<td>0.7743 ± 0.0006</td>
<td>0.7834 ± 0.0006</td>
<td>0.6890 ± 0.0013</td>
<td>0.6917 ± 0.0011</td>
</tr>
<tr>
<td>7</td>
<td>LSTM</td>
<td>0.6491 ± 0.0010</td>
<td>0.6679 ± 0.0010</td>
<td>0.5737 ± 0.0015</td>
<td>0.5706 ± 0.0015</td>
</tr>
<tr>
<td>8</td>
<td>Proposed model</td>
<td>0.5136 ± 0.0014</td>
<td>0.5204 ± 0.0014</td>
<td>0.4862 ± 0.0011</td>
<td>0.3245 ± 0.0012</td>
</tr>
</tbody>
</table>
LSTM, the average improvement rates are approximately 32.3%, 32.4%, 25.9%, and 51.5%, respectively.
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Figure 3. Comparison of experiment results.

Regarding the selected model evaluation metrics RMSLE, RMSWLE, NWRMSLE, and RMALE, the proposed model exhibits average improvement rates of approximately 48.2%, 48.5%, 45.2, and 63.0%, respectively. In comparison to the traditional ARMA, ARIMA, and SARIMAX prediction models, the average improvement rates are approximately 59.1%, 59.5%, 57.0%, and 70.0%, respectively. When compared to the SVR model, the improvement rates are approximately 43.1%, 43.1%, 42.9%, and 63.2%, respectively. In contrast, when compared with the deep learning algorithm models RNN, GRU, and LSTM, the average improvement rates are approximately 32.3%, 32.4%, 25.9%, and 51.5%, respectively.

4.6. Ablation Experiment
4.6.1. Effect of Multi-Head Attention

We conducted an ablation experiment to assess the impact of the multi-head attention mechanism. In comparison to the proposed model with a single-head model, the multi-head attention model exhibited average improvement of approximately 35.3%, 39.4%, 39.7%, and 56.2% on NWRMSLE, RMSLE, RMSWLE, and RMALE, respectively. Table 2 displays the results of the ablation experiment, and Figure 4 presents histograms of ablation results, clearly demonstrating that the proposed eight-head model outperforms the single-head model.

Table 2. Effect of multi-head attention.

<table>
<thead>
<tr>
<th>Number</th>
<th>Model</th>
<th>RMSLE</th>
<th>RMSWLE</th>
<th>NWRMSLE</th>
<th>RMALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single-head</td>
<td>0.8470 ± 0.0016</td>
<td>0.8632 ± 0.0016</td>
<td>0.7519 ± 0.0017</td>
<td>0.7406 ± 0.0018</td>
</tr>
<tr>
<td>2</td>
<td>Proposed</td>
<td>0.5136 ± 0.0014</td>
<td>0.5204 ± 0.0014</td>
<td>0.4862 ± 0.0011</td>
<td>0.3245 ± 0.0012</td>
</tr>
</tbody>
</table>
4.6.2. Effect of the Number of Encoder–Decoders

Typically, a model’s effectiveness benefits from its depth, and the deeper the model, the better its performance. The number of encoder–decoders directly corresponds to the model’s depth. Moreover, with each increment in the number of encoder–decoders, the model’s complexity increases, resulting in longer training and prediction times. Here, we assessed the impact of varying numbers of encoder–decoders on the model. The experimental results are shown in Table 3 and Figure 5. These results clearly show that as the number of encoder–decoders increases, the model’s performance improves; however, the rate of improvement diminishes. Specifically, when the number increases from 4 to 6, the enhancement in the model’s effectiveness is relatively less than when the number increases from 2 to 4. Considering the performance priority while taking into account the time efficiency comprehensively, we set the number of encoder-decoders to six.

Table 3. Effect of the number of encoder–decoders.

<table>
<thead>
<tr>
<th>Number of Encoder–Decoders</th>
<th>2</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSLE</td>
<td>1.0168 ± 0.0043</td>
<td>0.6058 ± 0.0092</td>
<td>0.5136 ± 0.0014</td>
</tr>
<tr>
<td>RMSWLE</td>
<td>1.2182 ± 0.0085</td>
<td>0.5253 ± 0.0094</td>
<td>0.5204 ± 0.0014</td>
</tr>
<tr>
<td>NW_RMSLE</td>
<td>0.9828 ± 0.0082</td>
<td>0.6185 ± 0.0081</td>
<td>0.4862 ± 0.0011</td>
</tr>
<tr>
<td>RMALE</td>
<td>0.8251 ± 0.1059</td>
<td>0.3382 ± 0.0013</td>
<td>0.3245 ± 0.0012</td>
</tr>
</tbody>
</table>
Our paper introduces a sales forecasting model designed to prioritize accuracy and efficiency. We leverage the Transformer’s encoder–decoder architecture and multi-head attention mechanisms to simplify long-term time-dependent computations. This not only maintains a low time complexity but also enhances the model’s interpretability. We provide a comprehensive formula representation of the model, aiding in better understanding and implementation. Our experiments on Kaggle sales datasets, considering factors like seasons, holidays, and promotions, demonstrate the model’s exceptional performance. It outperforms seven benchmark methods (ARMA, ARIMA, SARIMAX, SVR, RNN, GRU, LSTM) by approximately 48.2%, 48.5%, 45.2%, and 63.0% across four evaluation metrics (RMSLE, RMSWLE, NWRMSLE, RMALE). Ablation experiments confirm the significance of the multi-head attention mechanism and encoder–decoder layers.

Accuracy and efficiency are the basic requirements and main evaluation criteria of sales forecasting. The Transformer-based sales forecasting model proposed in this paper effectively reduces the sales forecasting error, and the average improvement rate reaches 49.1%, which is significantly higher than that of Autoformer’s 38% [37] and Fedformer’s 22.6% [38] and reaches the international advanced level. The research results fully demonstrate the superiority of our Transformer-based model.

Accuracy and efficiency are vital for sales forecasting, and our Transformer-based model excels in reducing prediction errors. Compared to traditional methods (ARMA, ARIMA, SARIMAX), it achieves improvement rates of 59.1%, 59.5%, 57.0%, and 70.0%. Compared to deep learning methods (CNN, RNN, and LSTM), it delivers improvement rates of 32.3%, 32.4%, 25.9%, and 51.5%. These results highlight the superiority of our model. Accurate sales forecasting enhances various aspects of business operations, such as production planning, pricing strategies, and inventory management, ultimately boosting...
sales performance and profitability. In future research endeavors, there is room for further optimization, particularly in the realm of enhancing the efficiency of the attention mechanism.

As we chart the course for future research endeavors, there remains a promising avenue for further optimization, particularly in the realm of enhancing the efficiency of the attention mechanism within our model. The attention mechanism has proven to be a powerful tool, but there is always room for refinement and streamlining to make it even more effective. When transitioning our model from research to practical enterprise settings, a critical step is to train the model using the company’s own historical sales data. While our model has demonstrated remarkable performance in our experiments, it is essential to adapt it to the unique characteristics and nuances of a specific business. Real-world data often introduce complexities that can differ significantly from standardized datasets, and this adaptation process is vital for achieving the best results.

Furthermore, the journey does not end with model development and deployment. Continuous optimization is key to maintaining and enhancing performance over time. This optimization extends to both the model itself and the fine-tuning of hyperparameters. As market conditions evolve and new factors come into play, the model should be agile and adaptable. This adaptability can be achieved through ongoing refinements based on real-world practice and feedback.

In summary, while our sales forecasting model represents a significant advancement in accuracy and efficiency, the path forward involves refining the attention mechanism, tailoring the model to specific business contexts through real-world training, and committing to continuous optimization. These steps will ensure that the model remains a valuable tool for businesses in the ever-evolving landscape of e-commerce.
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