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Abstract: Sentiment analysis is a cornerstone of natural language processing. However, it presents formidable challenges due to the intricacies of lexical diversity, complex linguistic structures, and the subtleties of context dependence. This study introduces a bespoke and integrated approach to analyzing customer sentiment, with a particular emphasis on a case study in the Portuguese retail market. Capitalizing on the strengths of SentiLex-PT, a sentiment lexicon curated for the Portuguese language, and an array of sophisticated machine learning algorithms, this research constructs advanced models that encapsulate both lexical features and the subtleties of linguistic composition. A meticulous comparative analysis singles out multinomial logistic regression as the pre-eminent model for its applicability and accuracy within our case study. The findings of this analysis highlight the pivotal role that sentiment data play in strategic decision-making processes such as reputation management, strategic planning, and forecasting market trends within the retail sector. To the extent of our knowledge, this work is pioneering in its provision of a holistic sentiment analysis framework tailored to the Portuguese retail context, marking an advancement for both the academic field and industry application.

Keywords: consumer sentiment; lexical features; machine learning techniques; Python software; SentiLex-PT

1. Introduction

Sentiment analysis (SA) [1] is helpful in natural language processing (NLP), underpinning decision-making processes across various sectors such as commerce, finance, healthcare, and product analysis [2]. Machine learning (ML) [3] has been employed in various sectors for supporting the decision-making, including biomedical and healthcare data [4,5], data privacy [6], and forecasting [7].

Recent studies have focused on innovative data-driven methods for weighted SA [8,9]. The public sentiment for applications like customer SA, market prediction, and reputation management have been stated in [10–16]. However, SA faces obstacles such as informal writing, irony, language-specific nuances, and sarcasm, complicating sentiment detection and classification [17,18].

In light of these obstacles, investigations that break new ground by introducing pioneering, exhaustive, and hybrid methodologies for SA are needed, particularly in the Portuguese retail sector. The relevance of focusing on the retail sector is particularly heightened by the changes in customer behavior induced by the COVID-19 pandemic, an area that has received scholarly attention [19]. The efficacy of ML techniques has been proven in complex and dynamic scenarios, such as COVID-19 diagnosis [5,20], indicating their potential utility in analyzing the retail sector during these turbulent times.

In this context, we utilize SentiLex-PT, a specialized sentiment lexicon for the Portuguese language [21,22], to provide linguistic insights. These are then coupled with a range of ML techniques—including naive Bayes (NB), logistic regression (LR), multinomial logistic regression (MLR), ordinal regression (OR), support vector machines (SVMs), random forests (RFs), and eXtreme gradient boost (XGBoost)—to process complex data and offer a comprehensive analysis [20,23–25].

By coupling SentiLex-PT for sentiment extraction and ML models for sentiment classification, an effective approach to SA can be developed, especially when applied to Portuguese retail customer feedback. Recent research underscores the benefits of hybrid models. For instance, in [26], the authors employed Twitter data and reduced the feature count by up to 96% while outperforming most models. Such study evidenced the power of hybrid models with precision-tuned hyperparameters to transcend the performance of standalone models [27]. While their hybrid model yielded impressive results, they recognized that opportunities for enhancing performance remain through model tweaking and training. By adopting such a hybrid approach, a significant advance in SA can be obtained, amalgamating linguistic feature incorporation and sophisticated ML methods for more refined and precise sentiment classification. To the best of our knowledge, there is no methodology proposed until now considering the coupling of SentiLex-PT for sentiment extraction and ML for sentiment classification to produce hybrid models, especially in the Portuguese retail sector. However, ML has been widely used for various classification tasks such as cardiovascular diseases [28], abnormality detection [24], and even clustering [25].

The main objective of our investigation is to provide a novel and integrated methodology tailored for customer SA. This methodology incorporates various levels of analysis—document-level, sentence-level, and phrase-level—to capture the nuanced nature of sentiments. Document-level analysis yields an overarching sentiment score, while sentence-level dissection allows for contrasting sentiments within the same document.

On a more granular level, phrase-level SA identifies opinion words at the phrase-level, offering detailed scrutiny [29]. Thus, we provide a holistic understanding of sentiment by seamlessly integrating these levels of analysis. We apply this methodology to a case study in the Portuguese retail industry.

Beyond text pre-processing [30], our computational framework involves multiple steps. We start with feature extraction techniques to transform raw text into a machine-readable numerical format. We employ methods like bag-of-words, context capturing through N-grams, and manage sparse matrices through feature selection and reduction. Metrics such as precision, recall, F1-score, and receiver operating characteristic area under the curve (ROC-AUC) are utilized for evaluation. Hyperparameter tuning is carried out using methods like grid search and randomized search [4,6]. Importantly, the selection of ML models was motivated by the specific nature of SA problems and by our dataset.

We deploy MLR for nominal sentiment classes, OLR for ordered sentiments, and SVMs for handling high-dimensional data. Multiscale monitoring with ML methods has also proven beneficial in other fields [23]. RFs are chosen for their robustness against overfitting and aptitude for managing large feature sets, while XGBoost is employed for its regularization capabilities, offering a balanced and high-performing model. The merit of adopting a supervised ML approach—where algorithms learn from labeled data—lies in its ability to generalize from training data to unseen inputs, following an iterative process of prediction, feedback, and parameter adjustment. We evaluate model performance and decide when to halt the learning process to achieve an optimal model. ML, in this context, is not just a computational tool but also a lens through which sentiment can be understood beyond mere definitions, considering contextual data, sarcasm, and misused words, similar to how ML is used for evaluating the impact on academic performance [31,32].

The remainder of this article is organized as follows. Section 2 discusses the methodology and ML classifiers. In Section 3, we cover the dataset and analytical methods. In Section 4, an empirical evaluation of various ML approaches for SA is provided. We conclude the study and outline future research avenues in Section 5.
2. Methodology

In this section, we provide a summary of the classifiers utilized in our approach to SA. We focus on key models such as MLR and XGBoost, which play a crucial role in our analysis. Additionally, we include a concise overview of other relevant models to ensure a comprehensive understanding of the methodologies applied. Our aim is to present these models in a manner that is both theoretically sound and empirically relevant to practitioners and researchers in the field of SA.

2.1. Naive Bayes

NB is a simple yet effective ML algorithm for classification. The algorithm is based on the Bayes theorem and assumes that all features (covariates) are independent of each other. Despite this oversimplification, NB classifiers work well in many real-world situations, including text classification and spam filtering [33–36]. Given the class target variable $Y$ and features $X_1, \ldots, X_k$, with observed values $x_1, \ldots, x_k$, the NB model assumes that, under the naivety assumption that all features are independent of each other, the conditional probability is written as

$$P(Y = y|X_1 = x_1, \ldots, X_k = x_k) = \frac{P(Y = y) \prod_{i=1}^{k} P(X_i = x_i|Y = y)}{P(X_1 = x_1, \ldots, X_k = x_k)},$$

where the denominator $P(X_1 = x_1, \ldots, X_k = x_k)$ is a constant given the input, so $P(Y = y|X_1 = x_1, \ldots, X_k = x_k)$ can be stated as proportional to $P(Y = y) \prod_{i=1}^{k} P(X_i = x_i|Y = y)$. We choose the class $y$ that maximizes $P(Y = y) \prod_{i=1}^{k} P(X_i = x_i|y)$, leading to

$$y = \arg\max_y P(Y = y) \prod_{i=1}^{k} P(X_i = x_i|y).$$

The NB model is easy to build, with no complicated parameter estimation which makes it helpful. Additionally, it can handle a large number of features and is unaffected by irrelevant features, making it versatile for handling complex classification problems.

2.2. Logistic Regression

LR is a powerful and commonly used ML algorithm for binary classification problems. It is a statistical model that utilizes a logistic function to describe a binary target variable $Y$ [37]. Unlike linear regression, which outputs continuous values, LR transforms its output to return a probability value that can be mapped to two classes: positive and negative. Given a feature vector $X_1, \ldots, X_k$ and its observed (input) values $x_1, \ldots, x_k$, the LR model first calculates a linear combination of these input features as $z = \beta_0 + \beta_1 x_1 + \cdots + \beta_k x_k$, where $\beta_0, \beta_1, \ldots, \beta_k$ are the model parameters and $z$ is the log-odds or logit function that represents the linear combination of the input features weighted by the corresponding model parameters. Next, the model maps the log-odds $z$ to the probability of the positive class using the sigmoid function given by

$$\hat{p} = 1/(1 + \exp(-z)),$$

where the output $\hat{p}$ is the estimated probability of the positive class. Training the model involves finding the parameter $\beta$ that minimizes the cost function, typically the log-loss function as

$$J(\beta) = -\frac{1}{n} \sum_{i=1}^{n} (y_i \log(\hat{p}_i) + (1 - y_i) \log(1 - \hat{p}_i)),$$

where $n$ is the sample size, $y_i$ is the actual class label (positive or negative), and $\hat{p}_i$ is the predicted probability of the positive class for instance $i$. This cost function is convex, which allows optimization algorithms like gradient descent to find the global minimum effectively. LR is widely used due to its efficiency and simplicity.
Despite its name, LR is primarily used for classification tasks rather than regression tasks. It works well for linearly separable classes and when the feature space is linearly related to the log-odds of the response (target or dependent) variable. However, it may not be as effective with non-linear problems or problems where feature interactions are important, as it assumes independence among the features. For multi-class classification problems, the variant called MLR is used, which will be discussed in the subsequent section.

2.3. Multinomial Logistic Regression

In the context of our study, where the target variable $Y$ (sentiment) has five levels—very negative (VN), negative (N), neutral (Neu), positive (P), and very positive (VP)—an MLR model is particularly helpful.

MLR extends LR when the target variable has more than two classes, creating distinct LR models for each class against a reference, with its own regression coefficients. The key assumption, known as independence of irrelevant alternatives, posits that the selection of one class does not relate to the selection of any other. Given a categorical variable $Y$ with levels (VN, N, Neu, P, VP), $k$ covariates $X = x_1, \ldots, x_k$ with their observed values $x_i = x_1, \ldots, x_k$, and regression coefficients $\beta_0, \beta_1, \ldots, \beta_k$, then the associated MLR models can be obtained and, since $P(Y = VN|x) + P(Y = N|x) + P(Y = Neu|x) + P(Y = P|x) + P(Y = VP|x) = 1$, we derive probabilities as

$$P(Y = VN|x) = \frac{\exp(y_1)}{1 + \exp(y_1) + \exp(y_2) + \exp(y_3) + \exp(y_4)},$$

$$P(Y = N|x) = \frac{\exp(y_2)}{1 + \exp(y_1) + \exp(y_2) + \exp(y_3) + \exp(y_4)},$$

$$P(Y = Neu|x) = \frac{1}{1 + \exp(y_1) + \exp(y_2) + \exp(y_3) + \exp(y_4)},$$

$$P(Y = P|x) = \frac{\exp(y_3)}{1 + \exp(y_1) + \exp(y_2) + \exp(y_3) + \exp(y_4)},$$

$$P(Y = VP|x) = \frac{\exp(y_4)}{1 + \exp(y_1) + \exp(y_2) + \exp(y_3) + \exp(y_4)},$$

where $y_1 = \log(P(Y = VN|x)/P(Y = Neu|x))$, $y_2 = \log(P(Y = N|x)/P(Y = Neu|x))$, $y_3 = \log(P(Y = P|x)/P(Y = Neu|x))$, and $y_4 = \log(P(Y = VP|x)/P(Y = Neu|x))$, with $y_j = \beta_0 + \beta_1 x_1 + \cdots + \beta_k x_k$, and $j \in \{1, 2, 3, 4\}$. The equations expressed in (1), (2), (3), (4), and (5) form the foundation for modeling the sentiment classes in our MLR framework.

Following the derivation of the five-class sentiment models, we proceed with its fine-tuning and assessment using maximum likelihood estimation for fitting the MLR model.

The fitted model is evaluated using the likelihood ratio test, which compares two models with the ratio of their likelihood functions—one for the reduced model (with only an intercept) and another for the full model (with all covariates) [38]. Evaluating the model fit, pseudo-$R^2$ metrics delineated in [39–41] are used, whose interpretation can be ambiguous as indicated in [42,43]. However, these metrics are important when comparing models, with a model whose superior pseudo-$R^2$ being judged as optimal fit, positing that a pseudo-$R^2$ between 0.2 and 0.4 is a good model fit [44]. Significance of the model coefficients is examined with the Wald test, while the ROC-AUC evaluates the model discriminative capacity. The ROC-AUC ranges from zero to one, where a ROC-AUC of 0.5 suggests the model lacks discriminative ability. For $0.5 < \text{ROC-AUC} < 0.7$, the discriminative power is weak; for $0.7 < \text{ROC-AUC} < 0.8$, it is acceptable; for $0.8 \leq \text{ROC-AUC} < 0.9$, it is good; and, for $\text{ROC-AUC} \geq 0.9$, the discriminative power is exceptional. Note that, unlike other statistical procedures, MLR requires careful attention to the sample size, especially in the presence of potential collinearity among the covariates. Care is needed with small sample sizes and highly correlated covariates, as these can lead to incorrect or unreliable inferences based on the fitted regression model [45]. As a general guideline, for maximum likelihood estimation in LR models, it is recommended to consider at least 100 cases [46].
2.4. Ordinal Regression Models

OR models are a type of regression analysis used when the dependent variable, or target variable, is ordinal with multiple ordered classes. Unlike nominal classes, ordinal classes have a specific order (say, for example, VN, N, Neu, P, VP), but the distance between the classes is not known [37,47]. Before fitting OR models, we evaluate the association between the response variable and covariates using the Cochran–Mantel–Haenszel (row mean scores) statistic. This statistic investigates the relationship between the ordinal response variable and a specific covariate, while adjusting for the effect of another covariate, which is considered as a stratification variable. The ordinality of the response variable is incorporated by assigning scores to response classes, computing means, and inspecting location shifts of means across row levels or sub-populations (formed when covariate levels are cross-classified). Moreover, to account for ordinality in the face of uncertainly equally spaced y-target classes, we assign modified ridit scores [48].

2.5. Proportional Odds Model

The proportional odds model, also known as the cumulative logit model, is helpful for grouped continuous variables. Considering a c-point scale, where the response classes are \(y_1, \ldots, y_c\) and the observed covariates are \(x = (x_1, \ldots, x_k)\), we form cumulative probabilities from \(P(Y = y_j) = p_j\), for \(j \in \{1, \ldots, c\}\). The probability of a response in class \(y_j\) or below is given by \(P(Y \leq y_j) = p_1 + \cdots + p_j\). This cumulative probability increases with the class, that is, \(P(Y \leq y_1) \leq \cdots \leq P(Y \leq y_c) = 1\), reflecting the ordering in the classes. The proportional odds model relates these cumulative probabilities and the covariates using

\[
\text{logit}(P(Y \leq y_j)) = \alpha_j - \beta x,
\]

where \(\text{logit}(p) = \log(p/(1-p))\) is the logit function, \(P(Y \leq y_j)\) the cumulative probability of the target variable being in class \(j\) or lower, \(\alpha\) the threshold parameter for class \(j\), and \(\beta\) a vector of coefficients for the observed features \(x\). The minus sign in front of \(\beta x\) in the expression formulated in (6) indicates that, as the covariates increase, the cumulative probability decreases, maintaining the ordering of the classes. The aspect of the proportional odds model is captured by the constant odds ratio for any two sets of observed covariates \(x\) and \(x'\) presented as (where \(\text{log-odds}(p) = \text{logit}(p)\))

\[
\frac{\text{odds}(P(Y \leq y_j|x))}{\text{odds}(P(Y \leq y_j|x'))} = \frac{\exp(\beta x)}{\exp(\beta x')} = \exp(\beta' (x - x')),
\]

The constancy stated in (7) applies across all classes \(j\), meaning a unit covariate increase universally impacts the odds of a lower class. It is important to validate this assumption when using the model.

2.6. Multinomial Logistic versus Ordinal Regression

If the classes have a clear order, OR might be more suitable since it takes this order into account. In addition, MLR treats each class as a separate class without considering any order or hierarchy. Hence, OR might capture the nature of SA better than MLR. The OR model can give meaningful results about shifts from one class to another, considering the order. In comparison, MLR treats shifts from VN to N the same as from VN to VP. This can be less intuitive in a SA context, where we typically think of sentiment as a continuum from negative to positive. The performance of both models can depend on the specifics of the data. MLR might perform better when the assumptions of OR do not hold, or when the order of classes is not very meaningful for predicting the outcome. However, when the ordinal nature of the classes is important, OR can outperform MLR. OR requires the assumption of proportional odds, meaning that the odds are the same regardless of the cut-off point chosen to distinguish between lower and higher ratings. Checking and handling violations of this assumption can add complexity when using OR. In contrast, MLR does not make this assumption, which can make it easier to employ.
2.7. Support Vector Machines

SVMs are a supervised ML algorithm used for classification and regression [49,50]. In the context of SA, SVMs are effective due to their capability of handling high-dimensional and sparse data, which is typical in text classification. SVMs perform well with high-dimensional data, making them suitable for text data with large vocabularies. They work effectively with sparse data and have shown superior performance in such situations. SVMs can handle multi-class problems using strategies like one-versus-one and one-versus-all. They are robust against overfitting, especially in high-dimensional spaces. The primary idea of SVMs is to find a hyperplane that best separates the data into classes. For linearly separable data, SVMs find the line that maximizes the margin between classes. For non-linearly separable data, SVMs use the kernel trick to transform data into a higher-dimensional space where it can be separated by a hyperplane. In practice, SVMs introduce the concept of a soft margin to handle noisy data, allowing some misclassifications controlled by a regularization parameter. SVMs are also used for regression tasks, where the goal is to fit as many instances as possible within a margin while minimizing the instances outside the margin, controlled by a parameter.

2.8. Random Forests

RF is an ensemble learning method that constructs multiple decision trees during training and outputs the mode of the classes (classification) of the individual trees [51,52]. The RF algorithm involves randomly selecting samples with replacement bootstrap samples from the dataset. For each bootstrap sample, a decision tree is grown randomly selecting features out of all features and using the best split on these features to split the node, maximizing reduction in variance (for regression) or Gini impurity (for classification). For prediction, the new object is passed through all trees, and the most voted class is chosen as the prediction. A crucial hyperparameter of RF is the number of trees. More trees reduce overfitting but increase computational complexity. RFs are robust to outliers, scalable, and handle high-dimensional datasets well, which is helpful in SA when using feature vectors like bag-of-words. However, RFs can be less interpretable than models like LR and are more intensive computationally. They may not perform as well as linear models or SVMs when dealing with sparse text data.

2.9. An Overview of XGBoost

XGBoost [53] is an advanced embodiment of the gradient tree boosting algorithm, which integrates regularization to prevent overfitting. Distinct from other boosting algorithms, XGBoost consolidates the contributions of weak learners—specifically, decision trees—to construct a robust predictive model. These trees optimize a loss function, and each successive tree addresses the residuals not captured by its predecessors. A characteristic of XGBoost is the use of regularization, which curbs the model propensity to fit excessively to the training data and may include noise and outliers, augmenting its generalization to unobserved data. Regularization is incorporated within the loss function, directing the model towards simpler configurations and diminishing risk of overfitting. The XGBoost operates as a meta-classifier, amalgamating weak learners into a formidable collective learner. Given a training dataset \((x_i, Y_i)\), where \(x_i = x_{i1}, \ldots, x_{ik}\) are the covariates and \(Y_i\) the response for the \(i\)-example, with \(i \in \{1, \ldots, n\}\), XGBoost harnesses a set of individual classifiers to forecast the outcome \(\hat{Y}_i\). The predictive relationship is expressed as
\[
\hat{Y}_i = \sum_{j=1}^{m} f_j(x_i),
\]
where \(m\) is the number of decision trees and \(f_j\) denotes the \(j\)-th decision tree, with the scores assigned to its leaves. The score for each decision tree is computed through
\[
L(f) = \sum_{i=1}^{n} l\left( Y_i, \hat{Y}_i^{(j-1)} + f_j(x_i) \right) + \Omega(f_j), \tag{8}
\]
where \(l\) is the loss function, \(\hat{Y}_i^{(j-1)}\) the prediction for \(x_i\) at the \((j-1)\)-th iteration, and \(\Omega\) the regularization term which constrains the magnitude of the scores on the leaves.
The function $f_j(x_i)$ that minimizes the equation given in (8) is integrated into the decision tree ensemble, culminating in the final classification model. The efficacy of the XGBoost algorithm is attributable to its computation speed and performance metrics. Its elevated performance is due to the system design and adoption of a column block structure, facilitating parallelization during the model construction. Moreover, its capability of managing sparse data and accommodating missing values enhances its versatility and robustness. In summary, the XGBoost classifier harnesses the principles of gradient boosting while incorporating regularization to achieve high efficiency in various complex predictive modeling tasks. This robust learning apparatus, with its strong theoretical underpinnings and empirical validation, continues to serve as a pivotal tool in the ML arena.

2.10. Comparison between Random Forests and XGBoost

Both XGBoost and RF are ensemble ML algorithms that utilize decision trees as their base learners. However, the methodologies underlying their learning processes, approaches to the bias–variance tradeoff, and strategies for evaluating feature importance display fundamental differences. RFs construct each tree independently, leveraging the averaging of results to reduce variance and mitigate the risk of overfitting. In contrast, XGBoost builds trees sequentially, with each successive tree amending the errors of its predecessor. This progressive refinement inherent in boosting algorithms can heighten sensitivity to noise and outliers, but also has the potential to improve model accuracy with meticulous tuning.

While RFs inherently manage the variance by amalgamating independently constructed decision trees, XGBoost addresses both bias and variance through the creation of a robust predictive model via a stepwise, additive, and sequential process. Provided that the hyperparameters are finely tuned, this typically confers upon XGBoost a higher level of accuracy compared to RFs. In the context of feature selection, RFs integrate a random subset of features when bifurcating nodes during tree construction, fostering model diversity and further reducing overfitting. Conversely, XGBoost contemplates all available features for node splits, exerting control over model complexity through regularization parameters. The two algorithms also differ in their computation of feature importance. In RFs, importance is deduced from the aggregate decrease in node impurities resulting from splits on the feature, averaged across all trees. XGBoost, however, ascertains feature importance based on the average gain of the feature when utilized in trees. Considering raw performance metrics, XGBoost frequently surpasses RF. Owing to its gradient boosting framework, XGBoost is often capable of delivering superior predictive accuracy. Nevertheless, the sequential training process inherent in XGBoost may necessitate a more meticulous tuning phase compared to that required for RFs.

2.11. Performance Metrics and Validation Techniques

Evaluating the predictive performance and reliability of a trained model is critical to ensure its practical applicability. This subsection outlines the assessment framework, which includes a suite of metrics and validation methodologies, with a particular focus on cross-validation and the train–test split paradigm, as detailed in [4]. Precision and recall (also known as sensitivity) are crucial metrics for assessing the effectiveness of model predictions for the positive class. Precision is defined by the ratio of true positive (TP) instances to the sum of TP and false positive (FP) instances, which can be quantitatively expressed as $\text{Precision} = \frac{TP}{TP + FP}$. Conversely, sensitivity is defined using TP and false negatives (FN) as $\text{Sensitivity} = \frac{TP}{TP + FN}$. Accuracy, another cornerstone metric, quantifies the overall proportion of accurate predictions made by the model, computed as $\text{Accuracy} = \frac{\text{True predictions}}{\text{Total predictions}}$. For binary classification tasks, the accuracy metric is specified as $\text{Accuracy (binary)} = \frac{(TN + TP)}{(TP + TN + FP + FN)}$, where TN is true negatives. These metrics are coalesced within the confusion matrix, which is presented in Table 1.
The F1-score approaches to unity exclusively when both precision and sensitivity are perfect. F1-score only attains high values when both metrics are concurrently high, so providing a more nuanced performance indicator than accuracy alone. To assess the model stability and predictive consistency, a resampling procedure named \( k \)-fold cross-validation is employed. This procedure partitions the dataset into \( k \) equally sized segments, consecutively utilizing each segment as a validation set while the remainder function as the training set.

Complementing these metrics, learning curves offer vital insights into a model learning trajectory and data utilization efficiency. By graphically charting a risk or cost function against the volume of training data, learning curves facilitate the determination of the data quantity requisite for optimizing model performance.

3. Dataset and Its Preparation for Analytics

In this section, we detail the dataset, the data cleansing process, and the methodology used.

3.1. Dataset Description

This study employs a dataset encompassing customer support interactions, systematically gathered since 2021. Our analysis focuses on a one-year subset of messages, including data fields such as message content, message number, type, and associated sentiment classifications. Message lengths diverge significantly, ranging from concise 20-word expressions to extensive reviews exceeding 200 words.

The original dataset comprised 58,172 records. Data cleansing resulted in the exclusion of 524 duplicate entries, 11,996 unclassified records, and 654 records with identical messages. Consequently, the sanitized dataset consisted of 44,998 unique cases. It is important to specify that SA on this dataset was pre-classified by a consultancy previously engaged by the company.

While the specific criteria utilized by the consultancy remain proprietary and confidential, the reliability of the classifications is endorsed by the satisfaction of our business client with the analytical outcomes. This endorsement serves as a testament to the validity and business relevance of the pre-classified sentiments. The sentiments were categorized into five distinct classes, varying from very negative to very positive. In the cleansed dataset of approximately 45,000 cases, 78% are designated as service requests (SRs), 14% as information requests (IRs), 8% as complaints, and the remaining entries are dispersed among compliments and suggestions. Figure 1 illustrates the distribution of these classes.

![Figure 1. Distribution of request types in the Portuguese data.](image-url)
Regarding sentiment distribution, 79% of the entries are neutral. This proportion aligns with the predominance of SRs and IRs, which typically elicit a neutral response. Additionally, 20% of the records manifest negative sentiment, whereas the balance consists of very negative, positive, and very positive sentiments. Notably, records with very positive sentiments are scarce, suggesting customer reticence in expressing positive feedback. Figure 2 delineates the sentiment distribution.

Figure 2. Distribution of sentiment classes in the Portuguese data.

Table 2 reveals a strong correlation between sentiment classes and request types. Positive sentiments are chiefly associated with compliments, SRs, and IRs, while negative sentiments correlate more with complaints. It should be noted that approximately 10% of records classified as positive are actually complaints, indicating an incongruence. Further scrutiny suggests that this incongruence may stem from the deployment of irony or the incorporation of ostensibly positive lexemes from Portuguese like “bom dia” (good morning), “agradeço” (thank you), and “cumprimentos” (regards), in otherwise negative messages.

The marginal totals in Table 2 represent observed counts of records classified under each sentiment class, not percentages. These counts are pivotal in understanding the distribution of sentiment classifications across different request types without normalization by the total number of records. Notably, the marginal total for the “Very Positive” class is 24, indicating the observed number of records classified as such. It is important to recognize that some “Very Positive” sentiments may be associated with unique types of interactions that do not fit neatly into the conventional classes of SR, IR, complaints, or suggestions. This can lead to less visible representations within these predefined classes and explains why some data points might not align perfectly with the standard classifications. Such distinctions underscore the complex nature of SA and highlight the need to consider all nuances in our evaluation.

Table 2. Percentage of request types by sentiment class with record counts in the final column of Portuguese data.

<table>
<thead>
<tr>
<th>Compliment</th>
<th>IR</th>
<th>SR</th>
<th>Complaint</th>
<th>Suggestion</th>
<th>Record Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Positive</td>
<td>33.3%</td>
<td>12.5%</td>
<td>20.8%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Positive</td>
<td>9.8%</td>
<td>29.4%</td>
<td>50.0%</td>
<td>9.8%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.2%</td>
<td>14.9%</td>
<td>78.4%</td>
<td>6.1%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Negative</td>
<td>0.0%</td>
<td>9.2%</td>
<td>75.5%</td>
<td>14.8%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Very Negative</td>
<td>0.0%</td>
<td>11.5%</td>
<td>64.5%</td>
<td>23.4%</td>
<td>0.6%</td>
</tr>
</tbody>
</table>
3.2. Data Cleaning Procedure

Data cleaning is a crucial step in preparing the text messages for SA. Inaccurate or unclean data can greatly distort the results and decrease the validity of the SA. Therefore, a rigorous cleaning process is employed. Consider the following raw text message received from a customer, which is used to illustrate the cleaning procedure:

```
"Bom dia, gostaria de saber quando terão cadeiras, novamente, disponíveis. Muito obrigada!
https://www.continente.pt/produto/cadeira-echair-confort-kasa-284190.html
Melhores cumprimentos, Maria Silva, mariasilva@gmail.com
De: Continente ajuda@continente.pt
Enviado: 25 de setembro de 2021 12:06
Para: Maria Silva mariasilva@gmail.com
Assunto: Confirmação de Encomenda"
```

Translation to English:
```
"Good morning, I would like to know when you will have chairs available again. Thank you very much!
https://www.continente.pt/produto/cadeira-echair-confort-kasa-284190.html
Best regards, Maria Silva, mariasilva@gmail.com
From: Continente ajuda@continente.pt
Sent: September 25, 2021 12:06
To: Maria Silva mariasilva@gmail.com
Subject: Order Confirmation"
```

↓

Step 1: Space restoration

Upon import, spaces are automatically replaced with \n. This step restores the original spacing structure for readability as indicated below:

```
"Bom dia, gostaria de saber quando terão estas cadeiras, novamente, disponíveis. Muito obrigada!
https://www.continente.pt/produto/cadeira-echair-confort-kasa-284190.html
Melhores cumprimentos, Maria Silva, mariasilva@gmail.com

De: Continente ajuda@continente.pt
Enviado: 25 de setembro de 2021 12:06
Para: Maria Silva mariasilva@gmail.com
Assunto: Confirmação de Encomenda"
```

Translation to English:
```
"Good morning, I would like to know when you will have these chairs available again. Thank you very much!
https://www.continente.pt/produto/cadeira-echair-confort-kasa-284190.html
Best regards, Maria Silva, mariasilva@gmail.com

From: Continente ajuda@continente.pt
Sent: September 25, 2021 12:06
To: Maria Silva mariasilva@gmail.com
Subject: Order Confirmation"
```

↓

Step 2: Character removal and case standardization

All characters except for ‘.’, ‘’,” and ‘@’ are eliminated. Case standardization is achieved by converting all characters to lowercase as indicated below:

```
"bom dia gostaria de saber quando terão estas cadeiras novamente disponíveis. muito obrigada! melhores cumprimentos Maria Silva mariasilva@gmail.com de continente enviado de setembro de para maria Silva assunto confirmação de encomenda"
```

Translation to English:
```
"bom dia gostaria de saber quando terão estas cadeiras novamente disponíveis. muito obrigada! melhores cumprimentos Maria Silva mariasilva@gmail.com de continente enviado de setembro de para maria Silva assunto confirmação de encomenda"
```
Translation to English:

"good morning i would like to know when you will have these chairs available again. thank you very much! best regards maria silva mariasilva@gmail.com from continente sent september to maria silva subject order confirmation"

↓

Step 3: Retailer message exclusion

Messages from the retailer are excluded to concentrate solely on the customer sentiment as indicated below:

"bom dia gostaria de saber quando terão estas cadeiras novamente disponíveis. muito obrigada! melhores cumprimentos maria silva mariasilva@gmail.com"

Translation to English:

"good morning i would like to know when you will have these chairs available again. thank you very much! best regards maria silva mariasilva@gmail.com"

↓

Step 4: Email address removal

Email addresses are removed to reduce noise and distractions as indicated below:

"bom dia gostaria de saber quando terão estas cadeiras novamente disponíveis muito obrigada! melhores cumprimentos maria silva"

Translation to English:

"good morning i would like to know when you will have these chairs available again thank you very much! best regards maria silva"

↓

Step 5: Accent and period removal

All accented characters and periods are removed for text consistency as indicated below:

"bom dia gostaria de saber quando terao estas cadeiras novamente disponiveis muito obrigada! melhores cumprimentos maria silva"

Translation to English:

"i would like to know when you will have these chairs available again thank you very much! best regards maria silva"

↓

Step 6: Greeting elimination

Common greetings are excluded as they do not contribute to sentiment identification as indicated below:

"gostaria de saber quando terao estas cadeiras novamente disponiveis muito obrigada! melhores cumprimentos maria silva"

Translation to English:

"i would like to know when you will have these chairs available again thank you very much! best regards maria silva"
Step 7: Stop words removal

Commonly occurring stop words, except for ‘não’, are removed to focus on more meaningful text elements as indicated below:

“gostaria saber ter ao cadeiras novamente disponiveis obrigada! melhores cumprimentos maria silva”

Translation to English:

“would like know will have chairs available again thank you! best regards maria silva”

↓

Step 8: Stemming

The stemming process consolidates various forms of a word into a single representative base form as indicated below:

“gost sab ter cade nov disponi obrigada! melhor cumpr mar silv”

Translation to English:

“like know have chair avail thank you! best regards mar silv”

After stemming, the data cleaning process may include one more conditional step. Some messages are received through external platforms such as the Portal da Queixa (Complaint Website). These messages often include additional automated notes which are not relevant to the SA. Therefore, as a final step, these extraneous notes are removed as illustrated below:


Nova reclamação recebida
Olá, o Portal da Queixa recebeu uma reclamação por parte de um utilizador dirigida à marca Continente e que contém dados pessoais do(a) reclamante que recolhemos nos termos da nossa Política de Privacidade e Proteção de Dados portaldaqueixa.com

Continente - Valor de encomenda online debitado duas vezes
Reclamação #00000000 em 2021-07-07 18:44:52”

Translation to English:

“The amount of order nº 000000000 (5 July 2021) was charged twice on my credit card. I made the payment via MB Way. I ask for the resolution of this situation as soon as possible.

New complaint received
Hello, our website received a complaint from a user addressed to the brand Continente containing personal data of the complainant collected under our Privacy and Data Protection Policy portaldaqueixa.com

Continente - Online order amount charged twice
Complaint #00000000 on 2021-07-07 18:44:52”

↓

“valor encomenda debitado duas vezes cartao credito fiz pagamento através mb way peco resolucao desta situacao maior brevidade”
Translation to English:

“order amount charged twice credit card made payment via mb way ask resolution this situation as soon as possible”

3.3. Feature Extraction

Feature extraction serves as a crucial step following the data cleaning process. This step transforms the cleaned text messages into a structured format, allowing for an effective SA. Through the extraction of key features, the data are compressed into a representative form, facilitating the discovery of underlying patterns and relationships. The first group of features targets aspects such as the textual complexity and length of the messages. These aspects can reveal information about the sender engagement level and the message emotional intensity. Next, we describe these features.

Feature 1: Number of words (NW)

This feature captures the message length and can correlate with the intensity of expressed sentiment. Longer messages may contain more emotional cues or elaborate arguments, so influencing the overall sentiment.

Feature 2: Number of letters (NL)

Similar to NW, NL gives insights into the emotional intensity conveyed by the message. Longer messages could indicate more complex emotions, while shorter messages could represent concise responses.

Feature 3: Number of vowels (NV)

Counting the vowels in each message provides an understanding of vocal intensity, which may reflect the emotional emphasis of the content.

Feature 4: Lexical diversity (LD)

This metric represents the proportion of unique words, indicating the lexical richness and possibly the complexity of the expressed sentiment.

Now, we state sentiment lexicon-based features. The SentiLex-PT dictionary, tailored for Portuguese SA, was employed to extract lexicon-based features.

Feature 5: Sentiment score (SS)

This feature is derived from the difference between counts of positive and negative words in the message.

Feature 6: Positive score (PS) and negative score (NS)

This feature captures the frequency of positively and negatively charged words, respectively.

Feature 7: Number of adjectives (NA)

This feature gauges the number of adjectives used, offering insights into the linguistic characteristics and emotional tone of the message.

The integration of these lexicon-based features enhances the robustness and interpretability of our SA, contributing to a comprehensive view of the customer sentiment. The extracted features are vital for characterizing and representing the cleaned data, so laying the foundation for a nuanced SA. The combination of text complexity and lexicon-based features allows for a multidimensional view of the data, which is instrumental for effective SA.
3.4. Text to Number Conversion

In most ML tasks, including SA, numerical data form the core input for algorithms. To adapt the text-based customer messages for computational analysis, it is indispensable to transform them into a numerical representation. The conversion was performed using Python 3.8, leveraging the Tokenizer class available in the Keras library, version 2.4.0. The code was executed on a system with an Intel Core i7 processor and 16 GB of RAM, ensuring consistent and efficient computational performance. The Tokenizer class dissects the textual input into individual tokens (words, in this context) and maps each unique token to a distinct integer. This results in a binary vector for each customer message, where each entry indicates the presence (1) or absence (0) of a particular word in the text.

Example:

Consider the sentence “gosto de ir ao Continente” (I like to go to Continente). After tokenization and vectorization, this sentence is represented as a binary vector expressed in Table 3. In the converted dataset, each customer text message is replaced by its corresponding binary vector, enabling the ML model to effectively perform SA.

<table>
<thead>
<tr>
<th>Continente</th>
<th>Entrega (Delivery)</th>
<th>ir (go)</th>
<th>muito (very)</th>
<th>...</th>
<th>de</th>
<th>gosto (I like)</th>
<th>ao (to)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>...</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3.5. Techniques for Addressing Class Imbalance

The problem of class imbalance is a well-acknowledged issue in ML disciplines. This asymmetric distribution of classes hampers both model training and evaluation. For the dataset under consideration, a disproportionate distribution among positive, neutral, and other classes necessitates strategies for balance correction. The selection of a class balancing method is empirical, depending on model architecture, data distribution, and the specific challenges of the learning task. Various methods are discussed next.

Oversampling:

This increases the size of the minority class by replicating instances or generating synthetic samples and enhancing the model performance for the minority class.

Undersampling:

This reduces the size of the majority class either through random deletion or advanced methods like Tomek links, resulting in a more balanced class distribution.

Hybrid method:

This combines oversampling and undersampling to achieve equilibrium in class distribution.

Class weight adjustment:

This alters class weights during training to emphasize the minority class in the loss function, reinforcing its importance in the learning process.

3.6. Utilization of N-gram Analysis for Sentiment Decoding in Retail

N-gram analysis emerges as a pivotal technique in the domain of SA, particularly for retail enterprises seeking to decode the intricate fabric of customer sentiment expressed in feedback. An N-gram refers to a contiguous string of N words extracted from a given text, where N denotes the cardinality of the word sequence. The application of N-gram analysis transcends beyond mere frequency counts of individual words, enabling the discovery of syntactical and semantical relationships amongst words. This aids in discerning more complex and context-rich expressions, thereby unveiling intricate patterns and associations germane to customer sentiment.
The employment of N-gram analysis serves a dual purpose: (i) it helps in identifying
generic lexemes indicative of sentiment and (ii) it also identifies lexico-syntactic patterns
idosyncratic to the retail sector. Such linguistic formulations are often laden with insights
into customer predilections, bottlenecks, and shifting emotional tides over temporal gradi-
ents. By meticulously analyzing the sentiment polarity affiliated with specific N-grams,
retail businesses can gain a more nuanced understanding of customer sentiment landscape.
These empirically derived insights can subsequently guide a gamut of strategic decisions,
ranging from product innovation to the customization of marketing strategies, thereby
ensuring congruence with evolving customer sentiment.

4. Empirical Evaluation and Discourse

In this section, we present an analysis of various ML architectures, both custom-trained
and pre-configured, for SA in a Portuguese retail customer service.

4.1. Methodology Overview

The selection of models for SA was driven to compare traditional ML approaches with
modern NLP-driven algorithms, aiming to identify the most effective tools for accurate
and reliable SA in a Portuguese retail customer service. The initial phase of the evaluation
encompassed a broad spectrum of models to ensure a comprehensive view of computational
approaches. Custom-trained models included NB, RF, MLR, XGBoost, and OR, while
pre-configured models comprised TextBlob, Vader, and Twitter Roberta. Models were
categorized and selected based on their computational methodologies and suitability to the
data characteristics as follows:

• [Traditional ML models] NB, RF, and XGBoost were chosen for their established
  reliability in text classification tasks.
• [Advanced regression models] MLR and OR were employed to effectively address the
  ordered nature of sentiment classes.
• [Pre-configured NLP models] TextBlob, Vader, and Twitter Roberta were included
  to assess the effectiveness of models pre-trained on extensive diverse datasets, primar-
  ily in English.

The methodology used in our study is illustrated in Figure 3, which outlines the
various stages of our analysis, from data collection to the final compilation of results.

For the preliminary analysis, a feature set constituting 40,155 unique lexemes was
employed across all listed models. Initial observations revealed a deficiency in the model
predictive capability, which led to data consolidation and the enactment of multiple experi-
mental paradigms.

To further investigate these deficiencies, several pre-processing and resampling tech-
niques were benchmarked, including joining positive classes, oversampling, synthetic
minority oversampling technique (SMOTE), undersampling, removing stopwords, and
stemming. These techniques were applied in various combinations to identify the optimal
pre-processing strategy for all models. Notably, the minority class experienced significant
improvements in classification accuracy through random oversampling. Additionally,
lexical simplification by removing stopwords further optimized the models, as illustrated
in Figure 4. After this preliminary evaluation, the analysis was concentrated on models
that demonstrated superior performance, particularly MLR and XGBoost, due to their
higher accuracy and interpretability. These models were chosen because they consistently
outperformed others in terms of key performance metrics such as accuracy, ROC-AUC, and
precision–recall balance. This allowed for a more detailed and impactful analysis, reducing
complexity and enhancing the relevance of the findings.
4.2. Fine-Tuning and Feature Augmentation

Following the identification of MLR and XGBoost as the most promising models, we proceeded with subsequent experimental phases to fine-tune these models and improve their performance through feature augmentation. The feature set was augmented by incorporating three additional lexical attributes: SS, PS, and NS, so enhancing the initial feature space of 40,155 unique terms. The incorporation of an additional feature, NA, culminated in a demonstrable uplift in the ROC-AUC score, as substantiated in Figure 5.
During subsequent evaluations, we examined the high dimensionality of the feature space in relation to the dataset size. To evaluate the model robustness against noisy and infrequent terms, we conducted further analyses. These analyses, as shown in Figure 6, demonstrated that the removal of less frequent words led to improved model performance, increasing an 8% in predictive capacity for the positive class. This demonstration shows the importance of feature selection in enhancing model performance.
During the evaluation phase for the MLR model, attention was given to the balanced class parameter. As illustrated in Figure 7, activating this parameter improves the model handling of class imbalances, regardless of the use of oversampling techniques. Despite significant improvements in both the ROC-AUC score and precision metrics, these two metrics were not applied simultaneously due to a slight reduction in predictive capacity for the positive class. Specifically, in the negative class, the model predictive capability increased from 59% to 74%, whereas the very negative class increased from 1% to 22%. Upon concluding the tests on the MLR model, the next step was to assess the impact of additional features, that is, NW, NL, NV, and LD, as shown in Figure 8. We then proceeded to test the XGBoost model. The results of this test are presented in Figure 9. For this purpose, the features that yielded the best results in the MLR model were considered, specifically, 7286 features. A similar test was conducted for the XGBoost model, using the oversampling technique and the balanced class hyperparameter.

**Figure 7.** Comparison of performance with and without the balanced class parameter with Portuguese data.

**Figure 8.** Performance of the MLR model with optimized features with the Portuguese data.
4.3. Evaluating Pre-Trained English Models

Next, we focus on the application of pre-trained English models for SA. Given that the original data were in Portuguese, accurate translation into English was imperative to ensure the applicability of these models. To accomplish this, we utilized the Translator function from the googletrans library of Python. While this function is generally reliable, we are aware of the potential for semantic loss or distortion during automatic translation. To mitigate this distortion, we implemented several checks:

- Validation of sample translations: A subset of translations was manually checked to ensure that the translated text retained the original sentiment and meaning.
- Contextual adjustments: Where necessary, contextual knowledge was applied to adjust translations that might be literally correct but contextually inappropriate, especially in the case of idiomatic expressions.
- Consistency checks: Consistency across translations was ensured by checking the outputs for commonly recurring phrases and terms, adjusting the translation model parameters when discrepancies were found.

These checks helped in maintaining the integrity of SA when applying English-based SA models to Portuguese text. Due to the large volume of data, the Translator function becomes computationally expensive and slow. Thus, the test was conducted on a subset of 20,000 data points. Also, two of these models were designed to work with only three sentiment classes: N, Neu, and P. For the purpose of our analysis, we combined VN with N and VP with P. We initially evaluated several pre-trained models, including TextBlob and Vader. TextBlob, a powerful library of Python for text and NLP tasks, outputs a polarity score ranging from zero to one. However, our findings indicated that TextBlob performance may not be optimal for this dataset, particularly in the context of Portuguese retail, as it frequently assigned intermediate polarity scores to messages categorized as negative and inappropriately low scores to those deemed positive. The second pre-trained model evaluated was Vader, a popular SA tool from the NLTK library of Python. While Vader excelled in classifying neutral sentiments, it struggled with identifying positive and negative sentiments accurately, which does not align well with the needs of retail applications that require acute sensitivity to more polarized sentiments. Next, we present the Twitter Roberta-based sentiment model, trained on a large Twitter dataset. Unlike Vader, which excels in classifying neutral sentiments but struggles with negative and positive ones, Twitter Roberta shows a strong performance in identifying both negative and positive sentiments but has difficulty with neutral cases, as illustrated in Figure 10.
Strong suit of Twitter Roberta is its proficiency in classifying negative and positive sentiments. This is particularly advantageous for business applications that require precise sentiment identification to inform strategic decisions, customer engagement, and marketing initiatives. However, the model struggle with neutral sentiments presents a limitation, as misclassification in this area can lead to inaccuracies in SA, potentially skewing business insights. To mitigate this limitation, our methodology incorporates an analysis that effectively differentiates between truly neutral sentiments and those subtly expressing dissatisfaction or mild contentment. This involves a detailed examination of linguistic cues and contextual factors influencing sentiment classification. By enhancing the model sensitivity to these cues, we reduce misclassification and improve the reliability of sentiment assessments, particularly for neutral sentiments, which constitute a significant portion of our data.

Despite its high accuracy for N and P classifications, our analysis suggests that the retailer could benefit from prioritizing feedback that skews slightly negative over typical neutral feedback. Given the high prevalence of Neu cases in the dataset, the Twitter Roberta-based sentiment model, along with the traditional MLR model, has proven to be a valuable asset for SA within the customer support team of a Portuguese retailer. Twitter Roberta strength in identifying polarized sentiments complements MLR balanced performance and interpretability. This dual-model complement improves the accuracy and reliability of sentiment assessments, supporting more informed and strategic business decisions.

5. Conclusions and Discussion

This research undertook the critical task of evaluating a range of machine learning algorithms, both traditional and pre-trained, for their efficacy in the domain of sentiment analysis. Our ultimate objective was to provide a novel and integrated methodology tailored for customer sentiment analysis, which allowed us to identify an optimal computational model that enhanced the customer service operations for a retail business in Portugal.

Initial investigations involved the assessment of traditional algorithms such as naive Bayes, random forests, and multinomial logistic regression. Empirical evidence suggested that multinomial logistic regression excelled in both receiver operating characteristic area under the curve and precision metrics, particularly for positive and neutral sentiment classes. The algorithm also offered reasonable accuracy for negative sentiments.

The effectiveness of the multinomial logistic regression model, particularly in identifying positive and neutral sentiments, provided actionable insights for retail managers. By harnessing these insights, retailers can refine their customer engagement strategies to improve overall customer satisfaction. For example, targeted responses to negative feedback can be structured to mitigate dissatisfaction promptly, whereas reinforcing behaviors that lead to positive feedback may enhance customer loyalty and advocacy.

Advanced feature techniques and data treatments were employed to enhance the model performance further, following the guidelines presented in the extant literature [54,55]. Our methodology emphasized efficient text representation and low-dimensional dense text vectors for capturing nuanced semantic relationships in text. Our analysis also involved strategic feature selection, whereby specific features were either introduced or eliminated based on their performance impact. The implementation of the balanced class parameter notably improved the algorithm capability to handle imbalanced data.
The implications of these findings are particularly significant for the retail sector in Portugal, where understanding nuanced consumer sentiments can directly influence policy and operational strategies. Retail managers are encouraged to use these insights to tailor marketing initiatives and customer service protocols, ensuring they align more closely with the evolving preferences and expectations of Portuguese consumers.

In terms of contemporary machine learning algorithms, the present study expanded to include the extreme gradient boost and ordinal regression models. These models, although robust, failed to surpass the performance levels achieved by the multinomial logistic regression model. Furthermore, the research engaged in the evaluation of pre-trained models, notably TextBlob, Vader, and Twitter Roberta sentiment. Interestingly, the Twitter Roberta model displayed superior performance in classifying both negative and positive sentiments, thereby emerging as a potentially invaluable resource for customer service operations. It is crucial, however, to mention the model limitations in identifying neutral sentiments accurately. Such limitations could yield erroneous classifications and so it should be meticulously considered when applying the model in real-world scenarios.

In summary, the present study underscores the applicability of both the multinomial logistic regression model and the Twitter Roberta-based sentiment model for sentiment analysis within the customer service framework of a major Portuguese retail business. These models promise high predictive accuracies for classifying a range of sentiments, thereby facilitating more effective customer service operations. It is worth noting that these models have been actively implemented by a leading retailer in Portugal and are continuously refined and adjusted based on ongoing feedback and new data. This practical implementation and iterative enhancement process underscore the model effectiveness and adaptability in real-world settings.

The application of advanced machine learning techniques in sentiment analysis demonstrated the potential for improving customer service and informing policy decisions that impact the retail sector in Portugal. As we continue to refine these models by incorporating broader linguistic and cultural nuances, we anticipate improvements in the predictive accuracy of sentiment analysis tools. This ongoing evolution is expected to extend their applicability across the interaction of diverse market environments, enabling deeper insights into consumer behavior and supporting more nuanced decision-making in both business and policy contexts. The concept of the quadruple helix model is pivotal in understanding these interactions. This model involves collaboration among four key societal stakeholders: academia, industry, government, and civil society, emphasizing co-creation and mutual benefits that improve the potential for technological and social advancements.

Reflecting on the implications of our findings within the quadruple helix model, it becomes evident that the advanced machine learning techniques utilized in this study enhance retail management and simultaneously foster a collaborative synergistic environment across academia, industry, government, and civil society. Such synergy is essential for driving innovation and socio-economic development, demonstrating the significant benefits of integrating academic research with practical applications across various dimensions of society.

Our collaboration with major retail players in Portugal translates academic research into practical solutions that support government policymaking and provide empirical data on consumer behavior. The societal impact of our study manifests consumer satisfaction and trust, which are crucial for the sustainability of retail businesses and the overall well-being of the community.

The potential for these findings to influence public policy, particularly in consumer protection and business regulation, highlights the importance of ongoing partnerships between academia and governmental bodies. By continuously integrating new insights from sentiment analysis research into policy development, we ensure that regulations evolve in line with technological advancements and market dynamics, ultimately benefiting the broader society.
The future scope of the present research is expansive, aiming to integrate more advanced machine learning architectures like long short-term memory networks and convolutional neural networks. These architectures have demonstrated remarkable efficacy in handling complex textual data and hold the promise of enhancing the predictive accuracy of our models further. Our study contributes to the existing body of knowledge on sentiment analysis within the retail sector, opening avenues for future research in improving model accuracy and adapting pre-trained models to accommodate diverse linguistic and cultural nuances.
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