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Abstract: Inefficiencies naturally form as organizations grow in size and complexity. The knowledge
required to address these inefficiencies is often stove-piped across different organizational silos,
geographic locations, and professional disciplines. Crowdsourcing provides a way to tap into the
knowledge and experiences of diverse groups of people to rapidly identify and more effectively solve
inefficiencies. We developed a prototype crowdsourcing system based on design thinking practices
to allow employees to build a shared mental model and work collaboratively to identify, characterize,
and rank inefficiencies, as well as to develop possible solutions. We conducted a study to assess
how presenting crowdsourced knowledge (votes/preferences, supporting argumentation, etc.) from
employees affected organizational Decision Makers (DMs). In spite of predictions that crowdsourced
knowledge would influence their decisions, presenting this knowledge to DMs had no significant
effect on their voting for various solutions. We found significant differences in the mental models of
employees and DMs. We offer various explanations for this behavior based on rhetorical analysis
and other survey responses from DMs and contributors. We further discuss different theoretical
explanations, including the effects of various biases and decision inertia, and potential issues with
the types of knowledge elicited and presented to DMs.

Keywords: Knowledge Elicitation; crowdsourcing; argumentation; decision making; cognitive bias

1. Introduction

As organizations grow in size and complexity, it is unfortunately natural that ineffi-
ciencies form. Crowdsourcing and collective intelligence methods provide ways to tap into
the knowledge and experiences of large and diverse groups of people. Similarly, design
thinking methods are hinged upon the concept of eliciting knowledge from a diverse set
of participants to rapidly identify and solve inefficiencies. Although these methods have
proven to be scalable, adaptable, and effective across a variety of applications, there are sev-
eral nuances to be considered when implementing a crowdsourcing solution for something
as context-dependent and subjective as the identification and resolution of organizational
inefficiencies.

We developed the Visual Argumentation for Resolving Inefficiencies (VARI) crowd-
sourcing platform as one approach to solving this problem, using it as a test bed for
numerous experiments regarding the collection, processing, exploitation, and dissemina-
tion of organizational knowledge from a crowd of contributors (CTs) to organizational
Decision Makers (DMs). VARI is an asynchronous online environment built upon a design
thinking framework that blends crowdsourcing algorithms with intuitive visualizations
that enables CTs to identify, characterize, argue, and vote on organizational inefficiencies.
Organizational inefficiencies, in the context of VARI, include a variety of issues that affect or-
ganizational performance and range from issues with specific underperforming personnel,
inadequate funding or material resources, or suboptimal policies and workflows.

We conducted this study to develop an understanding of the connection between CTs
and DMs or, more specifically, an understanding of how DMs make use of organizational

Knowledge 2022, 2, 26–40. https://doi.org/10.3390/knowledge2010002 https://www.mdpi.com/journal/knowledge

https://doi.org/10.3390/knowledge2010002
https://doi.org/10.3390/knowledge2010002
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/knowledge
https://www.mdpi.com
https://orcid.org/0000-0002-1872-853X
https://doi.org/10.3390/knowledge2010002
https://www.mdpi.com/journal/knowledge
https://www.mdpi.com/article/10.3390/knowledge2010002?type=check_update&version=1


Knowledge 2022, 2 27

knowledge provided by CTs. Knowing that the mental models of CTs and DMs may differ
in many ways, and given our overarching goal, we conducted this study to answer the
following research questions:

• Are there differences in the mental models of CTs and DMs? If so, how do they differ?
• Will crowdsourced knowledge provided by CTs significantly change perceptions of

DMs? In what ways?
• What argumentation qualities, if any, affect how receptive DMs are to CT-provided

organizational and/or tacit knowledge?

1.1. Crowdsourcing, Argumentation, and Design Thinking

The term crowdsourcing is a play on “outsourcing” [1], which describes a combination
of top-down organizational goals with bottom-up intellectual effort, where the goal is
to achieve an outcome that is beneficial to both parties (i.e., the organization and the
crowd) [2]. Put more simply, crowdsourcing has been described as simply converting work
into one or more microtasks and sourcing it to a larger crowd of CTs. It should be noted,
however, that there are numerous crowdsourcing approaches aside from micotask-based
development of work products, such as Games with a Purpose (GWAP) or citizen science,
and various approaches regarding the process order of work, quality control, and incentives
for participants [3–5]. Crowdsourcing, or any collective intelligence method, works by
taking advantage of the diversity of knowledge, skills, and abilities of the crowd, which
can solve more complicated problems than any one individual expert [6]. Crowdsourcing
has been demonstrated to provide value for completing work across various domains,
with varying scope and complexity, such as writing creative works of fiction, developing
taxonomies, or facilitating argumentation to solve logical tasks [7–9].

The application of crowdsourcing to argumentation is of particular relevance to this
study, where we sought to collect, represent, and transfer institutional knowledge from
CTs to inform organizational decision making. Renowned philosophers such as Hume and
Kant have asserted that argumentation is the true means by which knowledge is transferred
among people [10]. Previous studies have shown that crowdsourced argumentation can
significantly increase the quality of problem solving [9]; however, there are difficulties in
getting crowds of relatively untrained CTs to reliably engage in quality argumentation
outside of simple logical syllogisms [11].

Design thinking is an approach to solving relatively intractable problems by engaging
users or stakeholders in a collaborative process to reframe problems and overcome biases
through inclusive, collaborative approaches [12,13]. Design thinking methods have been
shown to allow diverse crowds of CTs to develop novel and effective solutions for difficult
problems [14,15]. Because of the relative esotericism of argumentation and the success of
design thinking to enable effective communication across large groups of diverse stake-
holders, the VARI prototype was designed to serve as an online and asynchronous version
of an iterative design thinking framework described in reference [15].

1.2. Mental Models

Mental models are an internal representation of an individual’s or group’s knowledge
structure related to a specific concept [16]. Mental models are built on experience and
observation, which can be used to describe, explain, and predict outcomes [17]. When
applied collectively, mental models have been discussed as representations of organiza-
tional cognition—how agents within an organization model reality and how that model
affects behavior [18]. In the context of VARI, a mental model is simply the collection of
perceptions on the relative impact, feasibility, and preferability of the different candidate
solutions to the asserted inefficiency. That is, we would say a CT and a DM have similar
mental models if they vote similarly, and conversely, they have divergent mental models if
they vote differently from each other.

Survey research on innovation and organizational change has shown that there may
be differences in mental models across senior leadership and other employees [19]. This
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research showed that mid- and high-level managers reported significantly lower satisfaction
with innovation in comparison to CEOs and executive leadership. Similarly, it was found
that executive leadership was more satisfied with innovation at their organization than
lower-level managers. These findings suggest that organizational leadership may think
about the organization, values, and priorities differently than other employees.

Carrington, Combe, and Mumford [20] found that in organizational crisis management,
consensus builds over time in both leader and follower teams. They examined this shift
and found that the mental models of the leadership teams converged towards the follower
teams, rather than the followers matching the mental models of the leaders. These findings
highlight the importance of the mental models or collective perspective and understanding
of the followers (non-leaders) of organizations in solving problems. Based on these findings,
we posit the following hypotheses for this experiment:

Hypothesis 1 (H1). DMs (organizational leaders) will have different mental models regarding the
organization and therefore will vote differently than the CTs (non-decision makers).

Hypothesis 2 (H2). The DMs’ votes will converge toward the CTs’ votes once they are able to
review the votes and justifications of the crowd.

1.3. Resistance to Change

Decision inertia is a well-known phenomenon that has been widely studied in decision-
making literature [21]. Decision inertia is the tendency to repeat previous choices regardless
of the outcome or new information, which can result in the preservation of suboptimal
choices [22]. Research has shown that decision inertia has been positively associated with
an individual preference for consistency, where the effect of decision inertia is stronger in
voluntary choices rather than in required choices [21].

Another relevant phenomenon associated with a resistance to change in decision
making is confirmation bias. Confirmation bias is a cognitive bias where people are
motivated to see events as being consistent with their current beliefs and expectations,
rather than being inconsistent with them [23]. Despite the benefits for confirming the
accuracy of a mental model or judgement, people are not likely to seek evidence that
contradicts their own mental model [24]. Instead, people are more likely to seek information
that supports their current beliefs, which can lead to errors and a lack of appropriate
attention to new information that disconfirms their current views.

Anchoring is another related cognitive bias, where judgements are anchored to earlier
information on a given topic, and new information is compared to the initial information as
a reference point, rather than viewing it objectively or independently [25]. In the context of
this study with VARI, crowdsourced information needed to be of substantial quality to move
the DMs away from their original understanding and perceptions, which would otherwise
be a conceptual anchor for their thoughts. We observed this anchoring effect in previous
experiments among CTs; however, some CTs indicated that the new information changed
their perceptions [26]. Based on these findings, we forward the following hypothesis for
this experiment:

Hypothesis 3 (H3). Decision inertia and cognitive biases will drive DMs to not change their votes
after assessing CT votes and their justifications.

2. Materials and Methods

All participants (DMs) were in the same experimental group or condition, and the only
independent variable was the timing of their votes (pre- or post-assessment of contributor
inputs), resulting in a single variable within-subjects design.
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2.1. Procedure

DMs participated in a single session that included a four-step procedure, which took
between 60 and 90 min to complete. This process is described in detail in the following
paragraphs.

Informed Consent, Demographics, and Training: We contacted eligible participants via
email to request participation in the study. Those who responded first provided informed
consent, then filled out a brief demographic questionnaire and were provided basic training
on the concept and mechanics of the visual voting interface (Figure 1).
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Figure 1. User interface for voting and providing justifications.

Vote and Justify: As shown in Figure 1, DMs were able to review the selected problem
(generated and voted on by CTs in an earlier experiment, shown upper-left) and the top
five asserted solutions (generated and voted on by CTs in a subsequent earlier experiment,
details shown lower-left). After an initial review to familiarize themselves with the problem
and solutions, participants placed a card, or virtual “sticky note,” representing each solution
(the yellow squares) onto the voting canvas (the Cartesian plane on the right) into a position
that corresponds with the relative Impact (y-axis) and Feasibility (x-axis) of each solution.
Each axis included semantic anchors at the minimum and maximum values to help DMs
frame their reasoning. The y-axis ranged from “Low Impact” (bottom) to “High Impact”
(top), and the x-axis ranged from “Difficult Implementation” (left) to “Easy Implementation”
(right). They were required to place all five solution cards on the canvas, in a forced-choice
manner (i.e., cards could not overlap). DMs were also able to provide a text justification
for their perception of each card’s impact and feasibility, although such inputs were not
mandatory.

Assess and Reconsider: After providing their votes and justifications, DMs were shown
the votes provided by CTs during a previous experiment (green dots in Figure 2). The
interface showed DMs the relation of their vote compared to the crowd of CTs (the median
vote of the crowd is shown as the large gray dot), as well as the text justifications provided
by each CT (shown lower-right). After they assessed the votes and justifications of CTs,
the DM participants were given the option to reconsider their votes (i.e., re-arrange their
solution cards based on the new knowledge gained from the CTs).
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Rhetorical Analysis and Surveys: After the participants reconsidered their votes, they
were brought to a final survey, where they rated and ranked the possible solution cards
based on a variety of rhetorical argumentation qualities on a 10-point scale. Addition-
ally, they completed other surveys regarding system usability [27] and the general User
Experience (UX) with the system.

2.2. Participants

We recruited a variety of DMs that guide organizational decision making on policy
and resource allocation, which included not only executive leadership but also senior
personnel from infrastructure and support staff. Table 1 provides an overview of the
types of organizational DMs that were recruited to participate in this study. Detailed
demographic data were not collected because we were concerned that a perceived inability
to preserve anonymity might inhibit our ability to recruit and retain participants. In an
organization with 300–500 employees, we identified 27 DMs. Of the 27 recruited, 11 (41%)
agreed to participate in the study.

Table 1. Organizational areas and roles of recruited DMs.

Organizational Area Roles

Executive Leadership
C-Suite 1

Office of the Technical Director
Board of Directors

Infrastructure
Information Technology (IT) Department

Facilities Management
Security

Support Staff

Contracts
Accounting

Human Resources and Benefits
Business Development

1 Includes positions such as Chief Executive Officer (CEO), Chief Operating Officer (COO), Chief Financial Officer
(CFO), etc.



Knowledge 2022, 2 31

2.3. Apparatus

Participant sessions were administered through a webpage hosted on a local server
(i.e., only participants with access to the organization’s network could access the VARI
prototype). This allowed the DMs to access the prototype from the privacy and safety of
their own offices or homes through a Virtual Private Network (VPN). This setup enabled
not only high external validity (i.e., a deployed VARI system would be used in the same
manner) but also enabled the participation of contributors from multiple satellite offices
across the United States. Because we could not control for the screen size, aspect ratio, and
resolution for each user, the VARI prototype was designed to be moderately responsive,
adjusting to the size and resolution of each display in order to provide a somewhat uniform
user experience.

Table 2 provides an overview of the five topics that the DMs interacted with in this
experiment. These five topics (with exception of T45) were included in this experiment
since they were the most highly rated out of a set of 40 topics by the crowd in a previous
experiment. The top five topics were used in this experiment, as they are a relatively
tractable set of solutions to debate, where the intent in the production VARI system is
to send three proposed solutions to the DMs: the most preferable (both impactful and
feasible), the most impactful (irrespective of feasibility), and the most feasible (irrespective
of impact.

Table 2. Topics (crowdsourced solutions) included for consideration.

Topic ID Topic/Solution Title and Description

T18 Eliminate Groups, Form Departments: The [Organization] should
eliminate the group structure and form departments of expertise instead.

T26 Face-to-Face: Monthly bull sessions between project leads to go over what
they are doing.

T38
Employee Apps Database: This is used in particular to stem the

inefficiency of remaking the same applications. This is an app database
with the name, description, and point of contact.

T43 Software Development CZAR: Identify a single person to manage all
external software development processes and procedures.

T45
Punish Isolationists 1: Provide significant discretionary incentives to

groups that do more cross-group proposals/work and penalties for those
who do not.

1 This topic was not generated via crowdsourcing but was inserted in a previous experiment by the research team
as a deliberately contentious topic to spur argumentation.

2.4. Dependent Measures

Various dependent measures were used to assess the preferences of the DMs and
CTs, as well as the perceived quality of the crowdsourced solutions. Preferences for each
solution (i.e., topic card) were captured with three measures:

• Impact: The Y value of the solution on the voting canvas, normalized from −1.000 to
1.000, indicating the perceived impact of the proposed solution;

• Feasibility: The X value of the solution on the voting canvas, normalized from −1.000
to 1.000, indicating the perceived feasibility of the proposed solution;

• Distance to Ideal Solution (DI): The Euclidian distance of the solution’s median position
(XMdn, YMdn) and the upper-right corner (1.000, 1.000), which represented the concep-
tual location of a solution that is perfectly impactful and perfectly feasible. As such, a
lower DI indicates a more preferable solution.

Following voting on the visual voting canvas, DMs also provided various quality
measures for each solution (Table 3). A variety of quality measures were used, which
primarily stemmed from the rhetorical tradition of argumentation, since using logical
measures alone is insufficient [28]. Rhetorical measures from the Aristotelian tradition were
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used, including the quality of evidence (Logos), the credibility of the asserter (Ethos), the
personal relevance (Pathos), and the timeliness or urgency of the solution (Kairos), which
have been used in the context of crowdsourcing or other computer-mediated collaborative
work [29–32]. Kotter’s work on organizational change also states that creating a sense of
urgency is critical to affect the perceptions of DMs [33]. Other measures with high face
validity were also used, including the clarity of the argument, as well as the degree to
which the DM found the solution to be of high quality or agreeability.

Table 3. Rhetorical Analysis and Quality Measures.

Measure Definition

Clarity The degree to which the information provided is logically
structured and understandable.

Quality of Evidence The degree to which the evidence provided supports the asserted
solution.

Credibility of Contributors The quality of the intelligence, character, and goodwill of the
people who contributed to this solution.

Relevance How personally relevant this solution is to you (i.e., how much it
affects you).

Urgency As it is written, how well does the solution match the urgency of
the inefficiency it aims to resolve?

Overall Quality Regardless of whether you agree with the solution, what is the
overall quality of the solution, as presented?

Overall Agreeability Regardless of the quality of the solution, to what extent do you
agree with the solution, as presented?

Vote As it is written, this is a valid solution that merits implementation.

3. Results

We conducted several descriptive and inferential statistical tests to answer different
research questions. Non-parametric methods such as the Spearman’s Rho (RS) were used
where data failed to meet the assumption of normality, in accordance with best practices.
To enable interpretability for the reader, the Mean (M) and Standard Deviation (SD) are
also reported as measures of central tendency and dispersion. It should be noted that VARI
uses the Median position of votes (Mdn X, Mdn Y) rather than the Mean position (µX, µY)
in order to be more resilient to outliers and extreme votes, which are expected in a voting
system based on subjective preferences to potentially controversial topics.

The primary analytical thrust of this study was to develop insights towards how
organizational decision makers use crowdsourced knowledge or information generated by
CTs in VARI to make decisions. We will answer specific research questions in the following
sections.

3.1. Did the DMs Vote Differently Than the CTs?

First, we address the question of whether there were any differences in how DMs
and CTs appraised the different crowdsourced solutions after consuming all available
information. To answer this question, we compared the final DM votes (i.e., after they
had assessed the CT votes and justifications) from this experiment against the final CT
votes from the immediately previous experiment (both events used the same set of solution
cards). As previously described, studies have identified differences in the mental models
of leadership and employees regarding aspects of their organizations [19]. Based on this
research, we may expect to see differences in the way DMs and CTs voted.

As shown in Figure 3 and Table 4, there were some considerable differences in the
votes of DMs and CTs. Generally speaking, the largest differences in perceptions regarded
the perceived impact of the solutions. To that point, the mean absolute difference for the
impact of the five solution cards (M = 0.580, SD = 0.294) was more than twice the mean
absolute difference regarding the feasibility of the five solution cards (M = 0.259, SD = 0.276).
While the absolute values show a clear difference, there was not a consistent directionality
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to the differences (i.e., DMs did not consistently vote higher or lower than CTs on either
axis), and the mean value was nearly zero for both impact and ease of implementation.

Knowledge 2021, 1, FOR PEER REVIEW  8 
 

 

the perceived impact of the solutions. To that point, the mean absolute difference for the 

impact of the five solution cards (M = 0.580, SD = 0.294) was more than twice the mean 

absolute difference regarding  the  feasibility of  the  five solution cards  (M = 0.259, SD = 

0.276). While the absolute values show a clear difference, there was not a consistent direc‐

tionality to the differences (i.e., DMs did not consistently vote higher or lower than CTs 

on either axis), and the mean value was nearly zero for both impact and ease of imple‐

mentation. 

 

Figure 3. Median Solution Placement for CTs and DMs. 

Table 4. Median Positions and Distances for CT and DM Samples. 

Soln. 
Contributor (CT) *  Decision Maker (DM) **  Difference 

Ease (X)  Impact (Y)  DI  Ease (X)  Impact (Y)  DI  Ease (X)  Impact (Y)  DI 

T18  −0.772  0.081  1.996  −0.858  −0.409  2.332  −0.086  −0.490  0.336 

T26  0.388  ‐0.221  1.366  0.687  0.620  0.492  0.299  0.841  −0.873 

T38  0.159  ‐0.193  1.460  0.266  0.273  1.033  0.107  0.466  −0.427 

T43  −0.228  ‐0.034  1.605  −0.152  −0.228  1.684  0.076  −0.194  0.078 

T45  −0.411  0.335  1.560  0.314  −0.574  1.717  0.725  −0.909  0.157 

* n = 25; ** n = 11; Note. Median positions and distances are reported. Soln. = Solution. 

As shown in Table 5, many of the differences were statistically significant. Three of 

the solution topics (18: Eliminate Groups, 26: Face to Face, and 38: Employee Apps Data‐

base) had significantly different DI, signifying that DMs and CTs exhibited different pref‐

erences for those three topics. Interestingly, each of those three topics had a significantly 

different DI for different reasons. DMs and CTs had a significantly different perception 

regarding the feasibility of Solution 18, while they had a significant difference in percep‐

tion regarding the impact of Solution 26. Furthermore, Solution 38 had a significantly dif‐

ferent DI, although neither the feasibility nor the impact judgements were different them‐

selves. Finally, Solution 45 (Punish Isolationists) had a significantly different feasibility 

and impact assessments across DM and CT groups; however, the DI had no significant 

difference. As shown in Figure 4, this is because the Median location for each group fell 

Figure 3. Median Solution Placement for CTs and DMs.

Table 4. Median Positions and Distances for CT and DM Samples.

Soln.
Contributor (CT) * Decision Maker (DM) ** Difference

Ease (X) Impact (Y) DI Ease (X) Impact (Y) DI Ease (X) Impact (Y) DI

T18 −0.772 0.081 1.996 −0.858 −0.409 2.332 −0.086 −0.490 0.336
T26 0.388 −0.221 1.366 0.687 0.620 0.492 0.299 0.841 −0.873
T38 0.159 −0.193 1.460 0.266 0.273 1.033 0.107 0.466 −0.427
T43 −0.228 −0.034 1.605 −0.152 −0.228 1.684 0.076 −0.194 0.078
T45 −0.411 0.335 1.560 0.314 −0.574 1.717 0.725 −0.909 0.157

* n = 25; ** n = 11; Note. Median positions and distances are reported. Soln. = Solution.

As shown in Table 5, many of the differences were statistically significant. Three
of the solution topics (18: Eliminate Groups, 26: Face to Face, and 38: Employee Apps
Database) had significantly different DI, signifying that DMs and CTs exhibited different
preferences for those three topics. Interestingly, each of those three topics had a significantly
different DI for different reasons. DMs and CTs had a significantly different perception
regarding the feasibility of Solution 18, while they had a significant difference in perception
regarding the impact of Solution 26. Furthermore, Solution 38 had a significantly different
DI, although neither the feasibility nor the impact judgements were different themselves.
Finally, Solution 45 (Punish Isolationists) had a significantly different feasibility and impact
assessments across DM and CT groups; however, the DI had no significant difference. As
shown in Figure 4, this is because the Median location for each group fell approximately on
the same indifference curve—a line or geometry where all points have equal preferences [34].
Based on these results, we can reject the null hypothesis and support H1, which states that
DMs and CTs will have different mental models (as evidenced by their voting).
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Table 5. ANOVA Results Comparing CT vs. DM Voting.

Solution
Ease of Imp. (X) Impact (Y) Dist. to Ideal (DI)

F p η F p η F p η

T18 8.78 <0.01 0.21 1.33 >0.05 0.04 7.93 <0.01 0.19
T26 2.99 >0.05 0.08 6.42 <0.05 0.16 7.96 <0.01 0.19
T38 3.04 >0.05 0.08 3.49 >0.05 0.09 6.05 <0.05 0.15
T43 0.69 >0.05 0.02 0.04 >0.05 0.00 0.18 >0.05 0.01
T45 7.79 <0.01 0.19 14.23 <0.01 0.30 0.10 >0.05 0.00

Note. Significant results are shown in bold. All F values were calculated as F(1,35). Imp. = Implementation;
Dist. = Distance.
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All of these differences resulted in only one change in solution rankings. Both DMs
and CTs agreed on the first (T26), second (T38), and last place/fifth (T18) solutions (based
on the minimize DI criteria); however, the third and fourth ranked solutions were alternated
for DMs and CTs. From a practical perspective, it is unlikely that this would result in an
outcome where DMs chose a topic that was not popular with CTs, since there was consensus
in the rankings of the top two solutions across DMs and CTs. We discuss whether DMs
would choose to implement any of these solutions later.

3.2. Did the CT Information Change the DM Votes?

Next, we addressed whether or not the crowdsourced information had a significant
impact on the DM votes. A goal of VARI is to provide a structured grammar or syntax of
argumentation to allow relatively untrained crowds to develop high quality argumentation.
While quality was assessed via rhetorical analysis, we explored the outcome-based measure
of whether exposing DMs to CT argumentation had a significant effect on DM voting. More
colloquially, does crowdsourced information “move the needle” of how DMs think?
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As shown in Figure 4 and Table 6, there were changes to the Median position of each
topic, generally with regards to the perceived impact of the solution. After reading the
crowdsourced information, DMs generally moved their votes towards the center of the
voting canvas. The Mean absolute difference between pre- and post-information votes was
0.214 (SD = 0.165) for ease of implementation and 0.161 (SD = 0.130) for impact. As shown
in Figure 4, there is a negligible difference in the appraisal of feasibility and a general
tendency for impact ratings to move to center. Accordingly, the Mean change from pre- to
post-information impact ratings was 0.061 (SD = 0.212), showing that the changes across
the set of five solutions effectively cancel themselves out as they approach the center of the
canvas. Similarly to the DM vs. CT votes, there does not appear to be a clear, consistent
directionality of influence (i.e., higher or lower) of crowdsourced information on DM
voting.

Table 6. Median Positions and Distances for DM Pre- and Post-Assessment Samples.

Soln.

Pre-Assess Post-Assess Difference

Ease (X) Impact (Y) DI Ease (X) Impact (Y) DI Ease (X) Impact (Y) DI

T18 −0.858 −0.744 2.548 −0.858 −0.409 2.332 0.000 0.335 −0.216
T26 0.854 0.683 0.349 0.687 0.620 0.492 −0.167 −0.063 0.143
T38 0.569 0.268 0.849 0.266 0.273 1.033 −0.303 0.005 0.184
T43 0.011 −0.041 1.436 −0.152 −0.228 1.684 −0.163 −0.187 0.248
T45 −0.125 −0.791 2.115 0.314 −0.574 1.717 0.439 0.217 −0.398

Note. Soln. = Solution; Ease = Ease of Implementation.

As shown in Table 7, there were not any statistically significant changes between pre-
assessment and post-assessment of crowdsourced information on either axis or on the DI for
any solution. Similarly, there was no change in solution rankings across the pre-assessment
and post-assessment voting data. In other words, assessment of the crowdsourced data
had no statistical or practical effect on DM voting. Thus, we reject H2, which states that
DM votes will converge towards CT votes. Conversely, these results allow us to reject the
null hypothesis and accept H3, which states that DMs will not change their votes based on
CT inputs.

Table 7. ANOVA Results Comparing Pre- vs. Post-Assessment DM Voting.

Solution
Ease of Imp. (X) Impact (Y) Dist. to Ideal (DI)

F p η F p η F p η

T18 0.68 >0.05 0.03 0.83 >0.05 0.04 0.23 >0.05 0.01
T26 0.21 >0.05 0.01 0.08 >0.05 0.00 0.03 >0.05 0.00
T38 0.17 >0.05 0.01 0.12 >0.05 0.01 0.05 >0.05 0.00
T43 0.61 >0.05 0.03 0.22 >0.05 0.01 0.43 >0.05 0.02
T45 0.13 >0.05 0.01 0.06 >0.81 0.00 0.25 >0.05 0.01

Note. All F values were calculated as F(1,21). Imp. = implementation; Dist. = Distance.

3.3. What Argument Qualities Most Affected DM Voting?

Finally, we used data collected from both the visual voting canvas and the rhetorical
analysis survey to assess whether certain rhetorical qualities were associated with visual
voting results. In other words, we used these data to understand whether DMs found
solutions argued with certain qualities to be more feasible, impactful, or overall preferable
(as measured by DI).

Table 8 shows that the two biggest rhetorical qualities affecting perception of feasibility
(i.e., ease of implementation), impact, and overall preferability are the sense of urgency (or
Kairos of the argument) and overall agreeability (how much they agree with the asserted
solution, regardless of the quality of the argument). Overall agreeability is a high-level
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measure that required us to identify which specific rhetorical qualities were correlated
to agreeability (remembering that a correlation is the degree to which the variability in
one quantity is explained by the variability in another). Overall agreement was strongly
correlated to the sense of urgency (RS = 0.72, p < 0.01) and, to a lesser extent, to the overall
quality of the solution (RS = 0.36, p < 0.01) and the quality of evidence (RS = 0.32, p < 0.01).

Table 8. Correlations of Argument Quality Measures and Visual Voting Measures.

Quality Measure Ease of Imp. (X) Impact (Y) Dist. To Ideal (DI)

Clarity −0.05 −0.15 0.17
Quality Of Evidence 0.18 0.17 −0.19
Asserter Credibility −0.01 0.06 −0.01
Personal Relevance −0.12 −0.08 0.09

Urgency 0.35 * 0.54 * −0.54 *
Overall Quality 0.08 0.08 −0.08

Overall Agreeability 0.59 * 0.79 * −0.83 *
* Significant to the p < 0.01 level.

Acknowledging these results, we conclude that emphasis should be placed on assisting
CTs in developing solution cards that create a sense of urgency (i.e., conveying the sense
that it is important that the solution be implemented soon) and provide quality evidence to
back their claims. Interestingly, there was no significant correlation between DM overall
quality ratings of the solution topics (i.e., the mean DI for all five solutions) and their
responses to a Likert item on the UX survey regarding their satisfaction with the quality of
VARI outputs (RS = 0.12, p > 0.05).

4. Discussion

In the following sections, we summarize key findings and various constructs to explain
their occurrence. Furthermore, we discuss possible directions for future work that apply
these findings and enable further insights.

4.1. Key Findings and Discussion

Conducting this experiment and subsequent analysis enabled us to glean several key
insights regarding how DMs use crowdsourced knowledge for organizational decision mak-
ing and several other associated phenomena. The following list summarizes conclusions
and key findings from this experiment, and the following paragraphs provide possible
rationales and/or implications:

• CTs and DMs had significantly different mental models regarding the relative impact
and feasibility of candidate solutions to an organizational inefficiency. There were
significant differences in how ideal each solution was perceived to be; however, there
was no consistent pattern as to why. Given these differences, there was an opportunity
for the CT-generated knowledge to have an actionable impact on the voting of DMs.

• Providing crowdsourced organizational knowledge from CTs had no significant impact
on DM voting. That is, providing votes and argumentation from CTs caused only
minor changes in DM voting, which were not significant in any dimension. These
findings add weight to the case for phenomena such as decision inertia, confirmation
bias, and anchoring, where DMs seemed to deviate only minimally from perspectives
held prior to reviewing the crowdsourced knowledge.

• The aspect of CT arguments that had the greatest impact on DM voting was whether
the solution conveyed an adequate sense of urgency that was commensurate with the
inefficiency to be solved (RS = −0.54, p < 0.01). Despite this relationship, more DM
voting was explained by whether they agreed or disagreed with the solution (RS =
−0.83, p < 0.01). Thus, we found that DM voting was more strongly influenced by
whether they inherently agreed with the solution, rather than any specific aspect of
the argument (e.g., clarity or quality of evidence presented).
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Of the three key findings, the second was the most surprising (although there exists
mixed literature suggesting that results could have gone this way, or differently); therefore,
we will spend some effort to discuss why crowdsourced knowledge had no significant
impact on DM voting. First, we will discuss more mechanical issues (i.e., low-level issues
with how the system was designed and/or study was conducted), followed by more
psychological constructs that may have affected the outcome. The SUS survey results
regarding the DM user interface (n = 11, M = 74.32, SD = 15.93) were well above the overall
mean score of 68 [35], allowing us to be confident that these findings (i.e., the lack of
influence on decision making) were not affected by issues with the software itself.

Because of the nature of each role (where CTs are affected day-to-day by inefficiencies
and DMs are responsible for implementing solutions to inefficiencies), one can reasonably
assume that each role will look at the same set of problems and solutions from different
viewpoints. As such, we find it likely that CTs will be concerned with how well solutions
resolve the problem (i.e., the impact), whereas DMs will be focused on the feasibility of
the solutions. If CT argumentation focused on the impact of the solutions and DMs place
greater weight on the feasibility, it may explain why DMs were unmoved. We asked
CTs (n = 13) in a previous experiment (it should be noted that while there were only 13
responses to this particular survey question, but there were 40 participants in each of the
previous studies that generated and voted on the top 5 solutions presented to DMs in this
study) and DMs (n = 11) in this experiment to indicate the degree to which their decision
making was weighted towards impact and feasibility (which must total 100%). As expected,
CTs placed a higher emphasis on Solution Impact (M = 48.08, SD = 20.79) than the DMs
(M = 41.27, SD = 16.25), although the difference was not significant, F(1,23) = 0.78, p > 0.05,
η = 0.03. Further research with a larger sample is required to determine if this phenomenon
played a role.

Next, there may have been a ceiling effect in this particular set of solution topics. As
part of the rhetorical analysis survey, DMs were asked, “as it is written, do you agree that
this is a valid solution that merits implementation?” DMs were able to respond only with
Yes (1) or No (0) to this question. Given the sample of 11 DMs and the set of 5 solution
topics, the maximum number of votes could equal 55 (in the event that all DMs wanted to
implement all solutions). To our surprise, there were a total of 0 Yes votes in the sample.
Said differently, not a single DM thought that a single solution merited implementation. It
is possible that DMs did not significantly change their voting after being exposed to CT
knowledge because they found this particular set of solutions to not be preferable, and that
despite their different relative preferability, they all fell below a certain threshold.

At a higher-level, there may have been an issue with psychological ownership—an
individual’s perception of whether they own tangible or intangible outcomes of their
efforts [36]. There are at least two types of psychological ownership: Organizational
Psychological Ownership (OPO) and Knowledge-Based Psychological Ownership (KPO).
Research has shown that increased OPO (the extent to which a person feels ownership
of their organization) leads to increased knowledge-sharing behavior. In other words,
DMs (who are generally more senior in the organization and have a more personalized
perception of what solutions work) may be more likely to rely on their own knowledge
when making decisions. This is somewhat supported by UX survey data, where DMs
held a slightly negative view on the efficacy of crowdsourcing (i.e., sharing knowledge
and collectively making decisions) when given the statement that crowdsourcing is be
an effective means to solve problems ((n = 11, M = 2.67, SD = 0.50), where 1 = Strongly
Disagree, 5 = Strongly Agree, and 3 = Indifferent). The concepts of OPO and KPO are
similar to the concept of “locus of control,” or the degree to which a person attributes
outcomes internally or to other external factors [37]. It would be insightful to understand
any differences in CTs and DMs regarding OPO, KPO, and locus of control.

Finally, there are two other constructs to be considered: exchange ideology and
organizational distance. Exchange ideology is a disposition referring to the expectations
of an employee on what they should offer their organization, and what their organization
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should offer to them [38]. A low exchange ideology characterizes a free exchange of
information with little regard to the sharer’s “return on investment,” whereas someone with
a high exchange ideology is more likely to show more reserve in their knowledge sharing
and focus on how they benefit from the exchange. Research has shown that individuals
with a high exchange ideology who engage in participative decision making are more
receptive to the idea of sharing information. It is possible that there is a disconnect between
the participative decision making by CTs and the late-stage participation by the DMs,
where DMs were not part of the formative participative decision making and therefore are
less likely to value the organizational knowledge generated by the crowd. Organizational
distance refers to the way that information exchange in an organization is shaped by the
various networks and reward structures present in the organization [39]; more specifically,
knowledge distance refers to the conceptual distance in knowledge transfer between the
source and recipient of knowledge. Research suggests that the closer the recipient (DMs, in
this case) are to the problem and the people working the problem (the CTs, in this case),
the more likely it is that a successful transfer of knowledge will occur. In the case of VARI,
DMs being intentionally held distant from CTs (to allow the CTs to work candidly, without
fear of reprisal) may have adversely affected knowledge transfer. To a broader degree, DMs
do not encounter the same problems as CTs, and the CTs do not deal with the logistics of
implementing solutions that DMs do, which may also increase knowledge distance. There
is an opportunity in VARI, however, in that continued use could cultivate organizational
norms of knowledge exchange.

4.2. Possible Directions for Future Work

Based on overarching research objectives and the results obtained in this study, we
propose the following as a non-exhaustive set of possible directions for future research:

• Repeat this study with a different set of topics/solutions: It is possible that there was
not significant movement in DM voting because, despite their relative impact and
feasibility, DMs found all the proposed solutions to be inadequate (as evidenced by
all DMs unanimously voting no on all five solutions). It is unclear if DMs would be
more likely to change their position on topics that they felt were valid solutions to a
problem at their organization.

• Incorporate DM feedback into content templates and repeat the study: The results
showed that DMs favored solutions for which they found to have a requisite urgency
to the problem at hand. Therefore, we may find that DMs are more likely to change
their perceptions and voting if the solutions are posited in a manner that highlights
their urgency. Similarly, previous studies showed that there are other considerations
toward improving the argumentation templates [11,26].

• Allow DMs and CTs to co-develop solutions: As previously mentioned, a lynchpin of
design thinking is the collaborative approach with all users and stakeholders [10]. The
current VARI process explicitly makes both the identification and characterization of
problems as well as the development and refinement of solutions a CT task. Future
efforts should examine how CT and DM voting changes over time in an iterative
process of co-creation, rather than having CTs develop solutions and then presenting
them to DMs. There is a reasonable expectation that this would likely increase the DM
ownership of that knowledge.
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