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Abstract: Healthcare organizations have a contractual obligation to the public to address population-level inequities to health services access and shed light on them. Various studies have focused on achieving equitable access to healthcare services for vulnerable patients. However, these studies do not provide a nuanced perspective based on the local reality across the full continuum of care. In previous work, graph topology was used to provide visual depictions of the dynamics of patients’ movement across a complex healthcare system. Using patients’ encounters data represented as a graph, this study expands on previous work and proposes a methodology to identify and quantify cohort-specific disparities in accessing healthcare services across the continuum of care. The result has demonstrated that a more nuanced approach to assessing access-to-care disparity is doable using patients’ patterns of service utilization from a longitudinal cross-continuum healthcare dataset. The proposed method can be used as part of a toolkit to support healthcare organizations that wish to structure their services to provide better care to their vulnerable populations based on the local realities. This provides a first step in addressing inequities for vulnerable patients in accessing healthcare services. However, additional steps need to be considered to fully address these inequities.
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1. Introduction

1.1. Disparities in Accessing Healthcare Services

According to Whitehead and Dahlgren, echoing the World Health Organization constitution [1], “equity in health implies that everyone could ideally attain their full health potential, and that no one should be disadvantaged from achieving this potential because of their social position or other socially determined circumstance”. Healthcare organizations operate on the assumption that they have a contractual obligation to the public, requiring them to address population-level inequities and shed light on them. Furthermore, these organizations are committed to addressing the methodological challenges associated
with establishing the causal mechanisms, determinants, or correlations of these inequities. The aim is to identify factors within the control of the healthcare system that can be influenced. Should there be disparities in accessing healthcare services, the hosting organization bears the responsibility to rectify them. If healthcare service organizations wish to become effective for health interventions, organizations need to prioritize locally relevant strategies that are oriented to working with vulnerable groups [2]. Consequently, the challenge lies in tracing these inequities back to their root causes or determinants and relating them to factors that fall within the organization’s purview.

Certain groups of patients considered vulnerable have been extensively examined, with considerable research focusing on achieving equitable access to healthcare services. Health inequality affects all Canadians, but for vulnerable populations, it has a much stronger impact on their health [3]. Several studies, including [4,5], have demonstrated that vulnerable patients tend to have an overall lower quality of life and health. Additionally, access to care is one of the most significant challenges affecting the quality of life of vulnerable populations [6]. The lack of proper access to healthcare can potentially lead to a reduced life span compared to the general population. Such population groups include individuals affected by, e.g., psychiatric issues such as schizophrenia [7,8]. Research has shown that individuals with schizophrenia have an exceptionally short life expectancy, averaging approximately 20 years below that of the general population [8]. Moreover, high mortality is found in all age groups, with two-thirds of this excess mortality caused by natural deaths [7,8]. One of the factors that influence this reduction in life expectancy include the fact that common physical illness are diagnosed late and do not receive sufficient treatment, in spite of the fact that people with schizophrenia tend to live an unhealthy lifestyle with regards to diet, smoking, alcohol consumption, and lack of physical exercises [8].

People with mental health and substance use (MHSU) [9] and those suffering from homelessness [9,10] as well as physical mobility [11] and neurocognitive disorders [12] tend to have less access to healthcare services. Lack of access to proper services for serious/chronic mental health issues has also been shown to be one of the major challenges in treating those mental health and addictions issues that lead to homelessness and an excessive use of some services such as emergency departments [10,13]. Moreover, mobility limitations is especially true for older adults [14,15] and may be due to chronic conditions, including arthritis and chronic lung problems [16,17]. Access to physicians and sub-specialty care has also been shown to be more difficult for patients with mobility impairment [18], hence compromising their quality of care delivery. Furthermore, despite the fact that neurocognitive disorders represent a growing major concern in the world, with a growing aging population, treatment and management of neurocognitively impaired patients remains suboptimal due to inadequate treatment and poor quality of care, increasing the risks of adverse outcome [12].

Various stigmatization are also known to negatively impact access to healthcare services [16,19,20]. There are various types of stigmas, including health condition-related stigma and non-health-related stigma. Health condition-related stigma affects people living with a specific disease or health condition, including leprosy, epilepsy, mental health disorders, cancer, HIV, and obesity/overweight [21]. Non-health-related stigma include socio-economic status, age, gender, race, and sexual orientation [22]. A stigma can be a barrier to care for patients seeking support to maintain a healthy quality of life, seeking disease prevention service, or treatment for acute or chronic healthcare conditions [23]. In health facilities, the manifestation of stigma may result in subtle forms of deprivation such as longer waits for services or being referred to junior providers [23,24]. It may also manifest in an outright denial of services, physical or verbal abuse, or provision of sub-standard care [23]. As a result, stigma within healthcare may undermine access to diagnosis and treatment and result in poor or unsuccessful health outcomes [23,25–27].

The above-cited studies capture the typical reality of cohorts of patients accessing specific services. The challenge is the fact that these studies do not provide a nuanced perspective based on the local reality across the full care continuum. It is common to
look at differences in access to certain services, such as how often a cohort of patients accesses the emergency department. It is also common to look at differential access to a specific service within a medical specialty such as cardiovascular. However, a view of patient access from a cross-continuum, including secondary and tertiary services, is what is lacking from these studies. If the goal is to address disparities in access to services for vulnerable patients that may be affected by a diverse array of needs, there is no need to restrict one’s view to a limited number of services, but one should rather provide visibility to all services across the continuum of care. Using local data to capture the local reality, the advocated approach provides the opportunity to (1) determine whether the disparity shows up consistently across areas or is specific to some services and not others and (2) facilitate the determination of whether the disparity in access lies with the patients’ capacity to advocate for services and/or initiate/maintain access to services or with the service system structure or a combination of the two factors. This provides a potential for a tangible solution to address the disparity.

Moreover, if we are concerned with disparities in access, there is an immediate problem that need to be addressed. Addressing disproportionately high rates of access to a given service, e.g., large numbers of emergency department visits for persons in a specific demographic or contending with a specific underlying condition, is methodologically straightforward. However, when addressing disparities in access, our efforts frequently involve compiling aggregate counts for events that have yet to occur. To do this, we need some sort of reference standard or expected value, enabling us to interpret measured rates effectively and transform disparities into inequities. The problem is that for many cohorts and for many services, such standards may not exist, or they may be imprecise and therefore poorly positioned as a basis for determining when rates of service access fall “out of range”. For example, how many cardiovascular-related investigative procedures should be performed for persons with schizophrenia who are not yet displaying obvious signs/symptoms of cardiovascular illness? Such information may or may not be found in the literature. If we further partition that group into persons with schizophrenia and a comorbid substance use disorder vs. persons with schizophrenia without a comorbid substance use disorder, will the reference standard be readily available in the literature as well? Operating on the assumption that externally supplied reference standards are generally not going to be available for a method that must be general in scope, we may resort to cohort comparison design—using rates for other groups as a proxy for external reference standards.

Prior works [28–30] have developed methodologies to extract patterns of service utilization (PSUs) from longitudinal electronic healthcare records to optimize healthcare services. Expanding on this by (1) using source data consisting of longitudinal transactional service encounter data provided by one of the health authorities in Canada and (2) relying on a cohort comparison design, this paper proposes a methodology that uses patients’ encounter data represented as a graph to analyze access to healthcare services for a set of patient cohorts with varied levels of vulnerabilities, as chosen by clinical subject-matter experts (SMEs). The goal is to corroborate previous findings and offer a more nuanced perspective on access inequities. Providing this type of analysis will help facilitate the identification of the factors that are within the control of the host organization to address the inequities. Moreover, the focus of the paper is methodological, and a host organization can apply the proposed methodology to any cohort of interest.

1.2. Objectives

This paper illustrates a method for locating cohort-specific disparities in health service access within large and sparse high-dimensional, full cross-continuum health service datasets that span hospital and community sectors for medical/surgical as well as mental health and/or substance use/addictions services. These disparities are important when they are not commensurate with need or risk, as they then become markers for inequities in health service access. Ethically, healthcare organizations are obligated to acknowledge and address these inequities by shedding light on them and identifying factors within their
control. This study illustrates a specific instance of a broader methodology that utilizes a set of longitudinal health service encounter data to identify and quantify cohort-specific disparities in access to healthcare services.

Using a cross-continuum healthcare dataset from a regional health authority, the goal is to provide a more nuanced understanding of healthcare access disparity, focusing on a chosen set of patient cohorts with distinguishing levels of vulnerabilities. Also, the work does not assume that the identified disparities arise solely from clinical cohort-defining characteristics of persons, in which case disparities would be expected to show up consistently across the service area. In keeping with the working hypothesis that disparities are a joint function of features of persons and features of service system structures and functions, the study looks for disparities in both medical/surgical and MHSU service areas.

To summarize, the work presented in the paper is organized around three overarching substantive questions:

1. Are there disparities in service access or patterns of service utilization (PSUs) that are associated with cohort membership? For the work in this paper, cohorts are distinguishable on the basis of expected differential capacity to initiate access to anything other than low-barrier access services, e.g., emergency departments, and remain connected to services over time. The term “vulnerable” is used in this paper to refer to that capacity.
2. Do identified disparities in access show up consistently across service areas?
3. To what extent can we use PSUs to identify healthcare access inequities and provide a more refined approach in assessing the cause of the inequity?

To address the above questions, from a methodological perspective, the following approaches are used:

1. Cohort comparison: Patients in the chosen cohorts of interest are users of medical/surgical and/or MHSU services. However, one of the cohorts is made of patients that are considered more vulnerable than the other. Using PSUs, the cohort of more vulnerable patients will be compared to a cohort of patients with less severe vulnerability in terms of access to various healthcare services. When measuring access disparities for the above cohorts, both empirical and statistical approaches will be used, and the results will be compared;
2. Consultation with SMEs will be conducted to review the results and to answer the questions that were raised earlier regarding determinants of access.

2. Methodology

2.1. Source Data

The source data used in this paper consist of retrospective longitudinal transactional service encounter data contents extracted from a single instance of a Clinical Information System (CIS) deployed across the continuum of services provided by one of the health authorities within Canada (hereinafter referred to as “host organization”). It provides a comprehensive array of secondary and tertiary health services for all ages, for persons contending with medical/surgical issues and/or mental health/substance use issues. This includes acute care/intensive care services, hospital and community-based emergency response, ambulatory services, residential care services for older adults or persons contending with mental health issues, case management services, and a range of addiction harm reduction or rehab and recovery-oriented services. The encounter data accessed by this study consist of approximately 10 million encounters over 7 years for approximately 1 million patients. Except for a few restricted services where the data are strictly embargoed (e.g., services for persons who are victims of sexual assault), this represents data for all service recipients. To access the source data, a certificate of approval was provided by the University of Victoria Research Ethics Board (REB), following the British Columbia, Canada, ethics harmonization guideline.
2.2. Data Pre-Processing: Addressing Data Granularity and Nomenclature Issues

The services provided by the host organization are encapsulated into an array of roughly 2000 service units within a location built of the host organization CIS. The service units may vary widely with regard to granularity; for example, multiple beds will appear as a single unit within an acute care facility, but multiple beds in a large array of family care homes for frail elderly will show up as multiple service units. Additionally, service unit names within the local clinical information system are often opaque. For example, an addiction post-withdrawal stabilization unit appears in this location as “Holly”, or there is a service unit named “Clinics” that provides ambulatory services for children and youths with physical disabilities. There are large numbers of service units where the unit names are uninterpretable, or interpretation is a matter of guessing. This renders them unsuitable for any analysis that requires meaningfully labelled data. In modeling the structure and dynamics of patient interaction with services, meaningful distinctions between functions performed by services must be preserved.

The clinical context coding scheme (CCCS) \([31]\) is a semantic layer that was developed as a flexible solution to address issues of data granularity and nomenclature. This scheme is organized around six sets of codes, constituting a semantic layer applied to all 2000+ service units. The roughly 200 service classes employed for the modeling in this paper consist of equivalence classes formed by the application of these code sets to those service units. Also, each service class has a name that bears some discernible relationship to the functions performed by the component service units. The modeling activities reported in this paper are performed on patient–service encounters with service classes.

2.3. Cohort Selection

Cohort selection is based on access to services that target specific classes of diagnoses as well as the capacity to seek out and access services. The classes of diagnoses can be distinguished on the basis of broad-based impact on psychosocial functioning and on chronicity. In this paper, the term “vulnerable” relates to the impact of a condition on the person’s functioning. The term “more vulnerable” is used to refer to the cohort of persons contending with the more severe MSHU chronic and pervasively impactful class of conditions. These impacts include limited capacity to seek out and maintain access to services. The term “less vulnerable” is used to refer to the cohort of persons contending with a class of MHSU problems that are episodic and less inherently pervasive in their impact on the person and the ability to seek out and maintain access to services. Members of the “less vulnerable” cohort are expected to be more capable of seeking out and maintaining accessing to services.

These cohorts are not mutually exclusive. There are some patients with membership in both cohorts, reflecting the co-occurrence of qualifying diagnoses for the two different cohorts. For these patients, if they met the criteria for inclusion in the more vulnerable cohort, they were treated as members of that cohort only.

Two cohorts were considered: One consists of patients with a chronic MHSU disorder. The second consists of patients with a less serious episodic MHSU disorder. Cohort 1 was defined as the group of more vulnerable patients and cohort 2 as the group of less vulnerable patients. The less vulnerable cohort comprises 21,180 patients, and the more vulnerable cohort comprises 1829 patients. Of these, 182 patients belong to both cohorts and were thus assigned to the more vulnerable cohort.

2.4. Representing Patient access to Healthcare Services System as a Graph and Estimating Transition Probabilities between Services

In this paper, patients’ encounter data are modeled using a directed graph, and logistic regression is used to estimate transition probabilities in state space models. In the encounter dataset, there are patients and records of their interactions with service classes. One patient typically uses several service classes throughout his/her journey. A given patient may also access a given service class on more than one occasion, e.g., repeat admissions to an
emergency department or routine repeated blood work. If the records of a patient are arranged sequentially in chronological order, one service can be connected to another by a “next service” relationship. Suppose patient A used service class 1, then 2, then 2 again, then 3, and then 2. This sequence can be depicted as a directed graph with the service classes as nodes and directed edges that reflect the transitions. This is illustrated in Figure 1, where the edge labels are for the sequence order. Patient A’s journey can then be coded as 12232.

![Figure 1](image1)

Figure 1. A directed graph of three nodes (representing service class 1, 2, and 3) and four edges, depicting a patient journey from service class 1 to 2, to 2 again, to 3, and back to 2. Here, the edge labels are for the sequence order.

Now, among the service classes, we may be interested in only some of them. Thus, we can label them as 1 if it is a service class of interest or 0 otherwise. Suppose that in the example shown in Figure 1, we are interested in service class 2 only; then, we relabel service class 1 as 0, service class 2 as 1, and service class 3 as 0. This is shown in Figure 2. The patient’s journey can now be read as 01101.

![Figure 2](image2)

Figure 2. The directed graph from Figure 1 with the nodes relabeled as either 1 (if it is a service class of interest–service class 1) or 0 (if it is not a service class of interest–service class 0).

Graphs can be thought of as state space models, where each node is a state. This has been carried out in several fields, including rainfall data [32], transportation systems [33], and in forestry [34], and, more recently, patterns of service utilization [28,30]. Logistic regression is used to model binary outcomes encoded as 0 or 1 by assuming a linear relationship between the dependent variables and the log-odds of the outcome. That is, if \( Y \) is the outcome variable, we use the following model:

\[
\log \left( \frac{P(Y = 1)}{1 - P(Y = 1)} \right) = B_0 + B_1 X_1 + B_2 X_2 + \ldots + B_k X_k.
\]

Here, it is used to model transition probabilities between services.

Using the direct graph where service classes are arranged by the date and time of the interaction so that each patient’s journey through the healthcare system is encoded as a sequence of service classes, we pick service classes of interest and then model the probability of transition to these services. Given this set of service classes, we can encode each patient’s journey as a sequence of 0 s (if not in the group of interest) or 1 s (if inside the group of interest). Logistic regression is used to model the transition probabilities. Fitting of the logistic regression is performed via the glm() function, which fits generalized linear
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models, including logistic regression (see [35] for details) in R v4.1.3 [36]. The demographic information we use includes the gender and age of the patients. In this analysis, age is treated as a categorical variable with three categories: 18–40, 41–64, and 65+. In some of the analyses that follow, values of NA are reported when there were no observations within that age group for the specific service class. However, for consistency between analyses, age groupings are kept the same for all service classes. Specifically, the data pre-processing is carried out following the steps below:

1. Obtain the list of patient transitions from the patient analysis tool from each of the cohorts that need to be compared;
2. Encode all the services in the class of interest with a 1 and all other services with a 0. For example, if a patient has a service history of “0 0 0 1 1 0 0”, the patient accessed the service of interest at their fourth and fifth encounters only;
3. To account for differing underlying morbidity rates between the two cohorts, we consider transitions after and including the first transition to a service of interest. These biases have the potential to affect the trajectory that patients follow when engaging with the health services. The above would then become “0 1 1 0 0”. That is, we remove all except one leading 0;
4. We count the number of 2-g. The above string would yield 01, 11, 10, 00;
5. The number of 2-g from all individuals in each cohort is summed; grouping by demographic information such as age and gender is possible if the effect of these factors is of interest.

We then fit a logistic regression model for transition probabilities. That is, we aim to predict the probability of transition from each state $Y$ from the previous state $Y_{prev}$.

The covariates for prediction are the previous state $Y_{prev}$, cohort membership, and optional demographic information.

Without demographic information, the transition probabilities can be modeled as the probability of a 0-to-1 transition, denoted as the following:

$$P(0 \rightarrow 1) = \expit(b_0 + b_1 I(c))$$

and the probability of a 1-to-1 transition, denoted as the following:

$$P(1 \rightarrow 1) = \expit(b_2 + b_3 I(c))$$

where $I(c)$ is 1 if the patient is in the cohort $c$ of interest and 0 otherwise; the expit function is as follows:

$$\expit(x) = \frac{1}{1 + e^{-x}}$$

An alternative formulation requiring only one equation is as follows:

$$P(Y) = \expit(c_0 + (c_1 Y_{prev}) + (c_2 I(c)) + (c_3 I(c) Y_{prev}))$$

To show that the above formulations are equivalent, we can use the following definitions to go between the two formulations. We set the following:

$$b_0 = c_0, b_1 = c_2, b_2 = c_0 + c_1, and b_3 = c_2 + c_3$$

With demographic information, we simply write the following:

$$P(Y) = \expit(c_0 + (c_1 Y_{prev}) + (c_2 I(c)) + (c_3 I(c) Y_{prev}) + (c_4 (\text{gender } = \text{Male})) + c_5(\text{age}))$$

Additional demographic information can be added similarly. Model selection for choosing which demographic information to include is performed with backwards stepwise selection using AIC, using the `step()` function in R. For the purposes of this paper, since multiple comparisons are made for a variety of service classes, two models are used for the sake of consistency: (1) the model where predictors are $Y_{prev}$, cohort membership, gender, and age and (2) the model with neither gender or age, using only $Y_{prev}$ and cohort
membership as predictors. In practice, model selection should be done and additional demographic information included, if relevant, to ensure the best model fit.

In the case where we only consider the transitions and the cohort membership (and not any demographic information), if we assume an interaction term between cohort and transition, then the probability will be equal to the empirical probability, which is just the ratio of the transition event counts, as there are four transition probabilities ($P(0 \rightarrow 1)$ and $P(1 \rightarrow 1)$ for the two cohorts) to estimate and four parameters for estimation ($c_0$, $c_1$, $c_2$, and $c_3$). In this case, if the estimated probabilities are the only values of interest (rather than, say, the coefficients themselves), it can be simpler to calculate the empirical probabilities rather than fitting the model. So, for example, the probability of a $0 \rightarrow 1$ transition would be as given:

$$P(0 \rightarrow 1) = \frac{c_{01}}{c_{00} + c_{01}}$$

where $c_{ab}$ is the number of transitions from state a to state b. This is the empirical probability of a transition if currently we are in state 0 to be in state 1 after the transition.

3. Analysis and Results

As previously stated, two cohorts were considered, comprising 21,180 patients from the less vulnerable cohort and 1829 patients from the more vulnerable cohort. Additionally, the 182 patients belonging to both cohorts were assigned to the more vulnerable cohort. It should be noted that not all patients accessed every service, and as such, not all patients are included in the analyses below.

First, a collection of cardiovascular services was taken as the focus and includes age and gender as features in addition to cohort and previous state. It was found that age and gender are not significant, as shown by the result below in Table 1:

| Title 1 | Estimate | Std. Error | z Value | P(|z|) |
|---------|----------|------------|---------|-------|
| Intercept | −3.2298 | 0.2438 | −13.25 | <210−16 |
| Cohort 2 | 0.8568 | 0.2404 | 3.56 | 0.00037 |
| $Y_{prev}$ | 1.5427 | 0.0835 | 18.47 | <210−16 |
| Age 18–40 | 0.2092 | 0.1189 | 1.76 | 0.07850 |
| Age 41–64 | 0.2018 | 0.0801 | 2.52 | 0.01181 |
| Age 65+ | NA | NA | NA | NA |
| Gender Male | 0.0186 | 0.0754 | 0.25 | 0.80561 |

For this reason, age and gender were excluded in the analysis of the result shown in Table 2. Taking only previous state and cohort membership, we obtain the following:

<table>
<thead>
<tr>
<th>$Y_{prev} \rightarrow Y$</th>
<th>Cohort 1</th>
<th>Cohort 1</th>
<th>Cohort 2</th>
<th>Cohort 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_{prev}$</td>
<td>P</td>
<td>Std.</td>
<td>P</td>
<td>Std.</td>
</tr>
<tr>
<td>0→0</td>
<td>0.9527</td>
<td>0.0097</td>
<td>0.9047</td>
<td>0.0037</td>
</tr>
<tr>
<td>0→1</td>
<td>0.0473</td>
<td>0.0097</td>
<td>0.0953</td>
<td>0.0037</td>
</tr>
<tr>
<td>1→0</td>
<td>0.8257</td>
<td>0.0356</td>
<td>0.6678</td>
<td>0.0159</td>
</tr>
<tr>
<td>1→1</td>
<td>0.1743</td>
<td>0.0356</td>
<td>0.3322</td>
<td>0.0159</td>
</tr>
</tbody>
</table>

From Table 2, the probabilities of both 0-to-1 and 1-to-1 transitions are higher in cohort 2 compared to cohort 1, which corresponds with a positive fitted effect for cohort 2 membership. Next, the focus of service classes was shifted onto residential care (Table 3), assertive community treatment -ACT (Table 4), psychiatric emergency services -PES (Table 5), and MHSU acute care (Table 6). For these service classes, there is a negative fitted effect corresponding with cohort 2 membership, implying that transitions to the service class of interest are more likely to occur for patients in cohort 1.
Table 3. Residential Care.

| Title 1   | Estimate | Std. Error | z Value | P(|z|)     |
|-----------|----------|------------|---------|------------|
| Intercept | −2.7424  | 0.1352     | −20.28  | <210^{−16}|
| Cohort 2  | −0.8268  | 0.0753     | −10.98  | <210^{−16}|
| \(Y_{prev}\) | −0.0520  | 0.1557     | −0.33   | 0.73848    |
| Age 18–40 | 0.4032   | 0.1216     | 3.32    | 0.00091    |
| Age 41–64 | 0.1874   | 0.1292     | 1.45    | 0.14710    |
| Age 65+   | NA       | NA         | NA      | NA         |
| Gender Male | 0.1032  | 0.0760     | 1.36    | 0.17432    |

Table 4. ACT.

| Title 1   | Estimate | Std. Error | z Value | P(|z|)     |
|-----------|----------|------------|---------|------------|
| Intercept | −3.512   | 0.252      | −13.92  | <210^{−16}|
| Cohort 2  | −0.395   | 0.145      | −2.72   | 0.0065     |
| \(Y_{prev}\) | 0.750    | 0.237      | 3.17    | 0.0015     |
| Age 18–40 | 0.655    | 0.270      | 2.43    | 0.0151     |
| Age 41–64 | 0.182    | 0.302      | 0.60    | 0.5461     |
| Age 65+   | NA       | NA         | NA      | NA         |
| Gender Male | 0.242   | 0.148      | 1.64    | 0.1019     |

Table 5. PES.

| Title 1   | Estimate | Std. Error | z Value | P(|z|)     |
|-----------|----------|------------|---------|------------|
| Intercept | −1.2181  | 0.0733     | −16.62  | <210^{−16}|
| Cohort 2  | −0.3288  | 0.0174     | −18.93  | <210^{−16}|
| \(Y_{prev}\) | 0.2831   | 0.0179     | 15.78   | <210^{−16}|
| Age 18–40 | −0.2842  | 0.0733     | −3.88   | 0.00011    |
| Age 41–64 | −0.4852  | 0.0739     | −6.56   | 5.310 \times 10^{-11} |
| Age 65+   | −0.8272  | 0.0766     | −10.80  | <210^{−16}|
| Gender Male | 0.0943  | 0.0140     | 6.75    | 1.5 \times 10^{-11} |

Table 6. MHSU Acute Care.

| Title 1   | Estimate | Std. Error | z Value | P(|z|)     |
|-----------|----------|------------|---------|------------|
| Intercept | −1.7653  | 0.1325     | −13.32  | <210^{−16}|
| Cohort 2  | −0.4491  | 0.0237     | −18.92  | <210^{−16}|
| \(Y_{prev}\) | 0.7004   | 0.0290     | 24.13   | <210^{−16}|
| Age 18–40 | −0.2152  | 0.1327     | −1.62   | 0.1048     |
| Age 41–64 | −0.3122  | 0.1334     | −2.34   | 0.0193     |
| Age 65+   | −0.4083  | 0.1362     | −3.00   | 0.0027     |
| Gender Male | 0.1682  | 0.0218     | 7.71    | 1.2 \times 10^{-14} |

In our next analyses, we compare the transition probabilities for each cohort considered in our study. To have a fair comparison among the focus sets, we removed age and gender to be able to list the transition probabilities for each cohort. Table 7 shows that for residential care, ACT, PES, and MHSU acute care, the probabilities of both 0-to-1 and 1-to-1 transitions are lower in cohort 2 compared to cohort 1.

The results demonstrate that there is a disparity in access to cardiovascular service between cohort 1 and cohort 2. The probability for a patient in cohort 2 of having a follow-up cardiovascular service is thrice as much as for a patient in cohort 1.
Table 7. Transition probabilities.

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Cohort 1</th>
<th>Cohort 1</th>
<th>Cohort 2</th>
<th>Cohort 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular</td>
<td>P(0 → 1)</td>
<td>P(1 → 1)</td>
<td>P(0 → 1)</td>
<td>P(1 → 1)</td>
</tr>
<tr>
<td></td>
<td>0.0427</td>
<td>0.1743</td>
<td>0.0953</td>
<td>0.3322</td>
</tr>
<tr>
<td>Residential Care</td>
<td>0.08721</td>
<td>0.08445</td>
<td>0.03765</td>
<td>0.03640</td>
</tr>
<tr>
<td>ACT</td>
<td>0.05371</td>
<td>0.11348</td>
<td>0.03343</td>
<td>0.07236</td>
</tr>
<tr>
<td>PES</td>
<td>0.1795</td>
<td>0.2299</td>
<td>0.1263</td>
<td>0.1647</td>
</tr>
<tr>
<td>MHSU Acute Care</td>
<td>0.12870</td>
<td>0.23125</td>
<td>0.08123</td>
<td>0.15258</td>
</tr>
</tbody>
</table>

Moreover, as previously mentioned, the goal is to provide a more nuanced understanding of healthcare access disparities affecting vulnerable patients. Using a cross-continuum dataset and expanding the analysis to other services, including residential services, ACT, PES, and MHSU acute care, the following was noted:

1. For residential service, the probability of a patient in cohort 1 to access this service is more than double the probability for patients in cohort 2;
2. For ACT, we notice the same trend: a patient in cohort 1 is more likely to access ACT than a patient in cohort 2;
3. Access to PES is also higher for patients in cohort 1 than patients in cohort 2;
4. For MHSU acute care, once again, patients in cohort 1 have a higher probability of accessing this service than patients in cohort 2.

Based on the above, patients in cohort 1 tend to benefit from MSHU wrap-around services more than patients in cohort 2. It should also be noted that within MHSU, there are services where there is virtually no disparity in access between the two cohorts. An example of such a service is case management.

4. Discussion

The purpose of this paper is to supply a demonstration of a more general method to identify and measure cohort-specific disparities in service access. Focusing on disparities in access to one set of services may produce a compelling set of results, but they may not reproduce across service sectors. We cannot necessarily assume that access within one sector can be treated as a proxy for full-service system utilization. In other words, looking for disparities in one service sector is only half the method. The full method entails an examination of service utilization across the continuum of care.

Analysis of PSUs within and across cohorts paints a clear picture of a health service system composed of functionally distinguishable clusters of services and service pathways that connect them. The channels that are etched, sometimes quite deeply, across the service system landscape will have an impact on who accesses what services within a given timeframe. Patient factors have some say as to where those pathways are located. Also, service system factors, e.g., span of influence, clinical practice guidelines, and administrative leaders, within program areas will partially determine where those channels are located and how deeply they are etched.

Graph transition probabilities were modelled with logistic regression, where covariates explain variation in transition probabilities of individuals within different classes over time. These covariates often account for differences in the prevalence of transition probabilities over time. This approach is often employed when assessing possible influences on the transition probabilities and is of great importance. Previously, ref. [37] incorporated categorical covariates to model transition probabilities. Also, transition probabilities LR formulated by [37] took into account continuous or time-varying covariates in the analysis of their transitions. They further outlined regression models in which covariates are used to predict individuals’ class membership and their next transitions.

This paper proposes a flexible methodology using longitudinal cross-continuum healthcare data where data are treated as a graph, and then, transition probabilities are modeled using logistic regression. The proposed method allows for patients’ encounter
date to be used and provides a simple method that is easily adaptable to use with other data sources or other cohorts or to find different disparities of interest.

Based on the results of the analysis, we can see that there are differences in access between the group of vulnerable patients and the group of less vulnerable patients. However, these disparities in access do not show up consistently across service areas. For those services where vulnerable patients have less access, it is not clear whether this reflects limited capacity for this group to navigate access the services, is due to processes within the health services system, or is a combination of the two. On one hand, there is a vast amount of literature concerned with one of the categories of vulnerable patients that is consistent with the factor of limited capacity to navigate access to services or sustaining relationships with the service system. On the other hand, the MSHU wrap-around service that this category of vulnerable patients benefits from is a clear demonstration that it is possible for a service system to be structured in a way that addresses the limitations of a vulnerable population. This could be a model that could be replicated outside MHSU as well.

The results have demonstrated that there are group differences regarding access to some of the services. However, the results do not explain why these differences are occurring in the first place. Is this a reflection of limited capacity to navigate access to services on the part of persons within the vulnerable cohort? Alternatively, does the difference emanate in some fashion from persons or processes within the health service system? Or is the difference a reflection of both factors? Moreover, one must consider the possibility that the cohorts may differ regarding factors other than those that one thinks may be “causing” the inequity. These could be distal factors not captured in the dataset. This is a limitation of this study. To address this, further analyses need to be conducted taking into consideration other potentially contributing factors and involving various clinical and social SMEs and additional datasets beyond patients encounter data, which may not be readily available within a health service clinical information system.

The work laid out in this paper is methodological, demonstrating a method to detect potential inequities in access to services. For privacy issues, the exact diagnosis or the nature of the vulnerability was not disclosed. However, the paper demonstrates that a more nuanced approach to assessing disparity in access to care is doable using PSUs from a longitudinal cross-continuum healthcare dataset. Any organization that wishes to structure their services to provide better care to its vulnerable population can use the proposed approach as part of their toolkit in assessing the services that need to be restructured or integrated. The information generated from the proposed methodology can be valuable knowledge in the hands of quality assurance/quality improvement in guiding organizations to implement a more equitable healthcare system.

5. Conclusions

When patient factors and service system factors come together, inequities may arise, even when both patients and the service system are doing their best. That is, these are emergent characteristics that may run counter to the intent of all parties involved. Our paper outlines a general methodology that provides a nuanced approach to assess and measure access disparity using PSUs based on the local reality across the full care continuum. This provides a first step in addressing inequities for a healthcare organization. The methodology introduced in this paper is also easily extensible to other cohorts or services of interest and with data from a variety of data sources.

Additional steps need to be considered to fully address these inequities. These include (1) the understanding of additional factors, including patients’ distal determinants of health and social determinants of health that may affect timely access to appropriate healthcare services and (2) the undertaking of specific, localized, and measurable actions developed and sustained through ongoing engagement with the communities, supportive leadership, dedicated resources, accountability, and transparency.
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