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Abstract: This study focuses on the role of topography in soil erosion modelling by examining the impact of topographic data from various sources on the calculation of the slope length and slope steepness factor (LS). For this purpose, the Pinios dam drainage basin in the Iliia Regional Unit, Western Greece, was selected as a pilot area of this study. Specifically, six Digital Elevation Models (DEM) from four different sources with various resolutions (5, 30, and 90 m) were compared with ground control point (GCP) values to assess their relative vertical accuracy. These DEM were acquired for the calculation of the LS factor by using two different equations. Then the calculated LS factors were implemented in the RUSLE model for the estimation of soil loss. The current study includes a comparative analysis of the elevation, the slopes, the LS factor, and the soil loss. The results showed that the 5 m resolution DEM had the best vertical accuracy, and thus it is considered to be the most suitable DEM for soil erosion modelling. Moreover, the comparison of the DEM elevation values showed high similarity, in contrast to the slope values. In addition, the comparative assessment of the LS and soil loss values calculated from each DEM with the two LS equations revealed a great divergence. It is noticeable that both LS and soil loss results presented higher values for slopes greater than 20°. It is concluded that the comparison of the LS values calculated with the two examined approaches and the use of different DEM with various resolutions and different sources does not change consistently with the increase of DEM grid size and accuracy. Thus, it is very significant in soil erosion modelling to use an LS equation that imports thresholds in its formula to avoid overestimation in soil loss calculations.
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1. Introduction

Soil is a critical natural resource that has been benefiting and supporting humankind in a variety of ways. Soil could be considered as a combination of parts of the geosphere, biosphere, atmosphere, and hydrosphere as it consists of solid mineral particles of debris from the weathering of rocks, organic material, and pores that contain air and water [1]. Soil formation is affected by a few factors such as climate conditions, topography, the properties of the parent material, organisms (including both biota and human activity) and time. It is essential to know the rates of soil formation in watersheds to create sustainable watersheds management strategies that will prevent soil degradation [2]. It might take thousands of years just for a layer of a few centimeters of soil to develop [3]. Time plays a vital role in the formation of soil as it takes many years for its generation but, on the contrary, soil loss is a process that happens considerably more rapidly. Special mention must be given to human activity, which influences the balance of the natural systems intensively through artificial interventions, leading to soil degradation, a worldwide concerning issue that deserves all of our attention.

According to the report «Caring for soil is caring for life» by the European Commission, soil degradation is quite evident in the EU as 60–70% of soils are currently maintained...
under unhealthy conditions, affecting not only agriculture but every aspect of our lives as the existence of humankind and life on Earth, in general, is strongly dependent on soil [4]. Soil degradation occurs in many forms, such as soil erosion, pollution, salinisation, loss of organic matter and biodiversity, soil compaction, and surface sealing. Soil erosion is a phenomenon of great importance because of its intensity and variations in different areas. Especially in EU territories, it is estimated that approximately 1 billion tons per year of soil are lost because of erosion processes [5]. For the reference year 2010, the mean soil loss rate in the EU was calculated using the RUSLE2015 model to be equal to 2.46 ton/ha/year which corresponds to 970 million tons of annual soil loss [5]. Erosion is particularly prevalent in the Mediterranean basin due to extended periods of drought during summer followed by mild to wet winters with intense rainfall events which occur in areas with steep slopes and highly erodible soils, causing the loss of a significant amount of soil [6,7]. Greece is among the three Mediterranean countries (Italy, Spain, and Greece) showing the highest calculated soil erosion rates with 4.19 ton/ha/year which is higher than the corresponding value of 2010 which was equal to 4.13 ton/ha/year showing an increase of approximately 1.6% [5,8]. The establishment of soil erosion management practices is necessary for the maintenance of agricultural sustainability and the decrease of soil erosion rates. The control of soil erosion in areas of high risk can be achieved by implementing conservation practices such as the development and preservation of plant cover. In the study of Cedra et al., the biophysical impact of catch crops on soil erosion was investigated with rainfall simulation experiments showing that the catch crops caused a reduction of soil erosion in the examined plots [9]. Reliable soil erosion data could be collected from field measurements. Despite the adequacy of this type of data, field erosion research is a high-priced process that would require a lot of time to create a database and ensure that the measurements are not affected by an extreme weather event or a few years of unusually high rainfall. Therefore, long-term measurements are required to study how soil erosion rates respond to land use and climate change. To study soil erosion, many methodologies have been developed by researchers, which intend to describe and quantify this natural phenomenon with the use of mathematical models, contemplating the factors that control the behavior of soil erosion through equations. Soil erosion modelling is the process of mathematically describing the detachment, transportation, and deposition of soil particles downstream [10], which enables researchers to validate and codify the framework of erosion mechanisms [11]. The fact that there are many empirical mathematical relationships for the estimation of soil erosion is because there is not yet a single relationship that could satisfy all possible erosion cases. In studies that focus on soil erosion monitoring in-site, the results from the analysis of the field measurements were compared with the calculated soil erosion rates generated from different models to validate and modify them [12,13].

The first attempt to develop an equation to calculate soil loss by correlating erosion rates with slope steepness and slope length on small fields belongs to Zingg [14]. Some decades later, Morgan [15] added specific factors for the improvement of this approach, such as the climatic [16], the vegetation [17], the conservation, and the soil erodibility factor. The change of the climatic factor in the rainfall erosivity factor eventually led to the Universal Soil Loss Equation (USLE) [18]. The USLE and its adaptations, such as the Revised Universal Soil Loss Equation (RUSLE) [19] and the Modified Universal Soil Loss Equation (MUSLE) [20], are the most frequently utilized soil erosion models which calculate the average annual soil loss due to sheet and rill erosion. Moreover, for the European territories, the European Soil Erosion Model (EUROSEM) [21] and the Pan European Soil Erosion Risk Assessment (PESERA) [22] were generated. The Revised Universal Soil Loss Equation (RUSLE) is the most widely used model that calculates the rate of soil erosion induced by rainfall and overland flow. The RUSLE model is widely used in Greek territory by researchers, with the necessary adaptations in relation to the various conditions of each research area [5,7,23–29]. Its ease of use and the ability to define the variables causing water erosion while using highly accessible and accurate data to calculate the average annual soil loss rates in each study area are the elements that have
contributed to its widespread adaptation. The factors that contribute to the RUSLE model are the Rainfall-Runoff Erosivity factor (R), the Soil Erodibility factor (K), Slope Length and Steepness factor (LS), Cover Management factor (C), and the Support Practice factor (P).

The accuracy of the input data and the methodologies used to compute each factor have a direct impact on the quality of the final computation. Specifically, the LS factor is of great interest because of the variety of applied equations in the literature to calculate it and the fact that these equations require the use of Digital Elevation Models (DEM). The use of DEM for describing the topography of each research area is a parameter that has a substantial impact on the soil erosion modelling outcomes as the DEM source and resolution determine the accuracy of the derived topographical characteristics like elevation, slope, and slope length [30]. Concerning the definition of the Digital Elevation Model, it is a broad term for describing the digital and mathematical representation of topographic surfaces [31]. In the case where the digital model is referring to the bare ground surface, it is called a Digital Terrain Model (DTM), but if the surface includes any feature above the ground, such as trees and buildings, then it is called a Digital Surface Model (DSM) [32,33].

Many researchers have applied different methodologies for the calculation of the LS factor as well as different types of elevation data like DTMs and DSMs. In 2015, Panagos et al. acquired a 25 m resolution DEM for the estimation of the LS factor for the European Union, indicating that DEM resolution does have a significant impact on the spatial distribution of the LS factor since the increase of DEM resolution contributes to the more accurate representation of the landscape and leads to the improvement of the spatial soil loss calculations [34]. Efthimiou et al., examined the effect of topography on soil erosion by calculating the LS factor using the proposed equations from the USLE and RUSLE models in 8 sub-watersheds in northwestern Greece and pointed out that estimated soil erosion from the two models matches for slopes <20%, but for steeper slopes above 20% soil loss from USLE calculated higher values than RUSLE [35]. Fu et al., used DEM with different grid sizes from 2 to 30 m to calculate the LS factor with the Chinese Soil Loss Equation (CSLE) and concluded that both the average LS factor and soil loss decreased with the increase of the DEM grid size, although the corresponding values from the 10 m and 2 m were similar [36]. Mondal et al., performed an analysis on open source DEM with 30 m resolution and aggregated grid sizes (90, 150, 210, 270, and 330 m) regarding their vertical accuracy and uncertainty in soil erosion estimation using the RUSLE model, indicating that both the accuracy of the elevation data and the estimated soil erosion decrease when the DEM grid size increases [37]. In contrast to the previous studies, Shan et al. used DEM with resolutions from 1 to 90 m and the RUSLE model to examine the effect of resolution on the computations of LS factor and soil erosion in a mountainous area in Australia and suggested that there is an increase in the LS values with the increase of the DEM grid sizes and, more specifically, the L factor increases and the S factor decreases [38]. These opposite results may be linked to the methodology of the LS factor, which did not consider a cutoff factor of the slope length, which would cause the overestimation of the LS factor in areas with long slopes where runoff concentration would produce gullies [39] and to the morphology of the study areas, which were characterized by larger relief regions compared to other studies [40]. In the study of Kruk et al., high-resolution DEM were generated from different methods (aerial photographs, aerial laser scanner, and terrestrial laser scanner) to assess the LS factor and soil erosion using the USLE model, and it was shown that resolution has a significant impact on the LS factor, with the S coefficient strongly affecting the calculation of LS [41]. Lu et al., derived topographic data from five different sources with spatial resolution from 5 to 90 m to assess the LS factor in five catchments in China, and the results indicated that by increasing the grid size, the S factor decreases, the L factor increases, and the overall accuracy of the estimated LS factor is decreased [39]. Wang et al., studied the effect of DEM resolution on the LS factor by implementing two DEM, one derived from Lidar datasets with a 5 m grid size and the other obtained from an SRTM dataset with a 30 m grid size for the computation of LS in 24 watersheds in North America [40]. This study highlighted the increase in the L factor and the decrease in the
S factor with coarser DEM resolutions and, regarding the LS factor, the results showed an increase in areas with large relief and a decrease in smaller relief areas. Azizian and Koohi focused on the impact of different source DEM (ALOS, ASTER, SRTM) with different resolutions from 30 to 200 m and produced LS factors with various equations as well as the sediment yield rates in a study area in Iran, concluding that DEM resolution has a more vital role than DEM source and the different methods for the calculation of LS factor [42]. Another study that assessed the impact of DEM from different sources (ASTER, SRTM, and CARTOSAT) and various resolutions from 30 to 250 m was carried out by Pandey et al., who performed the RUSLE model for the Karso watershed in India and displayed the scale dependence of RUSLE [43]. Regarding the effect of DEM resolution, in the above study there is an increase in the calculated mean and maximum LS factor with an increase of the grid size up to 50 and 100 m but for higher grid sizes a corresponding decrease of these values is noticed. Moreover, the impact of the DEM source highlighted the weaker performance of ASTER DEM compared with SRTM and CARTOSAT. Kumar et al., applied the RUSLE model and acquired DEM from SRTM, ALOS, and MERIT with a resolution of 30 and 90 m and compared the calculated soil erosion with observed data, which led to the conclusion that the DEM with a finer resolution (30 m) performed better than the coarser ones (90 m) [44]. Fijałkowska executed a comparative analysis on elevation, slope, L factor, S factor, and total LS factor values using DTMs with various resolutions (1 m to 90 m) and from different sources using the RUSLE model for 3 study areas in Poland, emphasizing the non-uniformity of the change of LS factor with the increase of DTM overall accuracy and concluded that high resolution and accuracy data should be assessed in soil erosion modelling [45].

The current study focuses on the importance of topography in soil erosion modelling by examining the impact of topographic data from various sources in the calculation of the slope length and slope steepness factor (LS) of the RUSLE model. It is particularly applied in an area with dense morphology, which has suffered extended surface changes due to repeated wildfires, and this is the drainage basin of the Pinios earth-filled dam located in the Ili Regional Unit, Western Greece. For the purposes of this study, the topographic data included elevation data from 4 different sources that were compared with Ground Control Points (GCP) to assess their relative vertical accuracy and suitability to produce accurate soil erosion models. Specifically, six Digital Elevation Models with various resolutions and two different methods were applied for the calculation of the LS factor in the examined area. Moreover, for the estimation of the LS factor, the equations proposed by Mitasova et al. [46,47] and the CALSITE (Calibrated Simulation of Transport Erosion) model [48,49] were used.

This research aims to investigate and derive the correlation between DEM and the LS factor, as it is the most crucial parameter of the RUSLE model for estimating soil erosion annual rates. The inspection of the quality of the used DEM in the examined area is of particular interest due to its dense morphology and susceptibility to soil erosion, strongly related to the major wildfires that have affected it for the last fifteen years.

The methodology applied in this research consists of four main stages: (a) the comparison of the examined DEM elevation values with the corresponding values derived from GCP; (b) the comparison of the DEM slope values; (c) the calculation and comparison of the LS factor using two methods, which are referred to as the MIT method [46] and the CAL method [48,49], and (d) the estimation and comparison of the annual soil loss in the pilot area using the RUSLE model and the different calculated LS factors.

2. Research Area and Materials

2.1. Research Area

The drainage basin of the Pinios earth-filled dam, in Western Greece, was selected as a pilot area for this research (Figure 1).
Figure 1. Drainage basin of the pilot area (Greek Geodetic Reference System—GGRS87).

The drainage basin of the dam occupies an area of approximately 700 km$^2$ and the surface water is collected in a large reservoir of approximately 20 km$^2$ [50]. This research area was chosen because of its varied topography, which is of great importance regarding the computation of the LS factor. The altitude ranges from 49 to 2128 m a.s.l. and the maximum slope inclination varies from 0 to 80 degrees. According to the Copernicus program “Corine Land Cover 2018”, the pilot area mainly consists of non-irrigated arable land (16%), complex cultivation (11%), land principally occupied by agriculture with significant areas of natural vegetation (25%), sclerophyllous vegetation (14%), and transitional woodland shrub (11%) (Figure 2). Conservation practices like contour farming, cropping, and terraces are mainly occurring in the pilot area.

Figure 2. The land-use/land cover map based on Corine Land Cover (2018) for the research area.

Subsequently, the land cover data of the 2018 version of the European Corine Land Cover (CLC) were obtained from the Copernicus Land Monitoring Services program [51] for the calculation of the cover management factor (C) of the RUSLE model.

Regarding the climate conditions, the research area is strongly influenced by the Mediterranean Sea, presenting typical Mediterranean climate conditions with high mean monthly temperature values (20–25 °C) during the summer and significantly lower values in the winter (4–10 °C) [52]. Daily precipitation data from six meteorological stations located in the Pinios Dam drainage basin were processed from 1977 to 2020. The mean
annual precipitation values range approximately from 660 to 1482 mm. The higher values are present in the mountainous areas (eastern part), while lower values are evident in the western part in areas with small relief. The mean annual precipitation value for the pilot area is equal to 920 m (Figure 3). The rainfall data were also processed for the calculation of the rainfall-runoff factor (R) used in the RUSLE model.

Figure 3. The meteorological stations and the mean annual precipitation map of the research area.

The geological formations prevailing in the research area are mainly Quaternary deposits and Neogene sediments that overlay the Alpine formations from the Greek Geotectonic zones of the Ionian, Gavrovo-Tropolitsa, and Olonos-Pindos, which shape the area around the Pinios dam drainage basin. Fine-grained, coarse-grained and mixed soils are evident mainly in the Quaternary and sediment deposits. The geological setting was designed from four geological sheets (scale 1:50.000) of the Hellenic Survey of Geological and Mineral Exploration to estimate the soil erodibility corresponding to the (K) factor of the RUSLE model. The following figure presents the geological formations in the research area (Figure 4).

Figure 4. The geological formations of the research area.

2.2. Elevation Data

The elevation datasets acquired for this study were chosen according to their availability and their spatial resolution. They include DEM files which were derived from different
sources (satellite missions and aerial photos), reflecting different production technologies and different types of processing.

The descriptive information about the DEM data that was used is reported in the following sections and Table 1.

Table 1. The main features of DEM used in the current research.

<table>
<thead>
<tr>
<th>Dataset Codes</th>
<th>Dataset Name</th>
<th>DEM Type</th>
<th>Spatial Resolution (m)</th>
<th>Data Collection Period</th>
<th>Publication Date</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM5</td>
<td>Hellenic Cadastre</td>
<td>DTM</td>
<td>5</td>
<td>2007–2009</td>
<td>2009</td>
<td>[53,54]</td>
</tr>
<tr>
<td>ALOS30</td>
<td>ALOS World 3D v.3.1</td>
<td>DSM</td>
<td>30</td>
<td>2006–2011</td>
<td>2020</td>
<td>[55]</td>
</tr>
<tr>
<td>ASTER30</td>
<td>ASTER GDEM v.3</td>
<td>DSM</td>
<td>30</td>
<td>2011</td>
<td>2019</td>
<td>[56,57]</td>
</tr>
<tr>
<td>SRTM30</td>
<td>SRTM v.3</td>
<td>DSM</td>
<td>30</td>
<td>2000</td>
<td>2013</td>
<td>[58,59]</td>
</tr>
<tr>
<td>SRTM90</td>
<td>SRTM v.3</td>
<td>DSM</td>
<td>90</td>
<td>2000</td>
<td>2013</td>
<td>[58,60]</td>
</tr>
</tbody>
</table>

1. Hellenic Cadastre DEM: «DEM5».
   The Hellenic Cadastre produced a DTM that covers the entire region of Greek territory with a pixel size equal to 5 m and high vertical accuracy of approximately 2 m. The DEM data series is part of the Large Scale Orthophotos (LSO) project implemented during the period 2007 to 2009. The aerial photos captured by a digital onboard camera were used as the source data for producing the relevant DTMs.

2. ALOS World 3D-30 m (AW3D30) v3.1, Global Digital Surface Model: «ALOS30».
   Five years ago, JAXA freely offered to the research community a Digital Surface Model with almost global coverage [61]. Since then, new updates have been released [62]. The specific DSM is created from millions of images acquired by the ALOS PRISM sensor with automatic procedures and without the use of GCP. According to the specifications and diverse studies, both the planimetric and vertical accuracy should not exceed 5 m [63,64]. In a recent study by Nikolakopoulos (2020) for seven areas in Greece, the mean RMSE was measured at 8.58 m [33]. It is also proven that the error increases in mountainous or steep areas and urban centres. Similar results were also presented in the study of Stamatiou et al., with the calculated RMSE value being equal to 8.75 m for the Greek territory [65].

3. ASTER GDEM Version 3 «ASTER30».
   The initial version of ASTER GDEM was launched in 2009, followed by Version 2 in 2011, and Version 3 in 2019. It was created from the automated processing of 2.3 million scenes from the ASTER archive, which were acquired during the period from 2000 to 2013. With a 30-m spatial resolution and 1° × 1° tiles, the ASTER GDEM Version 3 preserves the GeoTIFF format and the same gridding and tile structure as earlier versions [66,67]. The stereo pairs were reprocessed thoroughly, and the tiles were manually inspected and corrected for any abnormalities, minimizing the errors in this data collection. Any holes in this dataset were filled either from other data like SRTM and national data sets, or by using interpolation techniques, or by leaving them blank [68]. Regarding the vertical accuracy of ASTER DEM data in Greek territory, studies have shown RMSE values to be approximately equal to 10 m [68,69].

4. SRTM DEM Version 3 «SRTM30 & SRTM90».
   The major purpose of the SRTM Version 3 dataset was to remove voids that existed in previous SRTM data releases. Existing topographical data were utilized to enhance the SRTM data in regions where there was a lack of data. The filling of holes in the Version 3.0 products using the ASTER Global Digital Elevation Model (GDEM) Version 2.0, the Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010), and the National Elevation Dataset (NED) are among the enhancements over earlier versions. This SRTM Version 3 dataset, which comprises the worldwide 1 arc-second (30 m) product and the global 3 arc-second (90 m) product, is maintained and distributed by the Land Processes Distributed...
Active Archive Center (LP DAAC). Using averaging methods, the 3 arc-second data was extracted from the 1 arc second data [59]. The vertical accuracy of SRTM data in Greek territory was found to be equal to 6.1 m [69] and 6.9 m [69].

3. Methodology

The methodology applied in this research could be divided into 4 main sectors: (1) DEM analysis and comparison with the respective GCP to examine the quality of each DEM and its adequacy with soil erosion modelling; (2) comparison of the values of the slopes derived from each DEM; (3) calculation of the LS factor by using the DEM and two methods, which are the method suggested by Mitasova et al. (MIT method) [46] and the method explained by the CALSITE model (CAL method) [48,49] to examine the differences of the LS when using diverse approaches and DEM with various resolutions; and (4) estimation of the annual soil erosion rate using the RUSLE model according to the methodology applied by Depountis et al. [24].

3.1. DEM Quality Assessment

The Digital Elevation Models used in this research were derived from different sources (satellite missions and aerial photos) and evaluated regarding their relative vertical accuracy for the pilot area according to the methodology presented in Figure 5.

![Methodology of DEM quality assessment.](image)

The initial processing of the elevation data files includes the conversion of the original projection system to the Greek Geodetic Reference System (GGRS87), the creation of a mosaic from the individual tiff files, and the clipping according to the research area boundaries. Regarding the vertical accuracy assessment, it is noted that most of the examined Digital Elevation Models are specifically Digital Surface Models which correspond to elevation data that include not only the ground surface but everything above it, such as the heights of tree canopy and engineering constructions. To suppress this issue, the accuracy assessment was performed with the use of Ground Control Points from the National Trigonometric Network, which is operated by the Hellenic Army Geographical Service (HAGS). These points are always located in flat places providing easy access, meaning that, for this study, they are suitable for performing the vertical accuracy assessment [33]. Thus, the elevation value of each GCP was compared with the corresponding value of each DEM for these particular points.

The ArcGIS Spatial Analyst toolbox was used to extract altitude values from the DEM for each checkpoint. The purpose of this procedure was to compare the elevation value of the DEM with that of the trigonometric points to calculate their deviation. Specifically, the option “Bilinear interpolation of values at point location” is preferred because it gives value to the point through linear interpolation and not from the centre of the pixel. After the data extraction, an error check was performed to remove points that were not suitable or were
located near the research area’s boundaries. The exclusion of extreme values (outliers) was based on the application of a threshold value resulting from the calculation of a certain accuracy indicator. For the error check, Root Mean Square Error (RMSE) was selected as the accuracy index. The values of the points to which the relation ∆h > 3 * RMSE applies were defined as error outliers [70,71]. In the end, 150 points were used to evaluate the altitude information of the DEM. Of these 150 points, 112 (75%) were used to correct the DEM that was derived from the Hellenic Cadastre, while the remaining 38 points (25%) were used to validate the newly corrected DEM (validation points). For each one of the 112 trigonometric points, the error was calculated, i.e., the difference between the altitude value of the DEM and the trigonometric point, and then the spatial distribution of this difference was performed by using the IDW (Inverse Distance Weighting) method. Moreover, the raster file containing the error was added using the map algebra toolkit and the raster calculator tool to the DEM of the Hellenic Cadastre. This process was executed to create a new DEM which is more reliable in terms of its vertical accuracy [72,73]. This is supported by the calculation of the RMSE values for the 38 validation points for both the original DEM from the Hellenic Cadastre and the corrected one. The RMSE value for the original was calculated to be equal to 1.666 m, so the corresponding value for the new one is equal to 1.096 m.

Regarding the impact of DEM resolution on the LS factor, a statistical analysis of the DEM elevation values was applied along with a vertical accuracy assessment with the use of GCP, which are considered to be more accurate compared with the DEM values. Subsequently, the elevation value of each GCP was compared with the corresponding value of each DEM in the research area. For this purpose, the difference between the GCP and DEM values was used, which is the vertical error (∆h) = h DEM − h GCP [32,33,68,72–74].

Within the context of the DEM vertical accuracy assessment, the descriptive statistics of each DEM and the Pearson correlation coefficient were calculated [75]. Afterwards, both of them were calculated for the error (∆h), which corresponds to the subtraction of the elevation value of the DEM and the corresponding value of the check point for each one of the 150 points. Regarding the evaluation of the errors, the calculation of more adequate accuracy metrics was considered appropriate for this article. Specifically, the Mean Absolute Error (MAE), the Mean Squared Error (MSE), the Root Mean Square Error (RMSE), the symmetric Mean Absolute Percentage Error (sMAPE), the Median Absolute Deviation (MAD) and the Normalized Median Absolute Deviation (NMAD) were calculated and their histograms for different height intervals were examined. The MAE, MSE, and RMSE are scale-dependent measures. The sMAPE is a scale-independent accuracy metric based on the percentage or relative error, with a lower and an upper bound, that may be used to compare the accuracy of the forecasted elevation values [76]. The RMSE is the most widely applied index for vertical accuracy assessment [33,72,73,77–79]. Furthermore, as a part of the descriptive statistics, skewness and kurtosis (excess) were also calculated to examine the normality of the errors. According to Höhle and Höhle, the median is a robust estimator for a systematic shift of the DEM and is very useful because it is less sensitive to outliers in the data than the mean error and also provides a better distributional summary for skew distributions [70,80]. Taking that into consideration, the robust statistical indexes (Table 2), the MAD and NMAD [70], were calculated for the vertical accuracy assessment of the DEM elevation values [68,78,81–83].

The Median Absolute Deviation (MAD) is the 50th percentile of the absolute values of the errors. The Normalized Median Absolute Deviation (NMAD) is obtained by multiplying MAD by the factor 1.4826. The NMAD is another robust accuracy metric that calculates the vertical error distribution scale. It may be conceived as an estimate of the standard deviation which is more resistant to the outliers in the dataset. According to Jacobsen, the differences between a DEM and the reference data used for the vertical accuracy assessment (∆h) do not always follow a normal distribution, which leads to larger discrepancies between these two statistical indicators [84]. In the case of normal data distribution, NMAD is equal to the standard deviation, but only if the number of the examined checkpoints...
is quite large [70]. The robust metrics are important quality measures when there is a significant deviation between mean and median or standard deviation and normalized median absolute deviation [31].

Table 2. The statistical metrics for the vertical accuracy assessment of DEM.

<table>
<thead>
<tr>
<th>Vertical Accuracy Metric</th>
<th>Symbol</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error (m)</td>
<td>$\Delta h_i$</td>
<td>$h_{DEM(i)} - h_{GCP(i)}$</td>
</tr>
<tr>
<td>Mean absolute Error (m)</td>
<td>MAE</td>
<td>$\frac{1}{n} \sum_{i=1}^{n}</td>
</tr>
<tr>
<td>Mean square error (m)</td>
<td>MSE</td>
<td>$\sqrt{\frac{1}{n} \sum_{i=1}^{n} (\Delta h_i)^2}$</td>
</tr>
<tr>
<td>Root mean square error (m)</td>
<td>RMSE</td>
<td></td>
</tr>
<tr>
<td>Symmetric Mean Absolute Percentage Error (%)</td>
<td>sMAPE</td>
<td>$\frac{100%}{n} \sum_{i=1}^{n} \frac{</td>
</tr>
<tr>
<td>Median absolute deviation (m)</td>
<td>MAD</td>
<td>$\text{median}_{i} (</td>
</tr>
<tr>
<td>Normalized Median absolute deviation (m)</td>
<td>NMAD</td>
<td>$1.4826 \cdot \text{median}_{i} (</td>
</tr>
</tbody>
</table>

3.2. Calculation of LS Factor

Two of the most important parameters that affect soil loss are the slope ($S$), which affects both rainfall-runoff erosivity and the rate of the detachment of soil particles from the rain drops, and the length of the slope ($L$), i.e., the length of the surface flow until it reaches a natural or artificial recipient [85]. The slope-length factor ($L$) and the slope gradient factor ($S$) should be considered as a single topographic factor (LS) in the soil loss equation [86]. The slope-length factor ($L$) is the ratio of soil loss ($A$) from a field slope length ($\lambda$) to that from a slope 22.13 m long (Equation (1)), and it measures the distance from the origin of overland flow along the flow path to the location of deposition. The slope-steepness factor ($S$) is the ratio of soil erosion from the field slope gradient to that from a 9% slope. The slope-steepness factor ($S$) is the ratio of soil erosion from the field slope gradient to that from a 9% slope (Equation (2)) [18].

$$ L = \left( \frac{\lambda}{22.13} \right)^m $$  \hspace{1cm} (1)

where $\lambda$ is the slope length (m) and $m$ is an empirical coefficient (dimensionless).

$$ S = \left( \frac{\sin \theta}{0.0896} \right)^n $$  \hspace{1cm} (2)

where $\theta$ is the angle of the slope ($^\circ$) and $n$ is an empirical coefficient (dimensionless).

According to the above equations, $L$ and $S$ factors are calculated by slope length and slope angle. Slope length ($\lambda$) is the distance from the point of origin of overland flow to either of the following: (a) the point where the slope decreases to the extent that deposition begins, or (b) the point where runoff enters a well-defined channel that may be part of a drainage network or a constructed channel [18]. The slope length is the horizontal projection, not the distance parallel to the soil surface [87]. Field measurements are the best approach to assessing slope length, but they are rarely available or practical. According to Barriuso Mediavilla et al., there are some basic principles to consider in order to produce a comprehensive approach for calculating the LS factor [88]. These are the global methods to calculate $L$ and $S$ factors, the procedure to estimate slope length ($\lambda$), the method to estimate the empirical coefficients and several other considerations for the hydrological network and water bodies.

The role of Digital Elevation Models (DEM) in soil erosion analysis is vital as they are utilized for the estimation of LS factor, usually at the catchment scale, meaning that the calculated LS values are highly dependent on the DEM accuracy and source [39,89,90]. In this research, two approaches were selected for the calculation of the LS factor, the equation suggested by Mitasova et al. (MIT method) [46,47] and the one from the CALSITE model.
The LS factor is generally estimated by applying the equations by Moore and Burch and Moore & Wilson Equation (3) [91–93]:

\[ LS = (A/22.13)^m (\sin \beta/0.0896)^n \]  
(3)

where \( A \) is a specific catchment area (m²/m), \( m \) is equal to 0.4 for Moore and Burch approach [91] or 0.6 for Moore and Wilson approach [92], \( n \) is equal to 1.3 and the values 22.13 (m) and 0.0896 (sin5.143°) are referring to the length and slope of the standard unit plot. This equation was later adjusted by Moore et al. [93] by multiplying the equation with the value 1.4 and was applied by Van der Kniff et al. for Europe (Equation (8)). Subsequently, Mitasova et al. modified the previous version by replacing the hillslope length with the upslope contributing area [47], as follows (Equation (4)) [46,94]:

\[ LS = (m + 1)(A/22.13)^m (\sin \beta/0.0896)^n \]  
(4)

where \( A \) is a specific catchment area (m²/m), \( m \) is the slope angle in degrees, \( m \) is equal to 0.4–0.6, \( n \) is equal to 1.0–1.3, and the values 22.13 (m) and 0.0896 (sin5.143°) refer to the length and slope of the standard unit plot.

According to Mitasova and Mitas, the replacement of slope length used in the original formulation of USLE/RUSLE with the upslope area provides a better spatial description of increased erosion due to the concentrated flow without the need to a priori define these locations as inputs for the model [46].

3.2.2. The CAL Method

In the GIS framework, flow accumulation is used for the estimation of slope length by the multiplication of flow accumulation with the DEM resolution. According to Barriuso Mediavilla et al., this method is not suitable because the flow accumulation is added at every convergence [89]. This issue has been addressed by another method that uses the slope length for LS calculation, as suggested by the CALSITE model (Calibrated Simulation of Transport Erosion) [95]. This model contemplates flow accumulation areas (cells) as in a circle, meaning that to calculate slope length in a specific cell, we consider the flow accumulation area in that particular cell as if it was a circle, which indicates that the distance
travelled by a single water drop is equivalent to its radius \([48,88]\). The suggested equation included in CALSITE considers the spatial distribution of \(\lambda\) and has the following form (Equation (5)):

\[
\lambda = \left( \frac{A}{\pi} \right)^{0.5}
\]

where \(\lambda\) is the slope length, \(A\) is the upstream contribution area and \(\pi\) is the value of 3.1416.

An appropriate upper threshold was determined to deal with the issue of too high slope length values calculated from the above equation. According to Renard et al., runoff erosion is usually concentrated in less than 121.92 m length, although lengths of up to 304.80 m have been observed \([87]\). In 2019, Schmidt et al. proposed the application of a 100 m slope length threshold based on experiments in alpine environments \([96]\). McCool et al. and Winchell et al. mention that an upper limit of 333 m should be applied for slope length \([97,98]\). For this research, this upper threshold value of slope length was set to be equal to 305 m as proposed by the studies of Renard et al. and Kang & Julien \([88,96]\). This threshold for slope length (\(\lambda\)) is implemented in the above equation to define the upper flow accumulation threshold value for each DEM, meaning that if a cell value outreaches this flow accumulation value, then its slope length will be set to be equal to 305 m. This approach changes the slope length equation as follows (Equation (6)):

\[
L = \begin{cases} 
\left( \frac{A}{\pi} \right)^{m}, & \text{for flow accumulation} \leq \text{threshold value dependant on DEM resolution} \\
\left( \frac{305}{\pi} \right)^{m}, & \text{for flow accumulation} > \text{threshold value dependant on DEM resolution}
\end{cases}
\]

Additionally, a lower threshold value must be specified such that the cells indicating ridges (cells higher than any of the eight around them) have values other than zero. This procedure aims at the separation of these cells from the cells indicating streams and water bodies which also have zero values. According to Barriuso Mediavilla et al., these cells travel a distance of half a cell, so their flow accumulation value is set to 0.5 as the lower threshold value of flow accumulation \([88]\). It is predicated on the notion that slope length estimates are measured from the cell’s centre \([95]\).

According to Renard et al., soil loss increases more rapidly with slope steepness compared with slope length \([87]\), which highlights the importance of the \(S\) factor. The CALSITE model uses the equations of McCool et al., for the calculation of the \(S\) factor (Equation (7)) \([99]\):

\[
S = \begin{cases} 
10.8 \sin \theta + 0.03 \text{ for slope steepness} < 9\% \left(5.14^\circ\right) \\
16.8 \sin \theta - 0.50 \text{ for slope steepness} \geq 9\% \left(5.14^\circ\right)
\end{cases}
\]

The slope-length exponent \(m\) is related to the ratio \(\beta\) of rill erosion (caused by flow) to interrill erosion (principally caused by raindrop impact) by the following equation (Equation (8)) \([100]\):

\[
m = \frac{\beta}{(1 + \beta)}
\]

Values for the ratio \(\beta\) of rill to interrill erosion for conditions when the soil is moderately susceptible to both rill and interrill erosion were computed by McCool et al. with the use of the following equation (Equation (9)) \([101]\):

\[
\beta = \frac{\sin \theta / 0.0896}{3(\sin \theta)^{0.8} + 0.56}
\]

where \(\beta\) is the rill to interrill ratio and \(\theta\) is the slope angle.

### 3.3. Annual Soil Loss

The estimation of the annual soil erosion rate is performed by applying the RUSLE model (Figure 7) in the study area, which is based on previous research by Depountis et al., \([24]\). Specifically, the modified Fournier index \([102]\) and the equations of Renard and Freimund \([103]\) were used for the calculation of the \(R\) factor, and the methodology
of Wischmeier and Smith was applied for the K factor [18,86]. The Corine Land Cover database (CLC) was used for the estimation of the C factor, and each land use category from CLC was matched with a corresponding bibliographic value. Lastly, the P factor was set to be equal to 0.5 considering that nearly 50% of the total area is devoted to agricultural areas implementing the support practices in the research area. The P factor is the most ambiguous since it was based on the CLC database and field observations.

The slope-length exponent m is related to the ratio ß of rill erosion (caused by flow) to interrill erosion (principally caused by raindrop impact) by the following equation (Equation (8)) [100]:

$$m = \frac{\beta}{1 + \beta}$$ (8)

Values for the ratio \(\beta\) of rill to interrill erosion for conditions when the soil is moderately susceptible to both rill and interrill erosion were computed by McCool et al. with the use of the following equation (Equation (9)) [101]:

$$\beta = \frac{\sin \theta /0.0896}{(\sin \theta)0.7 + 0.56}$$ (9)

where \(\beta\) is the rill to interrill ratio and \(\theta\) is the slope angle.

### 3.3. Annual Soil Loss

The estimation of the annual soil erosion rate is performed by applying the RUSLE model (Figure 7) in the study area, which is based on previous research by Depountis et al., [24]. Specifically, the modified Fournier index [102] and the equations of Renard and Freimund [103] were used for the calculation of the R factor, and the methodology of Wischmeier and Smith was applied for the K factor [18,86]. The Corine Land Cover database (CLC) was used for the estimation of the C factor, and each land use category from CLC was matched with a corresponding bibliographic value. Lastly, the P factor was set to be equal to 0.5 considering that nearly 50% of the total area is devoted to agricultural areas implementing the support practices in the research area. The P factor is the most ambiguous since it was based on the CLC database and field observations.

The computed average soil loss per unit area (SE) is expressed in tones/ha/year, the rainfall-runoff erosivity factor (R) is expressed in MJ·mm·ha\(^{-1}\)·h\(^{-1}\)·year\(^{-1}\), the soil erodibility factor (K) is expressed in t·h·MJ\(^{-1}\)·mm\(^{-1}\). The slope length factor (L), the slope steepness factor (S), the cover management factor (C), and the erosion support practice factor (P) are dimensionless.

### 4. Results

#### 4.1. DEM Comparison

The first stage of the DEM quality assessment includes the calculation of the descriptive statistics (min, max, mean, standard deviation, range (min-max)) for each DEM as presented in Table 3.

According to the above statistical analysis, the elevation values from each examined DEM have a substantial degree of similarity. The similarity of the DEM elevation values is evident even though the DEM vary regarding their resolution and source. This is supported by high Pearson correlation values (Appendix A: Figure A3a) that were calculated for every pair of DEM as the lowest coefficient value was noted between SRTM90 and ALOS30 and is equal to 0.99470.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_idw</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>63.10</td>
<td>60.92</td>
<td>78.00</td>
<td>49.00</td>
<td>82.00</td>
<td>85.00</td>
</tr>
<tr>
<td>MAX</td>
<td>2126.68</td>
<td>2127.78</td>
<td>2114.00</td>
<td>2118.00</td>
<td>2115.00</td>
<td>2113.00</td>
</tr>
<tr>
<td>MEAN</td>
<td>465.28</td>
<td>464.21</td>
<td>463.43</td>
<td>458.96</td>
<td>463.86</td>
<td>463.81</td>
</tr>
<tr>
<td>STD DEV.</td>
<td>326.05</td>
<td>326.82</td>
<td>326.79</td>
<td>329.25</td>
<td>326.43</td>
<td>326.31</td>
</tr>
<tr>
<td>RANGE</td>
<td>2063.59</td>
<td>2066.86</td>
<td>2036.00</td>
<td>2069.00</td>
<td>2033.00</td>
<td>2028.00</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>361.00</td>
<td>362.00</td>
<td>360.00</td>
<td>354.00</td>
<td>361.00</td>
<td>361.00</td>
</tr>
</tbody>
</table>
The second stage of the quality assessment includes the examination of the vertical accuracy of each DEM. This is accomplished by comparing the elevation values of the DEM with the corresponding elevation values of 150 ground control points, which are considered to be more accurate. The descriptive statistics of the error (Δh) are presented in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>−3.21</td>
<td>−5.59</td>
<td>−25.72</td>
<td>−45.92</td>
<td>−26.82</td>
<td>−38.14</td>
</tr>
<tr>
<td>MAX</td>
<td>2.38</td>
<td>1.59</td>
<td>0.45</td>
<td>5.15</td>
<td>−0.17</td>
<td>−2.04</td>
</tr>
<tr>
<td>MEAN</td>
<td>0.02</td>
<td>−1.15</td>
<td>−7.77</td>
<td>−15.62</td>
<td>−10.63</td>
<td>−18.28</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>0.03</td>
<td>−0.90</td>
<td>−6.84</td>
<td>−13.70</td>
<td>−10.04</td>
<td>−18.05</td>
</tr>
<tr>
<td>STD DEV.</td>
<td>0.54</td>
<td>1.39</td>
<td>4.47</td>
<td>9.51</td>
<td>4.84</td>
<td>8.18</td>
</tr>
<tr>
<td>SAMPLE VARIANCE</td>
<td>0.30</td>
<td>1.94</td>
<td>19.96</td>
<td>90.49</td>
<td>23.39</td>
<td>66.91</td>
</tr>
<tr>
<td>KURTOSIS (Excess)</td>
<td>13.59</td>
<td>1.09</td>
<td>2.41</td>
<td>0.78</td>
<td>0.14</td>
<td>−0.31</td>
</tr>
<tr>
<td>SKEWNESS</td>
<td>−1.38</td>
<td>−0.92</td>
<td>−1.35</td>
<td>−0.85</td>
<td>−0.46</td>
<td>−0.31</td>
</tr>
<tr>
<td>RANGE</td>
<td>5.59</td>
<td>7.18</td>
<td>26.17</td>
<td>51.07</td>
<td>26.65</td>
<td>36.10</td>
</tr>
</tbody>
</table>

The mean error (Δh) values do not follow the similarity pattern of the elevation values. The interpretation of the histogram errors (Appendix A: Figure A1) concurrently with the examination of the descriptive statistics shows that DEM5 and the corrected DEM5_IDW are substantially better than the other DEM with mean values of 0.2 and −1.15 and a standard deviation of 0.54 and 1.39. Following that, ALOS30 and SRTM30 appear to have a similar mean (−7.77 and −10.63) and standard deviation values (4.47 and 4.84). Subsequently, ASTER30 and SRTM90 have resembling mean (−15.62 and −18.28) and standard deviation (9.51 and 8.18) values and seem to be the most inadequate out of the six examined DEM.

Except for the basic statistics that were reported above, more adequate measurements were performed with the calculation of the MAE, MSE, RMSE, and sMAPE (see Table 2). Skewness and kurtosis (excess) were also calculated as part of the descriptive statistics showing the non-normality of the errors (see Appendix A: Figure A1), which led to the decision to calculate the two more robust statistical indexes, the MAD and NMAD (see Table 5), for the vertical accuracy evaluation of the DEM elevation values.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE (m)</td>
<td>0.21</td>
<td>1.34</td>
<td>7.77</td>
<td>15.71</td>
<td>10.63</td>
<td>18.28</td>
</tr>
<tr>
<td>MSE (m)</td>
<td>0.29</td>
<td>3.25</td>
<td>80.18</td>
<td>333.78</td>
<td>136.23</td>
<td>400.61</td>
</tr>
<tr>
<td>RMSE (m)</td>
<td>0.54</td>
<td>1.80</td>
<td>8.95</td>
<td>18.27</td>
<td>11.67</td>
<td>20.02</td>
</tr>
<tr>
<td>sMAPE (%)</td>
<td>0.07</td>
<td>0.44</td>
<td>2.00</td>
<td>4.57</td>
<td>2.93</td>
<td>4.97</td>
</tr>
<tr>
<td>MAD (m)</td>
<td>0.63</td>
<td>0.83</td>
<td>2.28</td>
<td>6.01</td>
<td>3.25</td>
<td>5.32</td>
</tr>
<tr>
<td>NMAD (m)</td>
<td>0.93</td>
<td>1.23</td>
<td>3.38</td>
<td>8.91</td>
<td>4.82</td>
<td>7.89</td>
</tr>
</tbody>
</table>

Regarding the calculated accuracy metrics MAE, MSE, RMSE and sMAPE, the DEM5 and the corrected DEM5_IDW have the lowest values. Following, ALOS30 and SRTM30 have similar values but are quite higher compared to DEM5 and DEM5_IDW. Likewise, ASTER30 and SRTM90 have resembling values and are the highest of all the examined DEM (sequence from lowest to highest: DEM5_IDW, DEM5, ALOS30, SRTM30, ASTER30, SRTM90). The same observations seem to appear for the robust metrics, with the exception that ASTER30 has the highest MAD and NMAD values (sequence from lowest to highest: DEM5_IDW, DEM5, ALOS30, SRTM30, ASTER30, SRTM90). According to all the above statistical measures, DEM5 and DEM5_IDW appear to be the most accurate, with ALOS30 and SRTM30 following, and lastly, ASTER 30, and SRTM90 seem to have the highest divergence from the reference elevation data of the ground control points. Additionally,
histograms of the statistical indexes mentioned above were made according to the height intervals <500 m, 500–1000 m and >1000 m for each DEM, showing that the errors are increased in high elevations that exceed 1000 m for all DEM (see Appendix A: Figure A2).

4.2. Slope Values Comparison

The comparison of DEM with different cell sizes may provide some important information regarding the accuracy of these elevation data, but that is not the case for DEM derivative files such as slope [32]. A comparison of different DEM files might show quite similar elevation values, but the corresponding slope values will vary a lot more. Slopes could be produced from DEM using different algorithms that affect the final result too [104–109]. In this study, the slope angle for each grid cell is calculated using a specific numerical method known as the Deterministic-8 or D-8 method in ArcGIS 10.8. A moving $3 \times 3$ window is used to examine the DEM matrix, and the four grid cells nearest to the centre cell are twice as weighted as the four grid cells diagonally across the centre cell [110].

Unlike the previous comparisons of DEM elevation data, the slope value comparison from the 6 DEM shows high divergence. The descriptive statistics (min, max, mean, standard deviation, range (min-max)) for the calculated slopes of each DEM are presented in Table 6.

Table 6. The descriptive statistics of the slope values (°) for all DEM.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Max</td>
<td>86.62</td>
<td>86.61</td>
<td>66.97</td>
<td>68.01</td>
<td>68.96</td>
<td>62.43</td>
</tr>
<tr>
<td>Mean</td>
<td>19.00</td>
<td>19.05</td>
<td>15.77</td>
<td>13.46</td>
<td>12.50</td>
<td>12.34</td>
</tr>
<tr>
<td>Std dev.</td>
<td>12.98</td>
<td>13.05</td>
<td>11.26</td>
<td>9.51</td>
<td>9.42</td>
<td>10.01</td>
</tr>
<tr>
<td>Range</td>
<td>86.62</td>
<td>86.61</td>
<td>66.97</td>
<td>68.01</td>
<td>68.96</td>
<td>62.43</td>
</tr>
<tr>
<td>Median</td>
<td>17.01</td>
<td>17.05</td>
<td>13.21</td>
<td>11.19</td>
<td>10.12</td>
<td>9.08</td>
</tr>
</tbody>
</table>

The minimum slope value is zero for all the DEM data. The maximum slope value is noted in the Hellenic Cadastre DEM (DEM5) and the corrected DEM5_IDW and is equal to 86° approximately. The maximum slope values for the other DEM decrease with the increase of cell size, meaning that the higher the DEM resolution, the higher the maximum calculated slope value, which is supported by the fact that the slope was calculated with the D-8 method, meaning that it is based on 8 neighbour cells, making the slope sensitive to any resolution alterations [111]. This is also evident in the slope values of standard deviation, mean, and median, but from comparing the mean and median for all DEM it appears that they do not vary so much, ranging from 12.34 to 19.05 and 9.08 to 17.05, respectively. Another important factor is the type of DEM from which the slope was calculated. The DEM5 and the corrected DEM5_IDW are DTMs in contrast to the other used DEM which are DSMs. According to Polidori and Simonetto who compared one DTM and one DSM in the Amazonian landscape, it was shown that calculating slope from DSM rather than DTM resulted in an error of 5° for 30 m and 2° for 90 m spatial resolution DSMs [112].

As mentioned before, the Pearson correlation coefficients for the elevation values in the DEM are very high and do not fall below 0.99. On the contrary, Pearson correlation coefficients for the slope values of each DEM appear to be significantly lower (Appendix A: Figure A3b). Slopes calculated from the DEM5 and the DEM5_IDW have the highest Pearson correlation value equal to 0.98727, while the lowest value belongs to the pair DEM5_IDW-SRTM90 and is equal to 0.66051.

4.3. LS Factors Comparison

Two different approaches were used to examine the impact of the LS factor in soil loss results obtained by the RUSLE model. The first one is based on the equation that was suggested by Mitasova et al. (MIT method) [46,47] and the second one utilizes the equation from CALSITE model (CAL method) [48,49] (Figure 8).
Mean 19.00 19.05 15.77 13.46 12.50 12.34 
Std dev. 12.98 13.05 11.26 9.51 9.42 10.01 
Range 86.62 86.61 66.97 68.01 68.96 62.43 
Median 17.01 17.05 13.21 11.19 10.12 9.08 

The minimum slope value is zero for all the DEM data. The maximum slope value is noted in the Hellenic Cadastre DEM (DEM5) and the corrected DEM5_IDW and is equal to 86° approximately. The maximum slope values for the other DEM decrease with the increase of cell size, meaning that the higher the DEM resolution, the higher the maximum calculated slope value, which is supported by the fact that the slope was calculated with the D-8 method, meaning that it is based on 8 neighbour cells, making the slope sensitive to any resolution alterations [111]. This is also evident in the slope values of standard deviation, mean, and median, but from comparing the mean and median for all DEM it appears that they do not vary so much, ranging from 12.34 to 19.05 and 9.08 to 17.05, respectively. Another important factor is the type of DEM from which the slope was calculated. The DEM5 and the corrected DEM5_IDW are DTMs in contrast to the other used DEM which are DSMs. According to Polidori and Simonetto who compared one DTM and one DSM in the Amazonian landscape, it was shown that calculating slope from DSM rather than DTM resulted in an error of 5° for 30 m and 2° for 90 m spatial resolution DSMs [112].

As mentioned before, the Pearson correlation coefficients for the elevation values in the DEM are very high and do not fall below 0.99. On the contrary, Pearson correlation coefficients for the slope values of each DEM appear to be significantly lower (Appendix A: Figure A3b). Slopes calculated from the DEM5 and the DEM5_IDW have the highest Pearson correlation value equal to 0.98727, while the lowest value belongs to the pair DEM5_IDW-SRTM90 and is equal to 0.66051.

### 4.3. LS Factors Comparison

Two different approaches were used to examine the impact of the LS factor in soil loss results obtained by the RUSLE model. The first one is based on the equation that was suggested by Mitasova et al. (MIT method) [46,47] and the second one utilizes the equation from CALSITE model (CAL method) [48,49] (Figure 8).

![Figure 8. Methodology of LS factor calculations using two different approaches and comparison of their obtained values.](image)

The greatest difference between these two methods is related to the L factor calculation. The first method uses the upslope area (A) and the second one the slope length (λ) posing an upper threshold value equal to 305 m which is implemented in λ equation to define an upper flow accumulation threshold value for each DEM. The other significant difference concerns the S factor and relies on the fact that the CALSITE method uses the equations of McCool et al. [100] which consider the percentage of slope steepness, setting a threshold of 9% (or 5.14 degrees). Subsequently, twelve maps of LS factors were generated using the two methods for each of the six DEM. The results are presented in Appendix B where Figure A4 shows the LS factor for DEM5, DEM5_IDW and ALOS30 while Figure A5 shows the LS factor for ASTER30, SRTM30 and SRTM90.

The descriptive statistics were calculated for the LS factors for each approach and DEM. LS factor values calculated using the MIT method show significantly high maximum values reaching 7980.78 for DEM5_IDW and 7975.30 for DEM5 while the lowest maximum value equal to 927.58 is presented by SRTM90 (Table 7).

**Table 7. The descriptive statistics of LS (MIT method) for all DEM.**

<table>
<thead>
<tr>
<th>DEM</th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Max</td>
<td>7980.78</td>
<td>7975.30</td>
<td>2998.13</td>
<td>2025.57</td>
<td>1547.37</td>
<td>927.58</td>
</tr>
<tr>
<td>Mean</td>
<td>10.68</td>
<td>10.68</td>
<td>11.41</td>
<td>10.12</td>
<td>8.77</td>
<td>10.97</td>
</tr>
<tr>
<td>Std dev.</td>
<td>29.95</td>
<td>30.03</td>
<td>28.05</td>
<td>29.37</td>
<td>21.01</td>
<td>22.74</td>
</tr>
<tr>
<td>Range</td>
<td>7980.78</td>
<td>7975.30</td>
<td>2998.13</td>
<td>2025.57</td>
<td>1547.37</td>
<td>927.58</td>
</tr>
</tbody>
</table>

In this case, it is evident that the higher the resolution of the DEM data, the higher the maximum LS values. This observation, though, does not apply to mean values. The lowest mean value falls below 10 and is calculated in SRTM30 equal to 8.77 and the highest is calculated in ALOS30 equal to 11.41 followed by SRTM90 with 10.97, DEM5_IDW and DEM5 with 10.68 and lastly, ASTER30 with 10.12.

LS factor values calculated using the CAL method (CALSITE model) show significantly lower maximum values compared to the corresponding ones from the MIT method (Table 8).
Table 8. The descriptive statistics of the LS values (CAL method) for all DEM.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Max</td>
<td>42.87</td>
<td>42.87</td>
<td>35.84</td>
<td>33.71</td>
<td>33.79</td>
<td>36.00</td>
</tr>
<tr>
<td>Mean</td>
<td>3.24</td>
<td>3.24</td>
<td>4.62</td>
<td>3.92</td>
<td>3.64</td>
<td>5.08</td>
</tr>
<tr>
<td>Std dev.</td>
<td>2.68</td>
<td>2.68</td>
<td>3.88</td>
<td>3.36</td>
<td>3.29</td>
<td>4.71</td>
</tr>
<tr>
<td>Range</td>
<td>42.86</td>
<td>42.86</td>
<td>35.81</td>
<td>33.69</td>
<td>33.76</td>
<td>35.96</td>
</tr>
</tbody>
</table>

Specifically, the highest maximum value was calculated in DEM5 and DEM5_IDW equal to 42.87 and the lowest in ASTER30 equivalent to 33.71 m. The statement that the higher the resolution of the DEM data, the higher the maximum LS values, is partially correct for this method as a decrease in maximum values with the decrease of DEM resolution is observed, excluding the SRTM90 value, which is surprisingly higher than expected. In the case of mean values, DEM5 and DEM5_IDW with 3.24 present the lowest mean value, while SRTM90 has the highest mean value equal to 5.08.

The following figure shows the difference between the calculated mean values of LS factors using both of the examined approaches (Figure 9). It is noticeable that mean LS values from the MIT method are much higher compared to the CAL method for all the DEM data. The lowest mean LS for the CAL method is calculated from the DEM data with the lowest pixel size, which is 5 m (DEM5 & DEM5_IDW) while the highest mean value is calculated from the DEM with the highest pixel size equal to 90 m (SRTM90). This is not evident in the MIT method as the lowest mean LS value, in this case, was calculated from the SRTM30 and the highest from ALOS30.

Figure 9. Mean LS values for each DEM using MIT and CAL methods.

Apart from the descriptive statistics of the LS factor, the Pearson correlation coefficient was also estimated for the MIT method and each DEM (Appendix A: Figure A3c). The examination of this coefficient shows a significant divergence of LS values for all the DEM pairs except for DEM5 and the corrected DEM5_IDW which have the highest Pearson correlation coefficient value equal to 0.98284, approximately. For the other pairs, the correlation values fall under 0.40.

Pearson correlation coefficient values for LS factor calculated with the second method (CAL) are presented in Appendix A: Figure A3d. The similarity of LS values with the first method was considerably low. On the contrary, Pearson correlation values for LS values of the CALSITE model are notably higher, showing greater similarity. The highest value is calculated between the DEM5 and the corrected DEM5_IDW and is equal to 0.99864. The lowest value was calculated between ASTER30-DEM5_IDW equal to 0.61338. Notably,
the lowest Pearson correlation coefficient value of this method is greatly higher than the corresponding one of the first method which is equal to 0.15257.

In order to examine the effect of slope in the LS factor, the same statistics were calculated for two cases, the first one for slope values below 20° and the second one for slope values above 20°. The threshold of 20° was chosen considering that slope values above that are considered significantly high and the fact that the highest mean slope value (from DEM5 and DEM5_IDW) was calculated to be almost 20° (19.05°).

The LS factor calculated for areas with slope values below 20° shows significantly lower mean and maximum values compared to slopes higher than 20°. This is evident from the LS factor estimated with both the examined methods. For the MIT method, the max values tend to decrease with the increase of the pixel size of the DEM. The opposite from that is occurring for the mean values which tend to increase when the DEM resolution gets lower (Figure 10).

Figure 10. Maximum and mean values of LS factor for slopes below and above 20° (MIT method).

The LS values from the CAL method display different behaviour with the DEM resolution changes for slopes below 20°. The maximum values are almost identical while the mean values tend to increase with the increase of pixel size. For slopes above 20°, the maximum values decrease while the mean values increase with lower resolution (Figure 11).

Figure 11. Maximum and mean values of LS factor for slopes below and above 20° (CAL method).

4.4. Annual Soil Loss Comparison

Annual soil loss of the research area was estimated by acquiring the Revised Universal Soil Loss Equation and multiplying the Rainfall-Runoff Erosivity Factor (R), Soil Erodibility Factor (K), Slope Length and Steepness Factor (LS), Cover Management Factor (C) and Support Practice Factor (P). A similar estimation for this particular area, except for the LS factor, has been presented by Depountis et al. [24]. The topographic factor LS was calculated twice based on two different approaches; hence, soil erosion rates were estimated twice for each one of the examined DEM. Subsequently, twelve maps of soil erosion were produced using the RUSLE model with the LS factors estimated with the MIT and CAL methods for each of the six DEM. The results are presented in Appendix B where Figure A7 presents
soil erosion for DEM5, DEM5_IDW and ALOS30 while Figure A6 presents soil erosion for ASTER30, SRTM30 and SRTM90.

Figure 10. Maximum and mean values of LS factor for slopes below and above 20° (MIT method).

The LS values from the CAL method display different behaviour with the DEM resolution changes for slopes below 20°. The maximum values are almost identical while the mean values tend to increase with the increase of pixel size. For slopes above 20°, the maximum values decrease while the mean values increase with lower resolution (Figure 11).

Figure 11. Maximum and mean values of LS factor for slopes below and above 20° (CAL method).

The obtained results of this procedure are presented in tables showing the descriptive statistics min, max, mean, standard deviation, and range (min–max) of the estimated soil erosion rates (SE) for every DEM and LS. Regarding the soil loss estimated with the LS factor derived from the equation of Mitasova et al. [46,47], extremely high maximum values are observed, reaching the value of 261,063.14 ton/ha/year in DEM5_IDW. The lowest maximum value is presented in SRTM90 and is equal to 19,865.85 ton/ha/year. The corresponding mean values are almost reaching 100 ton/ha/year with the highest presented by ALOS30 and SRTM90 equal to 98.62 and 98.43 ton/ha/year respectively. The lowest mean value belongs to SRTM30 with 75.47 ton/ha/year (Table 9).

Table 9. The descriptive statistics of the annual soil loss (SE) (LS: MIT method) for each DEM.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Max</td>
<td>261,063.14</td>
<td>260,883.75</td>
<td>62,057.83</td>
<td>58,401.73</td>
<td>54,724.34</td>
<td>19,865.85</td>
</tr>
<tr>
<td>Mean</td>
<td>90.93</td>
<td>90.94</td>
<td>98.62</td>
<td>96.44</td>
<td>75.47</td>
<td>98.43</td>
</tr>
<tr>
<td>Std dev.</td>
<td>533.84</td>
<td>537.05</td>
<td>486.21</td>
<td>529.19</td>
<td>398.22</td>
<td>400.01</td>
</tr>
<tr>
<td>Range</td>
<td>261,063.14</td>
<td>260,883.75</td>
<td>62,057.83</td>
<td>58,401.73</td>
<td>54,724.34</td>
<td>19,865.85</td>
</tr>
</tbody>
</table>

Again, the Pearson correlation coefficient was estimated for each DEM (Appendix A: Figure A3e). The examination of this coefficient shows a substantial divergence of SE values for all the DEM pairs except for DEM5 and the corrected DEM5_IDW which have the highest Pearson correlation coefficient value equal to 0.98225 followed by the pair SRTM30-ALOS30 with 0.37296. The lowest value was calculated between ASTER30-DEM5_IDW and ASTER30-DEM5 equal to 0.08961 and 0.08917.

Regarding the soil erosion (SE) estimated with the LS factor derived from the equation of the CALSITE model, the highest calculated maximum value is 1637.18 ton/ha/year and
belongs to DEM5 and DEM5_IDW. The lowest maximum value is calculated in SRTM90 and is equal to 1040.39 ton/ha/year. The corresponding mean values do not exceed 50 ton/ha/year with the highest presented by SRTM90 and ALOS30 equal to 42.51 and 40.27 ton/ha/year. The lowest mean value belongs to both DEM5 and DEM5_IDW and is equivalent to 28.78 ton/ha/year (Table 10).

Table 10. The descriptive statistics of the annual soil loss (SE) (LS: CAL method) for each DEM.

<table>
<thead>
<tr>
<th></th>
<th>DEM5_IDW</th>
<th>DEM5</th>
<th>ALOS30</th>
<th>ASTER30</th>
<th>SRTM30</th>
<th>SRTM90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Max</td>
<td>1637.18</td>
<td>1637.18</td>
<td>1221.53</td>
<td>1198.08</td>
<td>1106.80</td>
<td>1040.39</td>
</tr>
<tr>
<td>Mean</td>
<td>28.78</td>
<td>28.78</td>
<td>40.27</td>
<td>35.21</td>
<td>30.92</td>
<td>42.51</td>
</tr>
<tr>
<td>Std dev.</td>
<td>42.95</td>
<td>42.96</td>
<td>57.52</td>
<td>49.79</td>
<td>45.81</td>
<td>63.25</td>
</tr>
<tr>
<td>Range</td>
<td>1637.18</td>
<td>1637.18</td>
<td>1221.53</td>
<td>1198.08</td>
<td>1106.80</td>
<td>1040.39</td>
</tr>
</tbody>
</table>

As for the Pearson correlation coefficient of soil erosion (SE) calculated with the second LS factor method for each DEM, it is highly noticeable that there is less divergence compared to the corresponding results of the first method. Specifically, the highest value belongs to the DEM5-DEM5_IDW pair, equal to 0.99914, followed by the pair SRTM30-ALOS30 with 0.86739. The lowest value was calculated between SRTM90-DEM5_IDW and SRTM90-DEM5, which were equal to 0.57054 and 0.57061 (Appendix A: Figure A3f). As a result, the mean SE annual rates calculated for each DEM using the CAL method are considerably lower than the relevant SE values calculated using the MIT method (Figure 12).

![Figure 12](image-url) Mean annual soil erosion (SE) calculated for each DEM using the LS factors from the MIT and CAL methods.

The descriptive statistics of soil erosion (SE) were also calculated for slopes below and above 20°. The SE values calculated in areas with slopes below 20° show considerably lower mean and maximum values compared to the values calculated for slopes above 20° for both the MIT and CAL method scenarios. Particularly for the MIT method and for both cases (above and below 20°), the maximum values present a decreasing tendency as the DEM resolution is getting lower. Conversely, the opposite tendency is occurring for the mean values as they increase when the DEM resolution gets lower (Figure 13).

Regarding the CAL method, the mean and max values for slopes above 20° are significantly higher than the calculated ones for slopes below 20 degrees. For both cases (above and below 20°), the maximum values tend to decrease while the mean values increase as the DEM resolution is getting lower, following the same pattern as the values from the MIT method. (Figure 14).
Figure 13. Maximum and mean values of SE for slopes below and above 20° (MIT method).

Figure 14. Maximum and mean values of SE for slopes below and above 20° (CAL method).

5. Discussion

The evaluation of role of topography in soil erosion modelling was assessed by examining the impact of elevation data from various sources on the slope length and slope steepness factor (LS) estimation. Specifically, 6 Digital Elevation Models (DEM) were acquired from 4 different sources and then compared with ground control points (GCP) to analyze their relative vertical accuracy and evaluate them in terms of their suitability for soil erosion model production. The DEM had various resolutions and were used to calculate the LS factor with two different equations. The RUSLE model was then used to estimate the annual soil erosion rates for each one of the examined approaches and DEM.
Regarding the soil loss estimation with the RUSLE model, it is noted that all the parameters (R, K, C, and P) remained constant, except for the LS factor, which was calculated by applying two different equations, meaning that any variations in estimated soil loss values for each DEM are caused by the LS factor.

The quality of the final computations of the LS factor, and subsequently the annual soil erosion rates, directly depends on the accuracy of the input data and the calculation techniques utilized for each factor of the RUSLE model. In particular, the LS factor is very important because of the variety of equations used in literature for its estimation and the fact that it requires the application of DEM data. The accuracy of the DEM-generated topographical characteristics, such as elevation, slope, and slope length, is determined by the DEM source and resolution, which has a significant impact on the soil erosion modelling results as the DEM are used to describe the topography of each region of interest.

According to Polidori and Hage, there are a few quality criteria to examine the adequacy of a DEM for a specific use, which could be divided into two sectors, elevation and shape/topologic quality [32]. The first type refers to the absolute or relative accuracy of a DEM, and the second one corresponds to the deliverables of a DEM which describe the relief, such as slope and aspect. DEM quality assessment refers to both vertical and horizontal accuracy, even though in many case studies only the vertical component is analyzed with the calculation of statistical indices.

In this research, 6 DEM (2 DTM and 4 DSM) from different sources and with various resolutions, were acquired to evaluate their suitability for soil erosion modelling. The first section of this study contains the evaluation of the relative vertical accuracy of the examined DEM by comparing them to GCP. Initially, the error ($\Delta h$) was calculated by subtracting the altimetric value of each checkpoint from the corresponding value of each DEM. The basic statistics of the error, as well as more sufficient indices like MAE, MSE, RMSE, and sMAPE, were calculated too. These metrics showed that the DTM derived from the Hellenic Cadastre (DEM5) and the corrected one (DEM5_IDW) are performing better than the other DEM with RMSE values of 1.80 m and 0.54, respectively. Following this, ALOS30 and SRTM30 appear to have less satisfactory RMSE values equal to 8.95 m and 11.67 m, respectively, while ASTER30 (RMSE: 18.27 m) and SRTM90 (RMSE: 20.02 m) are underperforming with RMSE values of approximately 20 m. The calculated RMSE value of ALOS30 for the pilot area is also supported by the studies of Nikolakopoulos [33] and Stamatiou et al. [65] which reported RMSE values for the Greek territory equal to 8.58 m and 8.75 m, respectively. The RMSE value of ASTER30 was quite higher, almost double, the corresponding value that was estimated by other studies for the Greek territory, which reported an RMSE value equal to 10 m [68,69]. That is also the case for SRTM30, as reported RMSE values from other studies equal to 6.1 m [69] and 6.8 m [69] are almost half of the calculated one for the pilot area. The thorough eminence of the DEM5 and DEM5_IDW is also endorsed by the estimation of two more robust metrics, the MAD and NMAD. These metrics follow almost the same sequence from lowest to highest value as RMSE, with the exception that ASTER30 appears to have the highest MAD and NMAD values, followed by SRTM90. The underperformance of ASTER30 may be linked to the fact that the study area is mainly occupied by agriculture, which occurs in areas with relatively flat terrain where ASTER DEM shows lower vertical accuracy [68,73].

The comparison of DEM with different cell sizes provides essential information regarding the accuracy of their elevation data, while the comparison of the DEM derivative files such as slope is a more complicated process. The similarity of the statistics of the DEM elevation values is quite high even though they have different resolutions and sources, but in the case of a slope, the effect of the resolution is more evident. According to the work of Carrera-Hernandez, who examined the vertical accuracy of 8 DSMs from different sources in Mexico, it was shown that slope is the major factor that influences the error of DSMs among vegetation and aspect [78]. Zhou et al. analyzed the errors of slope and aspect with the used algorithms and the DEM properties and pointed out that even though DEM with high resolution have more details, the data error tends to increase, in contrast to the low-resolution DEM in which the data error has less influence while the error associated
with algorithms increases, meaning that high-resolution DEM does not guarantee high accuracy for its deliverables [108]. The comparison of slopes for the evaluated DEM in the research area showed considerable variations. The DEM resolution has a major impact on the calculation of slope. The frequency of steeper slopes tends to increase in DEM with high resolution, as the DEM5 and DEM5_IDW with a 5 m resolution have the highest maximum and mean values, compared to the SRTM90 with a 90 m resolution, which shows the lowest maximum and mean values of all DEM.

DEM resolution and DEM source are very important parameters that influence the accuracy of soil erosion models [42,43]. Most of the time, the DEM have been used in soil erosion modelling studies without considering the examination of their adequacy regarding the accuracy and the quality of the source data which plays a significant role in the outcomes [30,45]. It is also important to consider the fact that both DTM and DSM data have been used in soil erosion modelling. By definition, a DTM refers to the bare ground surface, and it is considered to be the correct type of DEM for applications such as soil erosion simulations. The implementation of DSM data in soil erosion modelling is mainly due to the wide availability of freely acquired DSMs like those that were used in the current research. The fact that DSMs include the elevation of the canopy and man-made constructions can produce substantial errors in the calculations of the LS factor and, subsequently, soil erosion.

The effect of DEM in soil erosion modelling was examined by many researchers using the LISEM model (Limburg Soil Erosion Model) and DEM with different pixel sizes and concluded that large pixel sizes tend to cause a reduction in the estimations of soil loss, which is influenced primarily by the reduction of the DEM derived slope caused by the usage of DEM with large pixel size [42,113,114]. In the study of Chidi et al., the RUSLE model was applied using DEM with varying resolutions from 5 cm to 10 m in the Middle Hill area in Nepal [115]. This research pointed out that by increasing the pixel size in DEM, the expected slope gradient will decrease, influencing the LS factor and the estimated soil loss, which also decreases with the increase of DEM pixel size [115]. The current statement that LS factor values decrease with coarser DEM is following the studies of [36,37,39,115] and is in contrast to the study of Shan et al. [38].

The high LS values of the MIT method are related to the fact that this LS equation is an integral part of the USPED model (Unit Stream Power—based Erosion Deposition), and therefore should be interpreted in the context of this model. It should also be considered that the USPED model [47] allows the estimation not only of the net erosion but also determines the deposition in a basin, unlike the RUSLE model [116]. According to Karásek et al., the LS factor calculated with this method is characterized by a line structure of pixel cells in which the LS factor values are increasing accordingly to the direction of overland flow downstream of the slope [117]. This leads to a sharp transition between the high and low LS values, which are associated with the use of the flow accumulation in this equation and result in quite high mean LS values. An important difference between these approaches is that the MIT method uses the upstream contribution area or the specific catchment area (A) whereas the CAL method uses the slope length (λ) for the calculation of the slope length or L factor. More specifically, in the case of the CAL method, a threshold of 305 m was considered in the slope length calculations. Regarding the slope steepness, or S factor, a threshold slope value of 9% was taken into consideration. It is also noted that the calculated mean LS factors from the MIT and the CAL method were compared with the estimated mean LS value that was calculated by the European Soil Data Centre (ESDAC), which developed a pan-European high-resolution soil erosion assessment. This comparison was conducted in the circumstance that there are no field measurements available for the evaluation of the LS factor. This LS factor assessment showed that the LS values calculated from the CAL method, with a range of 3.24 (from DEM5_IDW) to 5.08 (from SRT90), were very close to the corresponding value from ESDAC, which is equal to 3.31, while the corresponding values from the MIT method are significantly higher, ranging from 8.77 (from SRTM30) to 11.41 (from ALOS30). This indicates that the CAL method performs better in the pilot area.
6. Conclusions

The objective of this research is to examine the connection between DEM and the LS factor, which is one of the most significant parameters of the RUSLE model, to estimate soil erosion annual rates. Due to the dense morphology of the research area and its susceptibility to soil erosion, the examination of the quality of DEM has proved to be an important issue.

Regarding the DEM analysis, which was performed in this study, the elevation data showed a satisfactory similarity based on the high values of the calculated Pearson correlation index. Based on the statistical assessment, the DEM5 and the corrected DEM5_IDW were found to be better compared with the other DEM, followed by ALOS30, SRTM30, ASTER30, and SRTM90, and the calculated error increased with the increase of the elevation (>1000 m) for all DEM. The comparison of the slopes from each of the 6 examined DEM showed a greater discrepancy, mainly because of the different DEM cell sizes and their types, as both DTMs and DSMs were acquired for this research.

The computation of the LS factor was performed with the application of two different methods. The first method proposed by Mitasova et al. [46,47] showed much higher LS values than the second one proposed by the CALSITE method. Increasing the DEM grid size, the calculated LS mean values were increased in the case of the CAL method, but for the MIT method, the results did not follow a specific sequence. Regarding max LS values, the DEM with the 5 m resolution showed the highest value in both cases. The lowest value was calculated from the SRTM90 with the MIT method, in contrast to the CAL method, as the SRTM90 had the second highest value. The evaluation of the correlation using the Pearson coefficient showed that the LS values calculated with the CAL method for each DEM have a higher similarity with each other than the LS values for each DEM from the MIT method, which showed a great divergence. Both of the LS factor computation methods presented significantly higher values for slopes that exceed 20° for all the examined DEM.

As for soil loss, the mean SE annual rates calculated for each DEM using the CAL method are significantly lower than the relevant SE values calculated using the MIT method, following the same pattern as the calculated LS factor. The Pearson correlation index showed greater similarity in SE values calculated with the LS factor from the CAL method compared to the MIT method, and in both cases, SE values estimated for slopes above 20° were substantially increased.

The different results derived from various studies regarding the LS factor are related to the different approaches in each applied methodology, the special characteristics related to the landscape for the area of interest, the different sources of examined DEM, and the different LS factor equations. The comparison of the LS values calculated with the two examined approaches and with the use of different DEM data with various resolutions and from diverse sources does not change consistently with the increase of DEM grid size and accuracy. This is also supported by the study of Fijałkowska, which stated that the relationship between DEM resolution and LS factor is indeed complex because the LS factor from one DEM can produce high values for the same area where the LS factor from another DEM calculates low values [45].

The use of adequate data is essential for soil erosion modelling. In particular, the accuracy of topographic data like DEM plays a vital role in the identification of soil erosion high-risk areas. The precise detection of soil erosion-prone areas is very important for protection measurement planning. The sustainability of the examined areas defines the types of applications that need to be fulfilled. Nature-based solutions are considered to be proper, mainly for areas occupied by a high percentage of agricultural land, as their benefits are long-term and cost-efficient [118].

In conclusion, this research highlighted the importance of evaluating the primary topographic data and the different approaches to LS factor calculation before continuing with the assessment of soil erosion modelling, especially in areas with diverse landscape. It seems that the use of an LS equation that imports thresholds in its formula, such as the CALSITE method, helps to avoid overestimation in soil loss calculations. The next step requires field measurements to evaluate and validate the different data and methods used regarding the LS factor and to define which method is the most appropriate for the
corresponding area of interest. Towards this aspect, different methodologies and models like WATEM/SEDEM and the InVEST SDR model could be acquired.
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**Appendix A**

![Histograms of the error (\(\Delta h\)) for all the DEM data (DEM5, DEM5_IDW, ALOS30, ASTER30, SRTM30 and SRTM90) showing the non-normality of the error distribution.](image-url)

**Figure A1.** Histograms of the error (\(\Delta h\)) for all the DEM data (DEM5, DEM5_IDW, ALOS30, ASTER30, SRTM30 and SRTM90) showing the non-normality of the error distribution.
Figure A2. Histograms of the statistical coefficients of the height intervals <500, 500–1000, >1000 for each DEM (a) MAE, (b) MSE, (c) RMSE, (d) sMAPE, (e) MAD, (f) NMAD.
Figure A3. Pearson correlation charts of (a) DEM, (b) Slopes, (c) LS from MIT method, (d) LS from CAL method, (e) SE from MIT method and (f) SE from CAL method.
Appendix B

Figure A4. Maps of LS factor calculated with the MIT method applied on DEM5_IDW (a), DEM5 (c), and ALOS30 (e) as well as the CAL method based on DEM5_IDW (b), DEM5 (d), and ALOS30 (f).
Figure A5. Maps of LS factor calculated with the MIT method applied on ASTER30 (g), SRTM30 (i), and SRTM90 (k) as well as the CAL method based on ASTER30 (h), SRTM30 (j), and SRTM90 (l).
Figure A6. Maps of soil erosion annual rates (SE) calculated with the LS factor computed with the MIT method applied on DEM5_IDW (a), DEM5 (c), and ALOS30 (e) as well as the CAL method applied on DEM5_IDW (b), DEM5 (d), and ALOS30 (f).
Figure A7. Maps of soil erosion annual rates (SE) calculated with the LS factor computed with the MIT method applied on ASTER30 (g), SRTM30 (i), SRTM90 (k) as well as the CAL method applied on ASTER30 (h), SRTM30 (j), and SRTM90 (l).

Figure A7. Maps of soil erosion annual rates (SE) calculated with the LS factor computed with the MIT method applied on ASTER30 (g), SRTM30 (i), SRTM90 (k) as well as the CAL method applied on ASTER30 (h), SRTM30 (j), and SRTM90 (l).
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