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Abstract: The emergence of ChatGPT in the field of education has opened up new opportunities for language learning, but it has also brought about significant ethical considerations that must be carefully considered and addressed to ensure that this technology is used responsibly. With the field of artificial intelligence (AI) advancing at an unprecedented rate, it is imperative for educators and administrators to remain vigilant in monitoring the ethical implications of integrating ChatGPT into language education and beyond. This paper will explore several ethical dimensions concerning the use of ChatGPT, a sophisticated language model developed by OpenAI, in language education. It will discuss privacy, bias, reliability, accessibility, authenticity, and academic integrity as significant ethical implications to consider while integrating ChatGPT into the language classroom. By gaining an initial understanding of the ethical implications involved in utilizing ChatGPT in language education, students, teachers, and administrators will be able to make informed decisions about the appropriate use of the technology, ensuring that it is employed in an ethical and responsible manner.
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1. Introduction

The rise of artificial intelligence (AI) has introduced new possibilities for language learning, including the use of AI chatbots such as ChatGPT. ChatGPT, a variant of GPT-3 (Brown et al. 2020), is a large language model (LLM) developed by OpenAI (San Francisco, CA, USA) that has been trained on vast amounts of text data (Hughes 2023) and can generate human-like responses to text inputs. Simply put, ChatGPT is designed to mimic human communication in a conversational manner. With almost no computer skills, “users simply have to write their request in natural language in the ‘prompt’”; ChatGPT then responds by attempting to match the answer with the question (Pistilli 2022). Its simplicity makes ChatGPT an attractive tool for language learners seeking to improve their skills through interactive conversations with an AI-powered tutor.

Over the past few years, LLMs have made remarkable strides in the field of natural language processing (NLP). LLMs have been employed in a range of real-world contexts, such as utility companies (Government of Dubai 2023), language translation (Vilar et al. 2022), and search engines (Stokel-Walker and Van Noorden 2023), just to name a few. The release of ChatGPT to the public in November 2022 caused quite a stir. From teachers who enthusiastically embraced and incorporated this new technology into their lesson plans (Ortiz 2023), to academic institutions (Castillo 2023; Yang 2023) and even entire countries (Martindale 2023; McCallum 2023) that imposed restrictions on or outright banned the service, ChatGPT is widely recognized as, in the words of academic integrity expert Sarah Elaine Eaton, “the most creative, disruptive technology in a generation” (Nicoll 2023).

Studies have shown that LLMs such as ChatGPT have the capacity to be utilized for promoting social good in different real-world scenarios (Jin et al. 2021); however, whenever a new technological innovation emerges, ethical concerns inevitably come into play. Like
any technology that becomes a part of our daily lives, the development and use of ChatGPT give rise to important ethical questions (Ruane et al. 2019). This paper will explore several ethical dimensions surrounding the use of ChatGPT in language education, such as privacy, bias, accessibility, reliability, authenticity, and academic integrity. These are significant ethical implications to consider before integrating ChatGPT into the language classroom.

2. Ethical Considerations

2.1. Data Privacy and Security

One of the primary ethical concerns associated with using ChatGPT in language learning is privacy. As mentioned above, ChatGPT, like other AI models, requires an enormous amount of data to train and improve its language generation capabilities. These data may include information shared by users during their interactions with the model, which can raise concerns about data privacy and security. Learners may express personal thoughts, emotions, and experiences while using ChatGPT for language learning purposes, and there may be risks associated with the collection, storage, and usage of such sensitive data.

To explain further, the data collected by ChatGPT during language learning interactions may be used “for purposes other than education” (Kasneci et al. 2023, p. 6), including, but not limited to, improving the model’s performance and conducting research. The potential uses of learner data raise questions about consent, transparency, and control. Are learners fully informed about the data collection practices of ChatGPT? Do they have control over how their data are used and shared? Are there robust safeguards in place to protect learner privacy and prevent the misuse of their data? Recently, an Italian governmental agency charged with data protection implemented a country-wide ban on ChatGPT, accusing the service of engaging in the unauthorized data collection of users and neglecting to safeguard against minors accessing inappropriate content (McCallum 2023). OpenAI made the necessary modifications to comply with these Italian regulatory requirements, resulting in its service being restored (Robertson 2023). This example shows the importance of being vigilant and ensuring that the use of ChatGPT in language learning respects and protects learners’ (and other users’) privacy rights, especially in the context of K-12 education, where underage users are involved (Akgun and Greenhow 2021).

2.2. Bias and Lack of Diversity

Bias is another significant ethical concern associated with the use of ChatGPT. Biases have been found in the large datasets used to train LLMs. Consequently, using such datasets can result in biased language generation and the perpetuation of stereotypes, discrimination, and prejudice in language learning interactions. Furthermore, by perpetuating existing societal biases and unfairness, LLMs have the potential to detrimentally affect the teaching and learning processes, as well as their outcomes (Kasneci et al. 2023).

Language often reflects, whether directly or indirectly, human values that vary across culture, time, and place (Occhionero 2000; Hofstede 2001). When we communicate through written text, such as when we write on the internet, the resulting content typically reflects deeply rooted socio-cultural values, identities, and perspectives (Johnson et al. 2022). As a result, by utilizing internet text to train LLMs, which make probabilistic choices guided by these training datasets, we often witness this reflection in the resulting outputs (Zhuo et al. 2023). By analyzing these value-laden outputs, studies have demonstrated the ways in which LLMs show persistent biases against gender, race, and religion. Gender bias, for example, manifests itself when students in language learning courses use AI to translate between languages with different levels of gender specificity (Akgun and Greenhow 2021; Ullman 2022). Studies have also shown a persistent anti-Muslim bias in LLM outputs. By examining the occurrence of certain words alongside religious terms, researchers have found that words such as “violent”, “terrorism”, and “terrorist” were more commonly associated with Islam compared to other religions (Abid et al. 2021; Garrido-Muñoz et al. 2021). The danger of using biased datasets for training is twofold: at a macro level, the outputs generated by AI have the potential to perpetuate existing biases,
while on a micro level, they can exert influence by subtly and unconsciously shaping one’s opinions, which can then impact one’s behavior in the real world (Weidinger et al. 2021; Rayne 2023).

Biased language generation by ChatGPT can impact learners’ perceptions, attitudes, and understanding of different cultures, languages, and communities. It can reinforce dominant cultural norms, marginalize minority groups, or perpetuate linguistic inequalities. Johnson et al. (2022), who explored the constitution of the training data for GPT-3, found that 93% of the training data were in English (Brown et al. 2020) and that the “values” embedded in the data seemed to manifest an American socio-cultural worldview. This lack of diversity—understood not only as a representation of gender, ethnicity, or religion, but also as an actual language—in the training data contributes to the erosion of linguistic and cultural diversity, propagating a monoculture that is counter to “the pluralism of values in which we live in our diverse societies” (Pistilli 2022). Furthermore, the biases in ChatGPT’s language generation may not always be obvious to learners—wherein lies the ethical concern—as the model’s outputs are generated based on learned patterns and are not necessarily reflective of accurate, balanced, or unbiased information.

### 2.3. Accessibility and Reliability

In previous ethical discussions, it has been advocated that AI systems should play a role in promoting global justice and strive for equitable access among all individuals (European Commission 2018; Nguyen et al. 2022). As a result, language learning should be accessible to all learners, regardless of their socioeconomic background, abilities, or limitations. In reality, however, the use of ChatGPT in language learning raises concerns about accessibility. AI-powered language learning tools may require specific hardware, software, or internet connectivity, which may not be available or affordable to all learners, leading some students to gain an advantage over others. For example, the use of ChatGPT by a student to generate more sophisticated written assignments in their additional language can create an unfair advantage over their peers who lack access to the model. As a result, this discrepancy has the potential to introduce inequalities to the assessment process (Cotton et al. 2023).

Access to the internet is one factor to keep in mind. According to Petrosyan (2023), there were 5 billion active internet users, or two thirds of the global population, as of January 2023. Despite this digital population spread, internet access and availability are unevenly distributed. Specifically, the world average internet penetration rate is approximately 64.6%; this percentage jumps to 97.3% in Northern Europe, but in some African countries, the internet access rate drops to 23%. This inequitable internet access can create disparities and exclude certain learners from accessing ChatGPT and other AI-powered tools. This inequity also speaks to the biased nature of the training datasets mentioned above: if we were to “include the entire Internet in all languages, large sections of humanity would still not be represented in the resulting training dataset” (Johnson et al. 2022, p. 3).

Even when accessibility is not a concern, there is still the potential issue of reliability, as it pertains to ChatGPT and its capability “to provide precise and dependable information” (Zhuo et al. 2023). ChatGPT’s ability to generate text that resembles human language could pose a challenge for language learners in discerning between verified knowledge and unverified information. As a result, learners may unknowingly accept false, misleading, or outdated content as true without critically evaluating its validity (Kasneci et al. 2023). This difficulty in distinguishing between the two may result, once again, from the model being trained on outdated, inaccurate, or biased data.

### 2.4. Authenticity

Authenticity is an important aspect of language learning. It involves the use of real-life situations, contextually relevant content, and meaningful interactions with native or near-native speakers (Gilmore 2007). However, the use of ChatGPT in language learning raises questions about the authenticity of the learning experience. While ChatGPT can
generate language-based responses, it lacks the depth, richness, and authenticity of human interactions. AI-generated content may not capture the subtleties of cultural norms, gestures, or nuances of language use, for example, when asked to translate from one language to another (Ducar and Schocket 2018).

In addition, the use of ChatGPT may not be able to provide learners with the emotional, social, and cultural context that is integral to language learning. For example, Kushmar et al. (2022) surveyed over 400 undergraduate English language learners at Ukrainian universities about their perceptions of AI use in the language classroom. The results showed that, by using AI, the students feared losing an authentic learning environment with speakers, and 92% of the respondents were concerned about being assessed by an AI “because of their pronunciation, accent, way of speaking and emotions” (p. 270). In other words, they were worried that the AI model would not be able to understand them.

Can AI-generated content truly replicate the nuances and authenticity of human language, culture, and communication? Given what we have just read about bias in the training data, it raises salient questions about the potential limitations and distortions present in the outputs produced by these language models. Furthermore, an over-reliance on ChatGPT may result in learners acquiring language skills that are disconnected from real-life communication, leading to a superficial understanding of language and culture.

2.5. Academic Dishonesty

Perhaps one of the more salient ethical concerns within the educational community in recent months is the concept of academic integrity and the potential for ChatGPT to undermine it. Language learners could use ChatGPT for assistance in completing language assignments or assessments, which raises concerns about plagiarism, cheating, and the authenticity of learners’ work (Currie 2023). They could use it to generate written essays in their additional language, given the right parameters or prompts, and submit these essays as their own work (e.g., Dehouche 2021). Additionally, they can use it in real time to cheat on exams (Susnjak 2022), thereby compromising the fairness of these exams and potentially resulting in “inaccurate assessments of students’ knowledge and skills” (Currie 2023, p. 5).

Furthermore, with sophisticated inputs (prompts) come ever-more sophisticated outputs, so much so that the ability to differentiate between text generated by machines and text generated by humans is increasingly posing a significant challenge for teachers and educators (Elkins and Chun 2020; Susnjak 2022; Cotton et al. 2023). AI-generated detection tools have been developed to analyze the language utilized in written text and detect patterns or irregularities that might suggest the work was generated by a machine as opposed to a human (Cotton et al. 2023). The text generated by ChatGPT, however, is unique, which makes it undetectable by anti-plagiarism software.

Apart from the challenges associated with assessment, some academics believe that another key concern of using ChatGPT is its possible negative impact on learners’ “critical thinking, learning experience, research training, and imagination” (Shiri 2023). When learners choose to use ChatGPT or other AI-powered tools, significant learning shortcuts may occur, particularly in the development of transferable skills. By relying too heavily on ChatGPT’s responses without seeking additional input from teachers or other authoritative sources, learners could become dependent on its use, one outcome of which could be the inability to develop critical thinking skills. As a result, this form of academic dishonesty compromises the fundamental intent of education—to challenge and educate students (Cotton et al. 2023).

3. Concluding Remarks

Ultimately, the integration of ChatGPT, and other AI-powered tools, into language education and beyond requires a thoughtful approach that prioritizes privacy protection, bias mitigation, accessibility, authenticity, and academic integrity. By addressing these ethical considerations, educators and developers can maximize the benefits of AI-powered language learning tools while minimizing their potential risks, thus fostering a more inclu-
sive, fair, and effective learning environment. All told, AI-powered tools such as ChatGPT are here to stay and will increasingly become an integral part of learners’ educational experiences. As a result, it may be “better to teach students what [AI tools] are—with all of their flaws, possibilities, and ethical challenges—than to ignore them” (McMurtrie 2023).
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Notes

1 The term “natural” language pertains specifically to human communication (for ex., Italian, Arabic, Mandarin), in contrast to the “artificial” language utilized by machines, often referred to as code languages.

2 While ChatGPT itself lacks Internet access, other LLMs such as Google Bard claims to leverage Internet search capabilities to generate responses, thus bypassing the constraints of the dataset used by the OpenAI model.

3 As of May 12, the following disclaimer was added to ChatGPT “Free Research Preview. ChatGPT may produce inaccurate information about people, places, or facts. ChatGPT May 12 Version”.

4 Out of curiosity, the author prompted ChatGPT to provide a list of ethical concerns of using the model in education. Most of the ideas were similar to the ones initially considered by the author.
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