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Abstract: Automatic term extraction aims at extracting terminological units from specialized corpora to assist terminographers in developing glossaries, thesauri, and termbases. Unfortunately, traditional methods often overlook the complex relation between terminologies of different subject fields that co-occur in a single specialized corpus. This study illustrates Domain Concept Relatedness, a novel term extraction technique meant to isolate the terminology of a given subject field. We test our technique against the term extraction tool of Sketch Engine and the contrastive approach by applying them to the extraction of waste management terms from a new Italian corpus about waste management legislation. The results show that Domain Concept Relatedness effectively extracts multi-word terms belonging to a given subject field but still fails to extract single-word terms.
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1. Introduction

Automatic term extraction (ATE) is a natural language processing task. Its focus is the extraction of terms from specialized corpora. A typical ATE tool extracts all of the terms occurring in a corpus, disregarding their subject fields. While this approach is reasonable in most cases, it would be beneficial to distinguish terms related to different subject fields in some contexts. Lenci et al. (2009) and Bonin et al. (2010) stated that when ATE is applied to legislative documents, it becomes crucial to differentiate terms that belong to the regulated sector from legal terms. Unfortunately, only a few ATE methods address this task.

Moreover, from a theoretical perspective, it is too simplistic to assume that all of the terms in a specialized corpus belong to the same subject field. In practice, many specialized languages include the terminology of multiple subject fields. For instance, the terminology of institutional languages comes from different domains of knowledge, namely, law, administration, economy, and finance, plus all of the technical terms of the regulated sectors (Vellutino 2018). In addition, each subject field can be divided into more specific sub-fields, which can, in turn, be separated into even smaller sub-fields, leading to a complex hierarchical model. Top-level layers contain terms related to broader domains, while lower-level layers incorporate more topic-specific terms. For example, Drouin et al. (2018) divided the terminology of the environment into two layers, the general environmental lexicon and the topic-specific lexicon. The former includes terms that are used in all environmental texts, regardless of the topic (e.g., biologist, ecosystem, green), while the latter is specific to a given topic, such as renewable energy (e.g., photovoltaic), waste management (e.g., compostable), climate change (e.g., global warming), etc. We will refer to the terminology of a given subject field as a terminology layer—from now on, TLR—regardless of its position in the hierarchy.

“The [1] competent authority shall, prior to the commencement of any operations involving the accumulation or deposit of [2] extractive waste in a [3] waste facility, require a [4] financial guarantee (e.g., in the form of a financial deposit, including industry-sponsored mutual guarantee funds) or equivalent, in accordance with procedures to be decided by the [5] Member States […]”

The terms [1], [3], and [4] are easy to classify. They belong to the law, waste management, and finance TLRs, respectively. In spite of being a legal term (such as the term [1]), the term [5] is specific to European law. Thus, it belongs to the European law TLR, which descends from the law TLR. Being composed of two subterms, the term [2] is more complex. Namely, the noun waste is related to waste management, while the adjective extractive is related to mining industry; therefore, the term [2] belongs to the waste management of mining industry TLR, which descends from both the waste management and the mining industry TLRs. Figure 1 summarizes this classification scheme.

In this study, we propose and test a novel ATE technique: Domain Concept Relatedness—DCR. Based on Key Concept Relatedness (KCR) (Astrakhantsev 2018), DCR is one of the few ATE techniques exploiting word embeddings. It isolates a given TLR by extracting only those terms that are semantically related to already-known terms of a glossary or thesaurus.

In summary, the main contributions of this study are the following:

- We organize the terminology of a specialized corpus into TLRs.
- We propose a novel ATE technique for isolating a specific TLR.
- We create a focus corpus about waste management legislation and a contrastive corpus about legislation of other sectors.
- We test our technique against existing ATE techniques.

The remainder of this paper is organized as follows. Section 2 gives an overview of previous literature about ATE. In Section 3, we describe and evaluate DCR, a novel ATE technique meant to isolate the terminology of a given subject field. Section 4 shows the evaluation results. Finally, in Section 5, we discuss the results, draw conclusions, and propose future research directions.

2. Related Work

Most ATE algorithms share a similar architecture (Astrakhantsev et al. 2015). They employ morpho-syntactic patterns (Meyers et al. 2018; Fais and Ion 2020) or sentence
chunking (Oliver and Vàzquez 2020; Rose et al. 2010) to extract a list of candidates (i.e., words and phrases). Then, candidates are ranked according to their distribution in a focus corpus (i.e., a specialized corpus), which is sometimes compared to a reference corpus (i.e., general language corpus) (Kilgarriff 2009; Meijer et al. 2014; Park et al. 2002). When a gold-labeled dataset is available, it is possible to train a supervised classifier to combine multiple statistical measures (Patry and Langlais 2005). Some approaches mentioned above are implemented in the JATE 2.0 (Zhang et al. 2016) and the ATR4S (Astrakhantsev 2018) toolkits.

A more distinctive approach takes advantage of word embeddings. KCR (Astrakhantsev 2018) exploits the semantic relationships between candidates and already-known concepts of the target domain. Since DCR is a modified version of KCR, the latter is further described in Section 3.1. Pais and Ion (2020) also exploited word embeddings; they tested a clustering algorithm, DBSCAN, which outperformed statistical approaches.

Recently, deep learning methods have become widely popular in ATE, as in other natural language processing tasks. They do not need the explicit computation of metrics but, rather, rely on internal representations of words and sentences. Kucza et al. (2018) proposed an LSTM model that performed sequence labeling with a BILOU schema (Beginning, Inside, Last, Outside, Unit). Hazem et al. (2020) and Manjunath and McCrae (2021) employed a BERT model with notable results. However, despite being quite effective, deep learning methods have a relevant drawback: They learn from gold-labeled datasets, which are available only for a few subject fields.

The approaches to ATE discussed above do not address the isolation of TLRs. Nevertheless, there are at least two approaches that specifically address this ATE subtask, namely, the contrastive approach (Basili et al. 2001; Bonin et al. 2010) and the approach proposed by Drouin et al. (2018). The idea behind the contrastive approach is that the distribution of a term in a focus corpus is insufficient to determine its domain specificity. Instead, it is also necessary to examine its distribution across a contrastive corpus (i.e., a corpus containing documents about different domains). Therefore, Basili et al. (2001) proposed two contrastive metrics to evaluate single-word and multi-word terms. The contrastive weight for a single-word term is equal to the product of its frequency in the focus corpus and its inverse word frequency across all corpora. On the other hand, the probability of multi-word terms is harder to estimate because of their sparsity. Thus, the weight of a multi-word term is obtained by multiplying the contrastive weight of its syntactical head by the frequency of the whole term in the focus corpus. Furthermore, Bonin et al. (2010) weighed both single-word and multi-word terms with the same metric through a function suitable for low-frequency events.

Drouin et al. (2018) attempted to isolate the TLR of a vast domain, such as the environment, to capture the general environmental lexicon and to separate it from the lexica of more specific topics (i.e., renewable energy, waste management, climate change, and endangered species). In particular, they tested two measures: specificity, a measure that compares the distribution of terms in the focus corpus with their distribution in a reference corpus, and inverse document frequency. They expected that the general environmental lexicon would obtain a low inverse document frequency, since it was evenly distributed throughout the document collection.

3. Materials and Methods

We propose Domain Concept Relatedness (DCR), an ATE technique capable of isolating TLRs. It is based on KCR (Astrakhantsev 2018) and addresses its limitations. The code and the material described in this section are publicly available on GitHub.¹

3.1. Key Concept Relatedness

KCR (Astrakhantsev 2018) is an ATE technique based on the assumption that terms of a given domain must be semantically related to already-known key concepts from that domain. To measure semantic relatedness, it relies on cosine similarity between concept
embeddings. In its latest version (Astrakhantsev 2018), concept embeddings are generated from hyperlinks of Wikipedia pages. In particular, a Wikipedia dump is preprocessed by removing markups and replacing each hyperlink with a special token. Then, the embeddings are generated via word2vec (Mikolov et al. 2013). Next, to obtain the key concepts, KCR employs a keyword extraction algorithm, namely, a simplified version of KP-Miner (El-Beltagy and Rafea 2010). It automatically extracts key concepts from each document in the corpus. Finally, for each candidate term \( t \) for which a concept embedding exists, the algorithm computes the semantic relatedness to a subset of \( k \) key concepts (selected using the k Nearest Neighbor algorithm (kNN) with only positive examples). Below is the formula for computing relatedness.

\[
\text{relatedness}(t, C_d) = \frac{1}{k} \sum_{i=1}^{k} \cos(v_t, v_i)
\]

where \( C_d \) is a set of key concepts sorted by cosine similarity to the candidate term \( t \), \( k \) is a parameter from kNN, and \( v_t \) and \( v_i \) are the word vectors of the term \( t \) and the key concept \( i \), respectively. The relatedness of candidates that do not have a concept embedding is 0.

Overall, KCR is a promising technique. According to the evaluation performed by Astrakhantsev (2018), KCR is the best-performing technique on the FAO dataset. Furthermore, with regard to document-level ATE, KCR outperforms other techniques (Šajatović et al. 2019). Nonetheless, it has two main limitations. Firstly, it is unsuited for treating domains with low coverage by Wikipedia. To address the first issue, we made DCR semi-supervised. In particular, the set of key concepts was taken from an existing thesaurus (or provided by the user). This modification ensured that all key concepts belonged to the investigated domain, thus enabling DCR to isolate a given TLR. Moreover, to overcome the problem of Wikipedia coverage, DCR employed a different technique for producing concept embeddings. While KCR produces them from a Wikipedia dump, DCR produces concept embeddings directly from the focus corpus by employing the Alacarte algorithm (Khodak et al. 2018). The advantage of this technique is two-fold: It solves the problem of Wikipedia coverage and ensures that each candidate has its vector representation. The convenience of Alacarte over traditional models is its ability to induce embeddings on the fly. In addition, Alacarte generally produces more robust representations than those of traditional models when dealing with rare words (and this is a key advantage in term extraction). Alacarte needs a set of pre-trained embeddings and the corpus used to induce them to learn a transformation matrix. For this purpose, we trained a word2vec model on the Paisà corpus (Lyding et al. 2014). Once the embeddings were generated, relatedness scores are computed as in Equation (1) with \( k = 5 \).

3.2. Domain Concept Relatedness

DCR involves three phases: candidate extraction, generation of concept embeddings, and relatedness computation. In the candidate extraction step, DCR employs syntactic patterns based upon RegexpParser from the nltk Python library. Since our main contribution is the scoring mechanism, we decided to keep the candidate extraction fairly simple. Thus, DCR extracts only nouns and noun phrases.

DCR aims to extract only terms that belong to the investigated domain, ignoring other terms that may occur in the focus corpus. However, KCR is not intended to isolate a given TLR. Worse still, it is not suitable for domains with low coverage by Wikipedia. To address the first issue, we made DCR semi-supervised. In particular, the set of key concepts was taken from an existing thesaurus (or provided by the user). This modification ensured that all key concepts belonged to the investigated domain, thus enabling DCR to isolate a given TLR. Moreover, to overcome the problem of Wikipedia coverage, DCR employed a different technique for producing concept embeddings. While KCR produces them from a Wikipedia dump, DCR produces concept embeddings directly from the focus corpus by employing the Alacarte algorithm (Khodak et al. 2018). The advantage of this technique is two-fold: It solves the problem of Wikipedia coverage and ensures that each candidate has its vector representation. The convenience of Alacarte over traditional models is its ability to induce embeddings on the fly. In addition, Alacarte generally produces more robust representations than those of traditional models when dealing with rare words (and this is a key advantage in term extraction). Alacarte needs a set of pre-trained embeddings and the corpus used to induce them to learn a transformation matrix. For this purpose, we trained a word2vec model on the Paisà corpus (Lyding et al. 2014). Once the embeddings were generated, relatedness scores are computed as in Equation (1) with \( k = 5 \).

3.3. Corpora

To test DCR, we constructed two corpora (ca. 600,000 tokens each). They were composed of EU directives and regulations. The focus corpus was about the waste management sector. Conversely, the contrastive corpus, which was required to test the contrastive ap-
proach (Bonin et al. 2010), covered four different subject matters (agriculture and fisheries, public health, safety at work, and transport). The structure of the corpora is summarized in Table 1. To build the focus corpus, we selected all of the directives and regulations that were about a Eurovoc concept related to the waste management domain (Vellutino et al. 2016) (i.e., environmental policy, waste, and waste management) or one of its hyponyms. On the other hand, the directives and regulations that composed the contrastive corpus concerned different subject matters that, in our opinion, showed enough variety to let the contrastive approach capture terms that characterize directives and regulations in general.

Table 1. Structure of the corpora.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Subjects</th>
<th>Documents</th>
<th>Sentences</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>focus</td>
<td>waste management</td>
<td>148</td>
<td>15,463</td>
<td>630,456</td>
</tr>
<tr>
<td>contrastive</td>
<td>transport</td>
<td>60</td>
<td>8239</td>
<td>331,061</td>
</tr>
<tr>
<td></td>
<td>health</td>
<td>28</td>
<td>3271</td>
<td>130,708</td>
</tr>
<tr>
<td></td>
<td>safety</td>
<td>15</td>
<td>1959</td>
<td>71,005</td>
</tr>
<tr>
<td></td>
<td>agriculture</td>
<td>56</td>
<td>1807</td>
<td>68,859</td>
</tr>
<tr>
<td></td>
<td>TOT</td>
<td>159</td>
<td>15,276</td>
<td>601,633</td>
</tr>
</tbody>
</table>

3.4. Dataset

The evaluation dataset was obtained by selecting the first 200 single-word terms and the first 200 multi-word terms extracted from the focus corpus through DCR, Sketch Engine (Kilgarriff 2009), and the contrastive approach (Bonin et al. 2010) (1039 unique items in total). Three annotators evaluated the items: the author and two students of institutional languages with a fair knowledge of the domain. We provided each annotator with the list of unique items (arranged in random order), annotation guidelines, and the focus corpus. The annotators had to check the item usage in the focus corpus and provide two judgments. Firstly, they decided if an item was a term. Then, they specified the domain to which it belonged. We defined five domains: legislation in general (LAW), waste management legislation (WASTE LAW), waste management (WASTE), topics related to waste management (WASTE REL), and other domains (OTHER). Overall, the inter-annotator agreement concerning term identification was moderate (Fleiss k 0.54), and the agreement on domains was slightly lower (Fleiss k 0.47). Nonetheless, these figures were consistent with the literature; agreement tends to be quite low due to the lack of clear boundaries between terminology and general language (Rigouts Terryn et al. 2020). In the final version of the dataset, an item was a valid term if at least two annotators judged it as such. The same held for domain tags; if at least two annotators assigned an item to the same domain, that tag was kept in the final dataset. Otherwise, the main annotator (the author of this paper) decided which domain tag to keep.

3.5. Evaluation

To test DCR, we compared it to two already existing ATE techniques. The first one was the term extraction tool of Sketch Engine (Kilgarriff 2009). It compares the frequency of terms in the focus corpus with their frequency in a reference corpus and is not meant to isolate a terminology layer. Therefore, it should provide a clue about the distribution of different TLRs in a corpus. Moreover, we preferred it among other similar techniques because it is widely popular among terminologists. The second one was the contrastive approach (Bonin et al. 2010), a technique that has already been employed to extract the terminology of the regulated sector from legislative documents.

Due to the lack of gold-labeled corpora, we evaluated the list of items extracted by each tool. This method had the drawback of assessing only precision (i.e., the correctness of the extracted items) but not recall (i.e., the fraction of terms extracted). To measure precision, we computed two metrics: precision at $k$ (P@k) and average precision (AP). P@k is simply the number of correct terms out of the top $k$ items extracted by the tool. The more
extracted items are correct, the higher P@k is. We set k to 200. Contrary to P@k, AP also accounts for the ranking of items. Thus, the more correct terms appear at the top of the list, the higher the AP is. AP was computed with the following formula (2):

\[ AP = \sum_{n} (R_n - R_{n-1}) P_n \]  

(2)

where \( P_n \) and \( R_n \) are the precision and recall at the \( n \)th threshold. We computed AP considering only the first 200 items extracted by each tool.

We ran three evaluations. In the first one, all terms were considered to be correct, regardless of the domain. In the second one, only the terms belonging to the WASTE, WASTE LAW, and WASTE REL domains (waste terms) were considered to be correct, and in the last one, we considered to be correct only the terms belonging to the LAW domain (legal terms). In all three evaluations, the key concepts provided to DCR were taken from the online glossary of Zerosprechi, an information website that aims to provide high-quality environmental information. It contains 58 terms and represents an example of an easy-to-find online glossary.

4. Results

The results of the evaluation described in Section 3.5 are shown in Table 2. By looking at the results of Sketch Engine, it emerged that the corpus contained waste and legal terms in similar percentages. Conversely, the contrastive approach and DCR were better suited for isolating waste terminology—notably the latter, for which the ratio of extracted legal terms was almost negligible. In addition, DCR obtained the highest AP in the extraction of multi-word terms of the waste TLR while keeping a P@200 similar to that of the contrastive approach. Thus, they extracted almost the same numbers of terms, but DCR tended to rank them higher. The same did not hold in the single-word scenario, where DCR showed lower scores than those of the contrastive approach and Sketch Engine. Overall, DCR worked well with multi-word terms. It was able to isolate the terminology of the waste TLR better than Sketch Engine and the contrastive approach while performing poorly on single-word terms.

Table 2. Results of the evaluation.

<table>
<thead>
<tr>
<th>Term Type</th>
<th>Tool</th>
<th>All Terms</th>
<th>Waste Terms</th>
<th>Legal Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@200</td>
<td>AP</td>
<td>P@200</td>
<td>AP</td>
</tr>
<tr>
<td>single-word</td>
<td>Sketch Engine</td>
<td>0.40</td>
<td>0.52</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>contrastive approach</td>
<td>0.47</td>
<td>0.55</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>DCR</td>
<td>0.20</td>
<td>0.28</td>
<td>0.17</td>
</tr>
<tr>
<td>multi-word</td>
<td>Sketch Engine</td>
<td>0.49</td>
<td>0.53</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>contrastive approach</td>
<td>0.54</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>DCR</td>
<td>0.43</td>
<td>0.62</td>
<td>0.37</td>
</tr>
</tbody>
</table>

5. Discussion

To assess the differences among Sketch Engine, DCR, and the contrastive approach, we qualitatively analyzed the results. Examining single-word terms, it emerged that DCR did not extract any acronyms, while Sketch Engine did (e.g., \textit{CER ‘European waste catalogue’, BAT ‘best available techniques’, ERU ‘emission reduction unit’}). The cause probably lay in the candidate extraction step of DCR; acronyms were not tagged as nouns by the part-of-speech tagger. Furthermore, we observed that DCR extracted certain common words (e.g., \textit{operazione ‘operation’, processo ‘process’, and trattamento ‘processing’) that were not terms per se but might convey a terminological meaning when employed as anaphoric
references, replacing multi-word terms (e.g., *operazione di smaltimento* ‘disposal operation’, *processo di riciclaggio* ‘recycling process’, and *trattamento dei rifiuti* ‘waste processing’). Other differences arose from multi-word terms, with DCR extracting more low-frequency terms compared to the other two algorithms. For example, *incenerimento mediante ossidazione* ‘oxidative combustion’ (two occurrences) and *stoccaggio in loco* ‘storage of waste on-site’ (one occurrence). Moreover, while both Sketch Engine and the contrastive approach extracted 19 terms related to waste management legislation (e.g., *dichiarazione ambientale* ‘environmental declaration’ and *documento di movimento* ‘movement document’), DCR extracted only 6.

Among other algorithms proposed to tackle ATE, DCR is one of the few that employs static word embeddings with satisfactory results. This approach bridges the gap between simple frequency-based methods and advanced deep learning techniques. Moreover, the advantages of DCR emerge when the task is the isolation of a TLR in a specialized corpus. In this scenario, DCR is less demanding than the contrastive approach. For instance, despite providing good results, the contrastive approach (Basili et al. 2001; Bonin et al. 2010) requires a contrastive corpus with the terminology that the user wants to exclude. Unfortunately, such a corpus may not be readily available. On the other hand, DCR only requires a list of already-known terms that are easier to find. Worse still, to the best of our knowledge, TLR isolation has never been addressed via deep learning. Probably, a deep learning algorithm may be easily trained on the classification of terms according to a given set of subject fields. However, users may also be interested in the terminology of ad hoc topics that the model has never seen during training.

Because DCR is specifically made to isolate TLRs, its performance is not directly comparable to that of state-of-the-art ATE algorithms. Nonetheless, we illustrate the results of the TermEval 2020 shared task (Rigouts Terryn et al. 2020) in Table 3 to provide an interpretive framework for our evaluation. Five teams participated in this shared task. Two of them, namely, TALN-LS2N (Hazem et al. 2020) and NLPLab_UQAM, employed a deep learning approach. The NYU and e-Terminology teams (Oliver and Vàzquez 2020) opted for a traditional statistical approach. Finally, the RACAI team (Pais and Ion 2020) mixed statistical approaches and word embeddings.

Table 3. Results of TermEval 2020. Source: Rigouts Terryn et al. (2020).

<table>
<thead>
<tr>
<th>Track</th>
<th>Rank</th>
<th>Team</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>1</td>
<td>TALN-LS2N</td>
<td>34.8</td>
<td>70.9</td>
<td>46.7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>RACAI</td>
<td>42.4</td>
<td>40.3</td>
<td>41.3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>NYU</td>
<td>43.5</td>
<td>23.6</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>e-Terminology</td>
<td>34.4</td>
<td>14.2</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>NLPLab_UQAM</td>
<td>21.4</td>
<td>15.6</td>
<td>18.1</td>
</tr>
<tr>
<td>French</td>
<td>1</td>
<td>TALN-LS2N</td>
<td>45.2</td>
<td>51.5</td>
<td>48.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>e-Terminology</td>
<td>36.3</td>
<td>13.5</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>NLPLab_UQAM</td>
<td>16.1</td>
<td>11.2</td>
<td>13.2</td>
</tr>
<tr>
<td>Dutch</td>
<td>1</td>
<td>NLPLab_UQAM</td>
<td>18.9</td>
<td>18.6</td>
<td>18.7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>e-Terminology</td>
<td>29.0</td>
<td>9.6</td>
<td>14.4</td>
</tr>
</tbody>
</table>

From TermEval 2020, it emerged that ATE is far from being a solved problem. The precision scores never reached 0.5. Also, the recall was generally around 0.5, except for the best system, TALN-LS2N, which obtained a recall of 0.71 in the English track (but a precision of 0.35). In this scenario, the precision obtained by DCR on the extraction of multi-word terms is promising, especially considering that DCR requires little supervision. However, it still needs to be refined to treat single-word terms effectively.

In summary, DCR is one of the few embedding-based approaches to ATE that provides a convenient and flexible solution to TLR isolation. Moreover, this work represents the
starting point for developing datasets that take into account the complex hierarchical organization of terms contained in specialized corpora.

In the future, we plan to integrate DCR with existing large termbases such as EuroVoc and IATE. Furthermore, DCR has some parameters that will be optimized to increase its effectiveness—notably, the set of word embeddings employed. It would also be interesting to combine DCR with statistical ATE techniques by using it for the re-ranking of candidates.
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The following abbreviations are used in this manuscript:

- AP: Average Precision
- ATE: Automatic Term Extraction
- BERT: Bidirectional Encoder Representations from Transformers
- BILUO: Beginning, Inside, Last, Outside, Unit
- DBSCAN: Density-Based Spatial Clustering of Applications with Noise
- DCR: Domain Concept Relatedness
- KCR: Key Concept Relatedness
- kNN: k Nearest Neighbors
- LSTM: Long Short-Term Memory
- P@k: Precision at k
- TLR: Terminology Layer

**Notes**

3. Annotators were unaware of which tool extracted an item.
4. The reference corpus chosen in the evaluation was iTenTen.
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