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Abstract: This paper presents an author co-citation analysis of the research on L2 vocabulary acquisi-
tion that was published in the 2020 calendar year. The most significant influence at this time is Paul
Nation—cited in 85% of the publication set—but a number of other important influences can also be
identified, notably, Laufer, Hulstijn, Schmitt and Webb. This paper draws some comparisons with
data from 1990, and speculates on how “research fronts” might be identified in an author co-citation
data set.

Keywords: author co-citation; bibliometrics; 2020; L2 vocabulary research

1. Introduction

Over the last few years, I have published a number of papers that sketched the
development of L2 vocabulary research. These analyses have included a series of maps that
illustrate the co-citation patterns linking the authors who are cited in the research outputs.
So far, I have produced a set of maps covering the period 1982–1991. Summaries of this
work, and maps covering each of the 10 years in the period under consideration, can be
found on my web-site: https://www.lognostics.co.uk/maps (accessed on 1 May 2024).

A typical map of this sort is shown in Figure 1, based on the co-citations found in the
78 papers that make up the 1990 data set.

The map consists of a set of labelled nodes and a set of edges. The nodes identify the
65 most cited authors in the 1990 data set. The edges show the pattern of co-citation among
these authors. Thick edges show a high level of co-citation, thinner edges indicate fewer
co-citations. Each author is connected with the author they are most frequently co-cited
with. So, for example, the strongest co-citation links in this map are Gairns and Redman
(cluster III), co-cited seven times in this data set, and Carter and McCarthy, co-cited six
times in the data set (cluster I). A factor analysis of these data identifies ten clusters in the
map, which we can interpret as “invisible colleges” (cf. Price 1965; Crane 1972)—groups of
researchers who were influencing particular themes in the L2 vocabulary research activity
that was published in 1990. Cluster II, for example, is a group of psycholinguists whose
work is often cited in the context of bilingual lexical performance; Cluster V is a group of L1
reading researchers whose work is often cited in the context of L2 reading research; Cluster
IX is a set of word lists that are frequently cited in the context of L2 readability schemes.
(See (Meara 2022, 2023) for a more detailed discussion of this map).

Readers who are familiar with the early research literature on vocabulary acquisition
will easily recognise that the mapping captures the main trends in the research at the time.
They will also feel that the map probably looks very different from the sort of map that we
might expect to emerge from an analysis of more recent data. Only three of the significant
influences in the current research (Nation, Laufer, Meara) play a significant role in this
map, and this raises some interesting questions about the way L2 vocabulary research has
developed over the last thirty years. What new research clusters have emerged since 1990?
At what point in the timeline do other significant figures begin to appear? How does their
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research cluster with the work of earlier researchers? What new research themes are they
associated with? What impact do these new themes have on the field as a whole?

A number of colleagues have pointed out that these early maps are mainly of historical
interest, however, and some (notably Norbert Schmitt) have argued that it would be much
more interesting to apply the same methodology to the more recent research output. This
paper is an attempt to address this interest. It provides an analysis of the relevant research
published in 2020. To cut a long story very short, the 2020 research output map does indeed
look very different from the research that was published in the 1990, and it is interesting to
reflect on why these differences appear in the data, and how we should understand them.

Languages 2024, 9, x FOR PEER REVIEW 2 of 20 
 

research has developed over the last thirty years. What new research clusters have 
emerged since 1990? At what point in the timeline do other significant figures begin to 
appear? How does their research cluster with the work of earlier researchers? What new 
research themes are they associated with? What impact do these new themes have on the 
field as a whole? 

A number of colleagues have pointed out that these early maps are mainly of 
historical interest, however, and some (notably Norbert Schmitt) have argued that it 
would be much more interesting to apply the same methodology to the more recent 
research output. This paper is an attempt to address this interest. It provides an analysis 
of the relevant research published in 2020. To cut a long story very short, the 2020 research 
output map does indeed look very different from the research that was published in the 
1990, and it is interesting to reflect on why these differences appear in the data, and how 
we should understand them. 

 
Figure 1. The 1990 co-citation data set shown as a spanning tree. Each node represents an author. 
Edges show the strongest co-citation connections between authors; e.g., in this tree, Carter and 
McCarthy are strongly co-cited, while Stevick and Gairns are co-cited only a few times. 

2. The Background to the 2020 Research 
Before we proceed to the 2020 data, it is worthwhile providing some contextual 

background that will place this research in perspective. 
Figure 2 shows the number of L2 vocabulary-related research outputs identified in 

the Vocabulary Acquisition Research Group Archive (VARGA: Meara n.d.) during the 
period 1980–2023. The figure shows that relatively few papers appeared in the early years 
of this time span. It also shows that the number of outputs increases steadily, reaching 200 
annual publications by 1993, exceeding 300 annual publications in 2010, and breaking the 
400 publications barrier two years later in 2012. Looking at the raw figures, it is tempting 
to suggest that the number of research outputs is in decline following a peak in 2018. 
However, I think this interpretation of the data is incorrect. Not all publications are logged 

Figure 1. The 1990 co-citation data set shown as a spanning tree. Each node represents an author.
Edges show the strongest co-citation connections between authors; e.g., in this tree, Carter and
McCarthy are strongly co-cited, while Stevick and Gairns are co-cited only a few times.

2. The Background to the 2020 Research

Before we proceed to the 2020 data, it is worthwhile providing some contextual
background that will place this research in perspective.

Figure 2 shows the number of L2 vocabulary-related research outputs identified in
the Vocabulary Acquisition Research Group Archive (VARGA: Meara n.d.) during the
period 1980–2023. The figure shows that relatively few papers appeared in the early years
of this time span. It also shows that the number of outputs increases steadily, reaching
200 annual publications by 1993, exceeding 300 annual publications in 2010, and breaking
the 400 publications barrier two years later in 2012. Looking at the raw figures, it is
tempting to suggest that the number of research outputs is in decline following a peak
in 2018. However, I think this interpretation of the data is incorrect. Not all publications
are logged immediately after their first appearance, and it often takes several years for
publications that are published in obscure journals to emerge from hiding. At the time of
writing (December 2023), the VARGA database identifies a total of 318 relevant publications
published in 2020 (240 journal articles, 67 book chapters, seven books/monographs, three
theses, and one computer program). The VARGA database does not systematically monitor
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theses, so the three works of this type that have been recorded for 2020 probably under-
represent this type of output by a significant factor. Based on the number of publications
appearing in the period 2015–2019, my estimate is that the figure of 318 publications
appearing in 2020 represents approximately 75% of the number of publications we might
expect to find, indicating that approximately a hundred publications remain to be found.
This means that the analysis that follows should be considered as an interim analysis that
identifies the main trends in 2020, but it remains liable to revision if some radically new
sources reveal themselves at a later date.
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Figure 2. The number of L2 vocabulary-related research papers published in the years 1980–2023.

The interim data set is fairly typical of the research that has appeared in recent years.
The vast majority of the sources identified appear as journal articles or chapters in books—
307 works in total. In the interest of space, I have not listed all the 2020 sources in this paper,
but curious readers can find a list of the 2020 publications and their type in the VARGA
data base. https://www.lognostics.co.uk/varga/ (accessed on 1 May 2024).

A superficial analysis of the 2020 publications reveals that 493 unique authors con-
tributed to the 2020 outputs. The vast majority of these authors contributed to only a
single publication, but a handful of authors contributed to two or more publications (see
Table 1). The outstandingly prolific author in 2020 is Webb, who contributed to 10 out-
puts. A total of 4 authors contributed to four outputs (Dang, Kyle, Peters, and Zhang)
and 14 authors contributed to three outputs (Coxhead, Laufer, Lee, McLean, Miralpeix,

https://www.lognostics.co.uk/varga/
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Pellicer-Sanchez, Reynolds, Rodgers, Stoeckel, Teng, Tremblay, Uchihara, and Yanigasawa).
A further 35 authors each contributed to two papers in 2020.

Table 1. The number of authors contributing to N outputs in 2020.

Outputs 10 9 8 7 6 5 4 3 2 1

Authors 2020 1 4 13 35 439
Lotka estimate 4 5 7 9 12 18 27 49 109

It is worth noting here that the number of authors identified in the 2020 data set is
considerably larger than the number of authors appearing in the 1990 data described earlier.
Only 94 authors were identified in the 1990 data set, and only 8 of those authors contributed
to more than one paper. The most prolific authors in 1990 were Laufer and Meara, who
both contributed four papers to the data set. In contrast, five authors published four or
more studies in 2020. These figures underline the massive growth in output that has taken
place between 1990 and 2020.

A much cited paper by Lotka (Lotka 1926) argued that mature scientific fields usually
show a relationship between the number of authors contributing a single paper to a data set
and the number of authors contributing to two or more outputs. This conjecture is usually
referred to as Lotka’s Law, expressed as

A = N/n2

where N = the number of authors contributing to a single output;
n = the number of outputs an author contributes to;
and A = the expected number of authors contributing to this many papers.

Thus, if we have 439 authors who contribute to just one output, then we can expect
to find 439/4 = 109 authors who contribute to two papers. The bottom line in Table 1
shows how many authors we would expect to find contributing to N papers. The table
suggests that the L2 vocabulary research data for 2020 deviates quite markedly from Lotka’s
model. The field as a whole appears to be excessively reliant on authors who make a single
contribution to the oeuvre. The proportion of authors contributing to a single output in
this data is almost 90%—a considerably higher proportion than we noted in the earlier
data. This feature is one that has been noted in my analyses of earlier data sets, but it is
surprising to see it persisting in the 2020 data. In my earlier analyses, I suggested that
the discrepancy might be a characteristic feature of a relatively new and relatively small
research field, but the discrepancy reported here between Lotka’s estimate and the actual
publication data seems to be widening rather than decreasing as we might have expected.
The reasons for this are unclear.

3. Counting the Citations

Obviously, the fact that an author publishes a lot of papers does not tell us whether
this work is influential or not, but we can begin to assess the importance of authors’
contributions to the field by examining the way their work is cited in the research literature.
Most published work is cited only sporadically, but a few authors are widely cited by other
researchers, and can be regarded as significant influences in the field. In this section, we
move beyond the superficial analysis reported above and look at the citations found within
a subset of the 2020 publications. This subset is made up of 238 journal articles and 65 book
chapters. I extracted from these outputs a list of all the names who appeared as authors of
papers cited in the data set. This process resulted in a list of 10,873 sources, an astonishingly
large number. As usual, most of these sources are cited only once, but a small number of
authors are cited many times in the data set. These data are summarised in Tables 2 and 3.
Table 2 shows the number of sources who are cited N times in the 2020 data set. Table 3
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lists the significant influences in the 2020 data set, along with the number of papers they
are cited in.

Table 2. The number of cases who are cited N times in the 2020 data set.

No. Citations 1 2–10 11–20 21–30 31–40 41–50 51–60 61–70 71–80 81–90 91–100 100+

No Cases 8142 2545 142 32 14 8 2 2 0 1 0 5

Table 3. The 20 most cited sources in the 2020 data set.

Source Cited in N Papers Source Cited in N Papers

ISP Nation 206 R Waring 50
N Schmitt 173 A Coxhead 48
B Laufer 128 TS Paribakht 48

PM Meara 108 D Schmitt 48
S Webb 107 JL Milton 46

JH Hulstijn 84 A Pellicer-Sanchez 46
T Cobb 68 SD Krashen 45
J Read 65 M Horst 44

NC Ellis 59 W Grabe 40
D Beglar 53 MB Wesche 40

A number of points are worth making here.
Firstly, and most obviously, there is something of a mismatch between the list of

Prolific Authors in the 2020 data, and the list of significant influences at this time. Only
four authors figure in both lists (Coxhead, Laufer, Pellicer-Sanchez, and Webb). The best
explanation for this is that the list of significant influences is biased towards authors who
have published over a long period, and therefore have a lot of work that can be cited, while
the list of Prolific Authors identifies active, younger authors whose work may not yet have
had time to be cited. Laufer and Coxhead are the best counter-examples to this description:
both of these authors have an extensive publication list and published three papers in 2020.
Among the most-cited authors in 2020, several important figures have only two outputs in
this year (notably Cobb, Nation, Schmitt, and Meara), while Read and Milton contributed to
only one publication each. The remaining authors in the Most-Cited Sources list authored
no papers in 2020, suggesting that their contribution to the field might be historical rather
than on-going. The obvious case of this is SD Krashen, whose main work appeared in the
1990s, but is still strongly cited in the literature.

A second, but less obvious point is the extent to which “grade inflation” has become a
significant factor in L2 vocabulary research. In the 1990 data (see Figure 1), only 118 relevant
papers were identified, and it was relatively easy for an author to be identified as a
significant influence. The most cited source at this time was Meara, who was cited in
only 19 papers, 16% of the total output for that year. In contrast, 84 authors were cited
at least 19 times in the 2020 data. Nation, the most cited author in the 2020 data, is cited
in 206 papers—67% of the total output for that year—an astonishingly high figure, and
more than 10 times the number of works that cited Meara in 1990. One hundred and
twenty authors were cited in at least three papers in 1990, but most of them produced no
L2 vocabulary-related outputs. In 2020, 462 sources were cited three or more times. This
means that it is very much harder for an author to be identified as a significant influence in
2020 than it was in 1990.

A third point to make at this stage, one that we will take up again later, is that many
of the significant influences in 1990 fail to appear in the Prolific Authors List and the
Most-Cited Sources list in 2020.
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4. The Co-Citation Analysis

So far, we have been discussing some relatively superficial characteristics of the
2020 data. In this section, we move onto a more detailed consideration of the patterns
of co-citation within the data set. This kind of analysis can be traced back to a series of
influential papers published by Small (e.g., Small 1973), suggesting that authors who are
frequently cited alongside each other can help us to identify thematic trends in a body of
research. In L2 vocabulary research, for example, one important strand of research concerns
the structure of a bilingual speaker’s mental lexicon, and recent research in this area will
almost always cite pioneering work by de Groot, van Hell, Kroll, and Green. These four
authors form the core of a cluster of researchers who tend to be co-cited in this context. The
question we are interested in is what clusters can we identify in the 2020 research?

Author co-citation analysis, the main analysis tool used in this paper, traditionally
makes a number of simplifying assumptions. The most straightforward assumption is that
our analysis is based on two main types of research output: journal articles and chapters
appearing in edited volumes. Monographs, theses, and non-standard reports are eliminated
from the analysis on the grounds that the way references are used in work of this type
tends to be very different from the way they are used in journal papers and similar reports.
As we have seen in the previous section, the full 2020 data set contains seven books, three
theses, and a computer program which are not included in the analysis that follows.

The second assumption traditionally made in author co-citation analyses is that the
structure of the field is best captured by looking at a small number of sources who are most
frequently cited in the data set. Conventionally, this number is set at about 100 sources—an
arbitrary figure, largely driven by a need to keep the data manageable and easy to visualise.

The first step of the analysis involves identifying a set of authors who meet this
inclusion criterion. With the 2020 data set, we can get close to this conventional figure by
choosing to work with the 104 sources that are cited in at least 17 papers. (Note, though,
that if we had adopted this criterion for the 1990 data set, only one source would have
qualified—another example of the grade inflation that we noted in the previous section.)

The next step involves drawing up a large matrix which shows the number of times
each of the 104 authors is co-cited with each of the other authors in the matrix. Once these
data are in place, they can be submitted to a standard mapping program which converts the
matrix to a two-dimensional mapping. In the analyses that follow, I used the Gephi program
to perform this conversion (Bastian et al. 2009). Normally, this results in a mapping which
looks like Figure 1, but, as we will see, the 2020 data set has some characteristics that make
it difficult to process.

Figure 3 illustrates the main problem with this data set. This figure is a spanning tree
which shows the strongest co-citation links between the most frequently cited 51 sources
in the data set. Each of the 51 sources is cited at least 25 times in the data set. Each node
is connected to the tree by its strongest co-citation link—the weakest link in the figure is
the link between Nation and Kroll, which occurs only 14 times in the data set; all the other
links are stronger than this. The ten strongest links in the spanning tree are listed in Table 4.

Table 4. The 10 strongest co-citation links in Figure 3. Note that all of these links involve Nation and
one other source.

Links Weight Links Weight

1 Nation–Schmitt 156 6 Nation–Cobb 65
2 Nation–Laufer 122 7 Nation–Read 61
3 Nation–Webb 103 8 Nation–NC Ellis 50
4 Nation–Meara 101 9 Nation–Beglar 50
5 Nation–Hulstijn 79 10 Nation–Waring 48



Languages 2024, 9, 190 7 of 19

Languages 2024, 9, x FOR PEER REVIEW 7 of 20 
 

Table 4. The 10 strongest co-citation links in Figure 3. Note that all of these links involve Nation and 
one other source. 

 Links Weight  Links Weight 
1 Nation–Schmitt 156 6 Nation–Cobb 65 
2 Nation–Laufer 122 7 Nation–Read 61 
3 Nation–Webb 103 8 Nation–NC Ellis 50 
4 Nation–Meara 101 9 Nation–Beglar 50 
5 Nation–Hulstijn 79 10 Nation–Waring 48 

Gephi�s analysis of these data suggests that we can identify four clusters in this data 
set—the clusters focussed on Nation, Schmitt, Webb, and Paribakht, respectively. 
However, this spanning tree mapping is very unusual, in that we have three very small 
clusters and one enormous cluster focussed on Nation. This large cluster includes 37 of 
the 51 most-cited sources in the 2020 data set—73% of all the sources that appear in the 
figure.1 The most striking feature of this main cluster is that it has very little internal 
structure. Of the 37 members of this cluster, 36 members are maximally co-cited with 
Nation: the only source who does not fit this pattern is Goldstein (most often co-cited with 
Laufer). It is possible to identify some sub-clusters within the largest cluster, and I have 
arranged the nodes in Figure 3 to reflect a speculative interpretation of these sub-clusters. 
However, even where the focus of a sub-cluster is relatively clear—as with the sub-cluster 
whose main focus is on eye-tracking (Pellicer-Sanchez, Peters, de Smedt, and Elgort)—the 
sources are still more strongly co-cited with Nation than they are with each other. The 
smaller cluster focussed around Schmitt accounts for a further 16% of the sources, 
bringing the tally of sources counted in the two main clusters to 89% of the total. 

 
Figure 3. A spanning tree showing the 51 most-cited sources in the 2020 data set. The map shows 
the strongest connections between the nodes. 

Clearly, the 2020 map is structurally very different from the 1990 map shown in 
Figure 1, where the clusters are smaller. Here, Nation�s influence is so dominant that it 
prevents the more detailed structure of the co-citations from becoming apparent. 
However, we can get around this problem by arguing that Nation�s influence in the 2020 
data is so all-pervasive that it does not actually make a distinctive contribution to the 

Figure 3. A spanning tree showing the 51 most-cited sources in the 2020 data set. The map shows the
strongest connections between the nodes.

Gephi’s analysis of these data suggests that we can identify four clusters in this data
set—the clusters focussed on Nation, Schmitt, Webb, and Paribakht, respectively. However,
this spanning tree mapping is very unusual, in that we have three very small clusters and
one enormous cluster focussed on Nation. This large cluster includes 37 of the 51 most-
cited sources in the 2020 data set—73% of all the sources that appear in the figure.1 The
most striking feature of this main cluster is that it has very little internal structure. Of the
37 members of this cluster, 36 members are maximally co-cited with Nation: the only source
who does not fit this pattern is Goldstein (most often co-cited with Laufer). It is possible
to identify some sub-clusters within the largest cluster, and I have arranged the nodes in
Figure 3 to reflect a speculative interpretation of these sub-clusters. However, even where
the focus of a sub-cluster is relatively clear—as with the sub-cluster whose main focus is on
eye-tracking (Pellicer-Sanchez, Peters, de Smedt, and Elgort)—the sources are still more
strongly co-cited with Nation than they are with each other. The smaller cluster focussed
around Schmitt accounts for a further 16% of the sources, bringing the tally of sources
counted in the two main clusters to 89% of the total.

Clearly, the 2020 map is structurally very different from the 1990 map shown in
Figure 1, where the clusters are smaller. Here, Nation’s influence is so dominant that it
prevents the more detailed structure of the co-citations from becoming apparent. However,
we can get around this problem by arguing that Nation’s influence in the 2020 data is
so all-pervasive that it does not actually make a distinctive contribution to the structure
of the data set. This means that we might be able to ignore Nation, and explore the co-
citation patterns in the rest of the data. Essentially, this involves building a “donut map”
which ignores the massive impact of dominant sources like Nation, and allows weaker
relationships to emerge from his shadow, as it were. Figure 4 shows the results of an
analysis of this sort.

The donut map of the 2020 data set is fairly easy to interpret. The core of the map
consists of six very significant influences. The predominant influence is Schmitt, followed
closely by Laufer. Hulstijn, Webb, Cobb, and Meara make up the rest of this core, but the
co-citations between all six of these influences are very strong. This core is surrounded by
a group of lesser influences. Waring, Horst, Read, NC Ellis, Pellicer-Sanchez, Paribakht,
Wesche, Beglar, Peters, Coxhead, and D Schmitt make up this group of less central authors.
Their co-citation links are more focussed than those of the central core.
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Gephi identified nine clusters in the 2020 data set, together with one isolated source
(de Bot). These clusters are described below.

The largest cluster, Cluster A, is focussed on Schmitt. This cluster contains 20 members,
many of whom are closely associated with Nottingham University. The cluster seems
to include a number of sub-clusters. McCarthy, Carter, Biber, and Sinclair appear in
my earlier analyses as a distinct cluster dealing with formal descriptions of lexis and
corpus analysis. Chamot, Oxford, and Dornyei make up a sub-cluster that deals with
motivation and strategies. Wray and Gyllstad represent a research strand that deals
with collocations and multi-word lexical items. (Note, though, that the VARGA database
does not systematically monitor research on multi-word items, so the analysis may be
underestimating the importance of this research strand.)

Cluster B, with 19 members focussed on Laufer and Hulstijn, looks to be mainly
concerned with implicit and explicit vocabulary acquisition in a variety of contexts.

Cluster C, with 14 members focussed on Webb, consists of a subgroup of sources
working on word lists (Davies, Gardiner, Coxhead, and the historically important West),
and the degree of coverage provided by these word lists. It also includes Diane Schmitt
and Clapham, whose work with Norbert Schmitt provides a standard assessment tool for
measuring vocabulary mastery that is based on frequency counts.

Cluster D, with 12 members focussed on Pellicer-Sánchez, seems to be a methodologi-
cally motivated cluster, whose members use eye-tracking to study L2 reading.

Cluster E, also with 12 members, is also a characterised by a distinctive methodology.
This cluster seems to be mainly concerned with lexical inferencing, but it also contains a
sub-cluster that uses word-association methods in an attempt to assess vocabulary depth.
This cluster is particularly associated with the research group at Swansea University.

Cluster F, with 10 members focussed on Cobb, is also concerned with vocabulary
uptake from reading, though Cobb’s web-site is an important methodological resource in a
number of disparate areas.
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Cluster G, a smaller cluster with only seven members, is another methodological
cluster, this one concerned with ways of assessing change in vocabulary knowledge. Wesche
and Paribakht’s Vocabulary Knowledge Scale is the standard tool here (cf. Wesche and
Paribakht 1996).

Cluster H, with only three members, is a group of L1 reading researchers whose work
has seriously influenced the thinking of L2 vocabulary research.

Cluster I, again with only three members, is the remains of a psycholinguistics research
tradition dealing with the structure of bilingual lexicons. This tradition played a very
significant role in earlier periods of L2 vocabulary research, but by 2020 this role seems to
be diminishing in this map, and the members of this cluster have become detached from
the main L2 vocabulary research clusters. There are some weaker links with other nodes,
but they are not strong enough to appear in Figure 3.

De Bot appears in Figure 3 as a detached singleton with no connections to the rest of
the network. This, again, is the result of the filters applied to the data: de Bot is substantially
cited in the 2020 data set (17 times), but he is most frequently co-cited with authors who do
not appear in the list of most-cited sources.

A number of points emerge from this analysis. Firstly, only nine significant influences
survived from 1990 through to 2020. All nine sources were still co-cited in the 2020 data
set, and some were very strongly co-cited (See Figure 5). The core of this map is the
Laufer–Meara–Nation triangle. Anderson and Nagy are part of an L1 reading theme, while
Krashen is mainly cited for his claims about incidental L2 vocabulary acquisition from
reading. McCarthy is the main survivor from the corpus linguistics theme that dominated
L2 vocabulary research in the early 1990s. Richards is mostly cited for his classic work on
what it means to know a word (Richards 1976). Gass is mostly cited here for her recent
work on subtitled input and eye-tracking.
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Clearly, the majority of the significant influences who appear in the 2020 map are
relatively recent new-comers (See Table 5). I do not yet have enough data to determine
exactly when these new sources rose to prominence, but it is probably safe to say that
Schmitt, Hulstijn, Read, and Cobb first become important sources in the 1990s, while most
of the other new sources have a much shorter bibliometric history.
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Table 5. The most significant influences in the 1990 data set and the 2020 data set.

1990 only
Aitchison, JR Anderson, R Brown, Carter, Channell, AD Cohen, Corder, Elley, Faerch, Feldman, Francis,
Gairns, Haastrup, Jain, Kasper, Kellerman, M King, Kirsner, Levenston, Lockhart, Ostyn, Palmberg, Putseys,
Redman, Rudzka Schouten_van Parreren, MC Smith, Swain, Wallace, West

Both years RC Anderson, Gass, Krashen, Laufer, McCarthy, Meara, Nagy, Nation, Richards;

2020 only
Barcroft, Beglar, Boers, Brysbaert, Clapham, Cobb, Coxhead, Desmet, Elgort. NC Ellis.
R Ellis, Grabe, Horst, Hulstijn, Milton, Nagy, Nassaji, Oxford, Paribakht, Pellicer-Sanchez, Peters, DD Qian, J
Read, Sasao, Schmidt, N Schmitt, van Zeeland, Waring, Webb, Wesche

The second point to emerge from the analysis is that a number of significant influences
who appeared in the 1990 data set can no longer lay claim to this role in the 2020 data.
Some of these authors continue to be cited in the 2020 data, but their influence is a pale
shadow of what it was. Corder, Schouten-van Parreren, Palmberg, and Levenston—all
very significant influences in the 1990 data set—are cited only once in 2020, for example.
Kellerman and Stevick are cited only twice. An interesting case is Aitchison. She was cited
five times in the 1990 data set. In the 2020 data set she is cited 14 times: far more frequently
than she was cited in 1990 but slightly fewer times than the stricter threshold I have used
for the 2020 map (another example of the grade inflation trend that I mentioned earlier.)

This leads us to ask what areas of interest present in the 1990 map no longer have a
presence in the 2020 map. I think we can identify six main areas that were important in 1990,
but seem to be less important in 2020. The most obvious loss is the disappearance of all the
members of Cluster III, Cluster IV, and Cluster VI in the 1990 map (see Figure 1). These
clusters contain a number of sources whose main interest was the practical applications of
vocabulary theory to teaching—Gairns and Redman, and Rudzka, Ostyn, Channell, and
Putseys are particularly important in this context. Also important is the disappearance of
the Scandinavian research group—Palmberg, Phillipson, Haastrup, Faerch, and Kasper—
that strongly influenced the 1990s research on lexical inferencing. Transfer and lexical errors
(Kellerman, Ringbom, and Corder) no longer seem to play a role in the 2020 research. L1
vocabulary development (HH Clark and R Brown) was an important influence in 1990 but
not, it seems, in 2020. None of the members of the psycholinguistics cluster (Cluster II in
Figure 1) met the inclusion threshold for the 2020 map, although this strand of research is
represented by three new sources (de Groot, van Hell, and Kroll) in 2020.

What replaces these historical concerns? Figure 6 shows a spanning tree analysis of
the new sources in the 2020 map, and we can begin to answer this question by identifying
the clusters which emerge in this map.

This map, again, is relatively easy to interpret. The spine of the map runs from left to
right, from Hulstijn through Schmitt to Webb and Cobb. Gephi found 10 clusters in this
data set, but once again we have the problem that a single node dominates the map and
prevents the finer structure from emerging. Schmitt and Webb seem to play the same role
here as Nation did in Figure 3. Gephi did manage to find some interpretable clusters in
this tree, but these clusters are mostly formed of sources who co-author a small number
of frequently cited papers (Wesche and Paribakht 1996; Hulstijn et al. 1996; and Cobb and
Horst 2019, for example). It is possible to disaggregate the single massive cluster dominated
by Schmitt and Webb, and I have reflected this in the way I have drawn the map. However,
the dominant position of Schmitt suggests that what we have here is another case where a
donut map makes more sense than the straightforward spanning tree. Figure 7 shows a
donut map of the newcomers with Schmitt’s co-citations and Webb’s co-citations excluded
from the analysis.
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This mapping is extremely easy to interpret. The core of the map is a set of highly
interconnected hubs. The most significant influence in the map is Hulstijn, followed closely
by NC Ellis, Cobb, Horst, Read, Pellicer-Sanchez, and Peters. The strongest co-citation links
between these central hubs are listed in Table 6.

Table 6. The 15 strongest co-citation links in Figure 7.

Links Weight Links Weight Links Weight

1 Cobb–Horst 40 6 Cobb–Waring 31 11 Cobb–Read 27
2 Paribakht–Wesche 39 7 Hulstijn–Waring 29 12 Cobb–Pellicer-S. 27
3 Cobb–Hulstijn 38 8 Horst–Waring 29 13 Beglar–Read 27
4 NC_Ellis–Hulstijn 37 9 Hulstijn–Peters 28 14 Hulstijn–Paribakht 27
5 Clapham–D_Schmitt 35 10 Horst–Hulstijn 27 15 Peters–Pellicer-S. 27

Gephi’s analysis suggests that there are 11 clusters in this data set, and they can be
straightforwardly identified as the main research trends in the 2020 data set.

Cluster A, the largest cluster focussed on Hulstijn and NC Ellis, seems to consist of
two smaller clusters, one comprised mainly of psychologists whose work has strongly
influenced research on L2 word recognition, the other dealing more specifically with word
recognition by bilinguals.

Cluster B, focussed on John Read, looks like a group of sources interested in depth
of vocabulary knowledge. This cluster also contains a sub-cluster that focusses on word-
associations.

Cluster C, focussed on Pellicer-Sanchez, contains a number of sources who use eye-
tracking as their main methodology.

Cluster D, focussed on Coxhead, is largely concerned with word lists and analyses of
corpora for L2 vocabulary teaching.

Cluster E, focussed on Horst and Waring, is mainly concerned with vocabulary acqui-
sition from reading.

Cluster F is strongly influenced by the coh-metrix approach to learner output.
Cluster G is concerned with modified input for L2 learning.
Cluster H is mainly focussed on measures of vocabulary size.
Cluster I is an L2 reading cluster.
Cluster J is a set of sources that uses Wesche and Paribakht’s Vocabulary Knowledge

Scale as a way of assessing the partial learning of words.
Finally, Cluster K, focussed on Oxford, is a set of sources whose main interest is

learning strategies.
Most readers who are familiar with the current L2 vocabulary research would probably

agree that this map does capture the main trends in the research quite well. However, we
need to bear in mind that a lot of data were eliminated in order for us to reach this plausible
conclusion. See Section 5 below.

An alternative, more nuanced conclusion is that the current research can be seen to be
made up of four main components: we have a core of historically important sources closely
associated with Nation; a more recent core of very significant sources (Schmitt and Webb)
that is very widely co-cited in the more recent research but not in the earlier research; a
number of new sources that act as hubs for a cluster; a number of other, but less influential,
sources. This last group can be split into two smaller groups: a group of older sources
that were significant in earlier maps, whose influence appears to be waning (Corder and
Krashen are good examples of this), and a small group of genuinely new sources whose
importance is on the rise.

What the maps cannot tell us is what kind of temporal trajectory is being followed by
these sources. Clearly the maps do not tell us anything in detail about what is going on
between the two snapshots taken in 1990 and 2020. Some of the research trends identified
in the maps are recent and genuinely new (eye-tracking, for example). Others are long-
standing interests, but the sources that allow them to be identified have changed (de Groot,
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van Hell, and Kroll, for example, replacing Kirsner and colleagues investigating the way
bilingual lexicons are organised). The thirty-year gap between 1990 and 2020 is very large
in research terms, covering several generations of research students. Clearly, more work is
needed to clarify how the field is developing between these two snapshots (Meara 2020).

5. The Other Research

So far, I have discussed the broad patterns of author co-citations in the 2020 data set,
with a particular focus on the role of Nation in shaping the overall structure of this research.
I have also noted that this discussion was based on an analysis of the most frequently cited
104 authors in the 2020 data. It will be obvious, however, that restricting the analysis in this
way means that we are not taking any account of the many other sources that are not cited
to the same extent. Figure 7, for example, takes no account of the sources in the 2020 data
set that are cited fewer than 17 times. The data set actually contains 2601 sources that are
cited more than once, so the mapping in Figure 7 is based on only 4% of the data available
for analysis. In contrast, the 1990 map shown in Figure 1 captured nearly 23% of all the
co-citations that appeared twice or more in the data set, and this makes it much easier to
justify the inclusion threshold—only the very weakest of co-citation links were ignored
in the 1990 map. Clearly, this problem becomes more serious as the data sets get larger,
and the inclusion threshold that gives us about 100 sources excludes an ever-increasing
proportion of the data set.

This difficulty seems to arise because of the grade inflation factor. A particular factor
is that the average number of research outputs cited by a typical paper has exploded since
1990. In 1990, the average number of sources cited in a paper was 25—though many papers
cited fewer than 10 sources. By 2020, this figure had increased to 74, with 17 papers citing
more than 150 authors, and one paper (Sulpizio et al. 2020) citing 673 authors! Partly, of
course this increase comes about simply because there is more research available to be cited,
a significant increase in the number of papers with multiple authors, and the increasing
appearance of meta-analyses, but this is not the whole story. As the number of research
outputs increases, the co-citation statistics are dominated by derivative research, papers
that largely duplicate things we know already, do not use innovative methodologies, and do
not push the boundaries of theory. This type of research tends to cite “the usual suspects”,
sources that lend a certain amount of legitimacy to a paper, but are not necessarily engaged
with. The result is that the co-citation maps become overwhelmed by a canonical list of
sources that are widely cited, but are not truly reflective of the current research fronts.
These features do not entirely invalidate the analysis that I have presented in this paper,
but they do suggest that research fronts in L2 vocabulary research might be more elusive
and harder to recognise than we had expected.

This raises the question whether the conventional practice of working with only the
most frequently cited sources in a data set, producing mappings which take into account
only a hundred of these sources, needs to be rethought. Perhaps we should be looking for
research clusters that meet common objective criteria, rather than the arbitrary thresholds
that underpin maps like Figure 7?

I have not yet managed to find a methodology that could automatically identify and
extract less frequently cited but still interesting clusters in very large data sets. However,
anyone familiar with the entire 2020 oeuvre will realise that there are a number of themes
running through this work which look as though they might be embryonic themes—themes
that are not cited often enough for them to appear in the main mappings, yet nonetheless
capture some important growing topics of interest in L2 vocabulary research. I have
listed some of these themes in Table 7, along with some papers published in 2020 which
exemplify them. Several of these themes represent a substantial amount of research output:
the gaming theme, for instance, appears in at least 10 papers in 2020. Gaming does not
appear explicitly in Figure 7. Had these papers appeared in 1990, however, they would
easily have met the threshold for inclusion in the 1990 map, and gaming would have
appeared in Figure 1 as a very significant research cluster.
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Table 7. A set of topics which frequently occur in the 2020 data set, but fail to meet the threshold for
inclusion in the main analysis.

Topic Examples in the 2020 Outputs

Technology and apps (Enayati and Gilakjani 2020); (Tai et al. 2020); (Obermeier 2020)
Data-driven approaches (Talib 2020); (Lee et al. 2020); (Dang 2020)

Listening vocabulary (Masrai 2020); (Zhang and Graham 2020)
Gestures (Andrä et al. 2020)

Vocabulary Networks (Aotani and Takahashi 2020); (Spätgens and Schoonen 2020)
CLIL (Baten et al. 2020); (Benatti 2020)

Neurolinguistic Approaches (Zhang et al. 2020); (Zeller 2020); (Liu and Hell 2020)
Gaming approaches (Bahari 2020); (Thompson and Gillern 2020)
Trilingual speakers (Chen and Liu 2020); (Efeoglu et al. 2020); (Gudmundson 2020)

Young learners (Alexiou and Milton 2020); (Nordlund and Norberg 2020)
Availability (Akbarian et al. 2020)

Learner Autonomy (Denison and Custance 2020); (Kambakis-Vougiouklis and Katsarou 2020)
Spaced learning (Sararoodi and Farvardin 2020); (Lafleur 2020)

Good vocabulary learners (Sasao 2020); (Nahavandi et al. 2020)
Teaching strategies (Herrera Caldas et al. 2020)

Space does not allow me to follow up this idea here, and we cannot investigate the
characteristics of these sub-threshold clusters in any detail. However, I will be reporting
an analysis that tries to establish objective criteria for identifying clusters of this sort in
a follow-up paper. In the meantime, there is one set of research papers which can be
objectively identified and analysed using the same approach that we used in the previous
section. This is a subset of the 2020 data set that does not cite Nation among its sources.
This work is not marginal, but its relationship to the work that does cite Nation means that
it tends to get overlooked It is instructive to examine how this work differs from the work
we have discussed so far.

The 2020 data set contains a subset of 74 papers which unusually do not cite Nation
among their references. These 74 papers do cite other sources, however—5214 in total, of
which 4468 are cited only once. The distribution of these papers is summarised in Table 8.
The most frequently cited sources in this subset of the data are Schmitt (19 citations); Kroll
(12 citations); van Hell (11 citations); and Bates, Brysbaert, Laufer, and Perfetti (10 citations
each). The overall distribution of these citations is shown in Table 9. What is striking here
is the fact that only two of the very significant influences that we identified in the larger
2020 data set appear in this smaller set (Schmitt and Laufer).

Figure 8 shows this smaller data set as a spanning tree mapping. The map is made
up of 61 sources that are co-cited at least five times in the reduced data set; each node is
connected by an edge to the node it is most frequently co-cited with. The spine of this
mapping is the set of co-citations that link van Hell, Kroll, Bates, Brysbaert, and Schmitt.
The strongest links in the mapping are reported in Table 9.

Gephi’s analysis found eight clusters in this data set.
Cluster A, dominated by van Hell, is made up of sources that are interested in bilingual

lexicons, and use word recognition as their main methodological tool. Cluster B, dominated
by Kroll, shares many of the same concerns as Cluster A, but seems to be more concerned
with productive vocabulary, whereas Cluster A focusses on receptive vocabulary. Cluster B
also makes use of more formal models, notably the Bilingual Interactive Activation model
(Dijkstra et al. 1998). Cluster C is a set of statistical sources that identify methodological
features in Cluster A and Cluster B. Cluster D, dominated by Brysbaert, also seems to be
a methodological cluster. Brysbaert has published a large set of vocabulary size tests for
several different languages, and a number of norms lists which are routinely used by the
sources in Cluster A and Cluster B. The other members of this cluster seem to be interested
mainly in reading behaviour. This theme is also picked up in Cluster F, a group of sources
whose main interest is reading behaviour in young bilingual speakers. Cluster E is a much
reduced set of the influences who appear in Figure 6. The striking feature here is how small
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this cluster is, and how few co-citation links there are between this cluster and the rest
of the map. Cluster F is a small, detached cluster of Canadian researchers who mainly
work on English/French bilinguals. The detached status of this cluster starkly emphasises
the dominance of English language research in all the maps we have discussed so far in
this report.
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Table 8. The number of cases who are cited N times in the not-Nation 2020 data set.

No. Citations 20 19 18 17 16 15 14 13 12 11
No. Cases 1 1 1

No. Citations 10 9 8 7 6 5 4 3 2 1
No. Cases 4 3 4 9 6 32 55 152 478 4468

Table 9. The strongest co-citation links in Figure 8.

Links Weight Links Weight Links Weight

1 Bates–Bolkert 8 6 Kroll–Stewart 6 11 Schmitt–Webb 6
2 Bates–Machler 7 7 Costa–van Hell 6
3 Scheepers–Tily 7 8 Kroll–van Hell 6
4 Bolkert–Walker 6 9 Bates–Brysbaert 6
5 Barr–Tily 6 10 Dijkstra–v Heuven 6

Almost all of the sources identified in Figure 8 will be unfamiliar to researchers
working in the more mainstream L2 vocabulary tradition. Figure 8 strongly suggests
that the research clusters identified in Figure 7 are only part of a much more complicated
research endeavour. Yes, the main bulk of the 2020 research clusters around a small number
of very significant sources, that most researchers in the Applied Linguistics tradition would
immediately recognise, but there exists alongside these sources at least one other “invisible
college”, a set of clusters which is numerically large, intellectually coherent, but to a large
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extent independent of the main research trends identified in Figure 7. The data suggest
that we have two quite separate research traditions here, one where researchers see their
roots in Applied Linguistics research, the other looking more towards psychology. There
is very little direct contact between these two traditions, with almost no overlap in the
sources that they cite, despite a shared set of research questions, particularly an interest in
L2 reading behaviour. There is clearly a case for encouraging closer collaboration between
the two traditions.

6. Conclusions

This paper has presented an interim analysis of the L2 vocabulary research published
in 2020. The introduction to this paper raised a number of questions about how L2 vocabu-
lary research developed between 1990 and 2020. Not all these questions were answered by
the data that I have reported so far, however. The two snapshots discussed suggest that
there have been some major changes between 1990 and 2020—particularly the enormous
growth in research outputs, the huge increase in the number of researchers active in the
field, and the appearance of several new research themes. With only two data points,
it is not possible to present the kind of fine-grained analysis that we would really like.
Work of this type requires much more data than are currently available. In broad terms,
however, we have noted some major changes in the field. Almost all of the authors who
appear in the 1990 map have been replaced by a new generation of researchers, and some
well-established figures no longer appear to be influential in 2020. The field as a whole is
still driven by practical concerns (making L2 vocabulary learning effective, and research
into teaching methods), but much of this work is not cited often enough for it to appear in
the bibliometric maps. Most of the clusters identified in the 2020 map were also present in
the 1990 map, but some have become less central in the intervening years: the distinctive
Scandinavian approach to vocabulary acquisition that we identified in the 1990 map seems
to have disappeared, and the concern with word frequency identified by cluster IX in
Figure 1 no longer seems to be important in the more recent maps. The Carter/McCarthy
corpus sub-cluster in Figure 1 seems to have morphed into to a more general concern with
phraseology (Cluster D in Figure 7). The more recent maps show a heightened use of
standardised research tools (notably Wesche and Paribakht’s Vocabulary Knowledge Scale
and the several re-workings of Nation’s Levels Tests). Some methodological innovations
are also apparent—notably, the appearance of eye-tracking research. An important recent
development is the appearance of a lot of neuro-linguistic research that uses clinical meth-
ods such as fMRI scanning and event-related potential (ERP) studies. This work is not yet
cited often enough for it to appear as a separate cluster in the significant influences map,
but it is clearly a trend that will play a large role in future maps.

The main characteristic of the 2020 data set is the dominant position of Paul Nation:
Nation is particularly strongly cited by authors whose main interest lies in vocabulary
teaching, but not exclusively so. Among the top 104 most frequently cited authors, nearly all
are co-cited with Nation. On the other hand, we also have a small number of authors who
do not cite Nation in their own papers, notably sources working on L2 word recognition
and some aspects of L2 reading. These sources have all the characteristics of an “invisible
college”—they make up a rich, strongly structured set of influences with a distinctive
approach to L2 vocabulary acquisition. However, they do not have much of a presence in
our main analysis of the 2020 data set, and they are not easily identifiable as a thematic
cluster in Figure 6.

This is not a new phenomenon. Most of my earlier maps—covering research before
1990—included a cluster of sources that would probably identify themselves as psycholo-
gists rather than linguists, and there has always been a tendency for these sources not to be
co-cited with mainstream L2 research. Sadly, there have been few attempts to bridge the
growing gap between these two traditions. (One early, but largely unsuccessful attempt
at bridge building can be found in Schreuder and Weltens 1993). In the 2020 data set, it
looks as though the psycholinguistic theme in L2 vocabulary research is continuing to
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develop as an independent research tradition which has only tenuous connections with
the mainstream Applied Linguistics approach to L2 vocabulary research. Given that both
traditions are concerned with a set of common interests, this cannot be a good thing, and
there must be a strong case for a closer collaboration in future.

One particularly important characteristic of the psycholinguistic research is the way
that it uses formal models of L2 lexical processing. Mainstream Applied Linguistics L2
vocabulary research relies much more heavily on informal, metaphorical models, such as
Aitchison’s “gigantic multi-dimensional cobweb” metaphor (Aitchison 1987, p. 72). Serious
modelling is almost completely absent from the mainstream Applied Linguistics research,
but the maps I have presented here suggest that modelling approaches might provide a
way to inject some important new ideas into the field by forging new co-citation links
between otherwise disparate research clusters.

Finally, this paper has pointed out some problems that appear when we try to conduct
historical research using co-citation methods. “Grade inflation” over a 30-year period is a
serious issue which makes it difficult to draw direct comparisons between work produced
in the 1990s and more recent research. It is also unclear whether some of the operating
assumptions developed by earlier researchers can be easily applied to the much larger
data sets that are typical in more recent research. In particular, we noted that the practice
of drawing maps based on the most-cited 100 sources becomes increasingly contentious
when more and more sources are ignored because an arbitrary inclusion threshold has been
adopted. I think this problem might be resolved by developing a set of objective criteria for
identifying clusters in the citation data sets, but work of this sort lies beyond the scope of
this paper. Much the same might be said for the spanning tree maps that I have used in this
report. These trees are easy to read and interpret, but this simplicity is achieved at a cost:
the spanning trees display only the very strongest links in the data set, and they do not
display the weaker links that exist between sources. This means that they tend to prioritise
the status quo rather than the cutting edge of research. Spanning trees may not be a good
solution to the problem of how to map the complexities of a rapidly developing field rather
than a static one. Again, a solution to this problem lies outside the scope of this paper. I
would be happy to share my extensive data sets with any colleagues who can think of a
better solution.
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Note
1 Sharp-eyed readers will notice that I have included only 51 sources in this mapping, rather than the conventional 100. I did try to

draw convincing maps using 104 nodes, but almost all the additional nodes were most strongly co-cited with Nation, and the
resulting tree was almost impossible to read.
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