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Abstract: Background: The number of publications in supply chain management (SCM) and artificial
intelligence (AI) has risen significantly in the last two decades, and their quality and outcomes vary
widely. This study attempts to synthesise the existing literature in this research area and summarise
the findings regarding barriers, drivers, and social implications of using AI in SCM. Methods: The
methodology used for this meta-study is based on Kitchenham and Charters guidelines, resulting
in a selection of 44 literature reviews published between 2000 and 2021. Results: As a summary of
the results, the main areas of AI in SCM were algorithms, followed by the Internet of Things (IoT).
The main barriers to AI adoption in SCM are change management, existing technical limitations,
and the acceptance of humans for these techniques. The main drivers of AI in SCM are saving costs
and increasing efficiency in combination with reducing time and resources. The main social factor is
human–robot collaboration. As a result, there will be a decreased amount of labour needed in the
future, impacting many existing jobs, especially in low-income areas. Conclusions: Therefore, it is
essential for organisations that implement new technology to start as early as possible to inform the
organisation about the changes and help them successfully implement them. It is also important
to mention that constant learning and improvement of the employees are critical for adopting and
successfully using new AI tools. Before investing in new technology, a solid Return on Investment
calculation (ROI) and monitoring costs and value are critical to transforming the business successfully.

Keywords: supply chain management; SCM; artificial intelligence; AI; SCOR

1. Introduction

The world has globalised over the last decades, and with this movement, today’s
supply chains (SC) are highly complex networks with many partners involved in producing
products. As we have seen in recent years, especially in 2021, all the SC disruptions and
shortages are caused by various reasons. One example is the blocked container ship in
the Suez channel, and another one is the COVID lockdowns that resulted in a rethinking
of workers and applying for new jobs [1–3]. Therefore, in 2021, companies in critical
sectors such as warehousing struggled to attract and retain workers [4]. This causes
issues at the loading port, transport, and unloading port. To ensure an efficient, effective,
and more sustainable circular SC, it is mandatory that applications and tools handle this
complexity [5,6].

Papers published in AI, SCM, and a combination of both have increased highly over
the last few years, and, therefore, the published systematic literature reviews (SLR) have
also increased. In addition, there is an increasing interest in AI itself and AI in SCM.

The quality of the SLRs varies, and so do the reasons why companies and studies
successfully implement and use AI in SCM. This research aims to identify barriers, drivers,
and social implications of AI in the SC. In more detail, the main barriers and drivers
mentioned in the SLRs should be defined and how often they are mentioned. This helps
companies to avoid traps and successfully implement AI tools. In addition, the study
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focuses on identifying the AI tools used in SCM and what limitations and recommendations
have been put forward for research and practice.

The paper is structured as follows: Section 2 includes the background of the study and
an explanation of the terms used in this study. Section 3 outlines the adopted methodology.
Section 4 presents the findings and the analysis. Section 5 highlights the limitations, and
finally, Section 6 states the future research direction and conclusion.

2. Background of the Study

This section analyses the actual research state and the relevant background knowledge.
It opens with an overview of the state of research, followed by a summary of the different
SC domains used in the various SLRs with an explanation. Then, the supply chain reference
model (SCOR) is explained to give the process framework for the analysis. Then, AI is
explained in the context of the SC, and a summary of the algorithms used in the SC is shown.

2.1. State of the Research

New technological innovations in the SC area seem to be game changers for many
companies. Nozari et al. introduced AI of Things (AioT) to use computers instead of
humans to control machinery and increase production speed, but some of the significant
challenges are proper infrastructure, security, and knowledge [7].

Various authors state that AI in SCM will give companies visibility from the raw
material to the end consumer with a shorter time to take corrective actions and make
decisions [8–10].

By implementing AI, companies can effectively streamline sourcing, making and
delivering their products, including increased prediction of maintenance, planning, and
scheduling, and reduce the bullwhip effect [11–13]. In addition, AI can support specific
industries such as food and beverage to improve the previously mentioned topics and
increase product quality and trust [14,15].

On the other hand, studies conclude that SC performance cannot be improved by
investing in advanced technologies alone. Instead, improvement requires SC participants
to be willing to share accurate and complete information and account for SC disruptions
quickly to make the SC more cooperative and effective [16,17]. In addition, automation
triggers employees’ fear of losing their jobs which causes resistance [18].

2.2. Supply Chain Domains

An overview of the different SCs mentioned in the SLRs with an explanation are
outlined in Table 1.

Table 1. Supply chain domains and explanation.

Supply Chain Domains Explanation

Supply Chain 4.0
SC 4.0 is a transformational and holistic approach to SCM

that utilises Industry 4.0 disruptive technologies to streamline SC processes, activities, and
relationships to generate significant strategic benefits for all SC stakeholders [19].

Supply Chain 5.0

SC 5.0 seeks to keep more value by pursuing a mass personalisation of products and
services. Additionally, intelligent robots and systems will influence SCs to an

unprecedented level pointing out that SC 5.0 is a trend that will involve three main
perspectives: collaborative work between humans and robots (cobots), mass customisation

and personalisation to customers, and a super-smart society (Society 5.0) [20].

Self-thinking Supply Chain

There is high connectivity between cyber systems and physical objects in the self-thinking
SC through IoT. IoT technology is ubiquitous by deploying sensors, short and long-range

networks, and Internet-enabled applications. Quintillions of data are generated, stored, and
analysed through IoT and AI in real-time. This enables continuous SC performance

monitoring and early identification and management of potential risks [21].
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Table 1. Cont.

Supply Chain Domains Explanation

Digital Supply Chain
The digital SC has been referred to as an intelligent, customer-centric, system-integrated,

globally connected, and data-driven mechanism that leverages new technologies to deliver
beneficial products and services that are simpler and more inexpensive [22].

Circular Supply Chain

The coordinated forward and reverse SCs via purposeful business ecosystem integration for
value creation from products/services, by-products, and valuable waste flows through

prolonged life cycles that improve the economic, social, and environmental sustainability of
organisations [23,24].

Green/Sustainable Supply Chain

The management of material, information, and capital flows as well as cooperation among
companies along the SC while taking goals from all three dimensions of sustainable

development, i.e., economic, environmental, and social, into account, which are derived
from customer and stakeholder requirements [25].

Flexible Supply Chain (FSC)
Flexible SCs meet unplanned or unplannable solutions, especially finding creative solutions.

Their main features are flexibility, problem resolution ability, speed, and innovation
measures [26].

Agile Supply Chain (ASC)

Agility in the SC is defined as responsiveness and readiness to change in a volatile market,
where this strategy is exclusively demand-driven. Agile SCs are based on customer demand
sensitivity, even under demand volatility. SC agility is defined as “the ability of the SCs as a
whole and its partners to promptly align the network and its operations to the dynamic and
violent requirements of the demand network”. With this premise, the fundamental drivers

of an agile SC are cost, efficiency, and speed [27–29].

Lean Supply Chain
(LSC)

LSCs are characterised by high volume, low variety, low cost, predictable demands and lead
times, reliability, and low risk. Agile SCs are designed for responsiveness and for launching

new products in the market before competitors. Their main characteristics are a rapid
response to unpredictable conditions, available capacity, flexible scheduling, and fast

decision-making and delivery [30].

2.3. Supply Chain Operational Reference Model (SCOR)

The SCOR describes a general business process between a company and the actors
in an inter-company value chain and deals with the flow of goods, information, and
payment. It was developed by the non-profit organisation APICS Supply Chain Council in
the mid-1990s and is regularly adapted and used as a standard for research and seminars
on SCM [31].

SCOR is a process reference model with the purpose of a process reference model
or business process framework visualized in Figure 1, to define process architecture that
aligns with essential business functions and goals. The architecture here references how
processes interact and perform, how these processes are configured, and the requirements
(skills) of staff operating the processes [31].

The SCOR reference model consists of four major sections:

• Performance: Standard metrics to describe process performance and define strategic goals.
• Processes: Standard descriptions of management processes and process relationships.
• Practices: Management practices that produce significantly better process performance.
• People: Standard definitions for skills required to perform SC processes [31].
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2.4. Artificial Intelligence (AI)

AI can be interpreted in many different ways. John McCarthy, one of the innovators of
AI, defined AI as the science of constructing intelligent machines. From today’s perspective,
this definition is insufficient to do justice to the subject area. A generally accepted definition
is not yet available, but somewhat more accurate would be the following definition [32]:

AI deals with methods that enable a computer to solve tasks/problems that require
intelligence similar to humans.

There are different views and opinions on how the topics and sub-topics of AI can be
organised. For this work, the in Table 2 explained structure was used.

Table 2. Topics and sub-topics of AI.

Topic of AI Sub-Topic Explanation

Planning Planning and scheduling and
optimisation

AI planning explores using autonomous techniques to solve planning and
scheduling problems. A planning problem is when we have some initial starting
state, which we wish to transform into the desired goal state by applying a set of

actions [33].

Robotics

Intelligent agents/agents/software
assistant/bots

Agents are programs that can make decisions or perform a service based on
their environment, user input, and experiences. Intelligent agents or robotic

process automation (RPA) may also be referred to as an agent or a bot, which is
short for a robot.

An expert system equipped with automatic software agents and bots can
perform routine tasks such as workflow processing, automated email query
processing, scheduling systems, data acquisition from online sources, and

automated inventory replenishment [34].

Physical motion and manipulation

Robotics focuses on designing systems and machines to automate tasks that are
difficult for humans to perform repetitively or efficiently. This can be observed
where many branches of AI have a role—including vision, speech recognition,

and expert systems—to replicate and boost human capabilities to achieve
exponential system productivity. Systems mimic and eventually replace human
intelligence by learning and interacting with the external environment [8,35,36].
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Table 2. Cont.

Topic of AI Sub-Topic Explanation

Machine learning (ML)

Supervised learning

Supervised learning is the accessibility of explained training data. The name
refers to the idea of a ‘supervisor’ that instructs the learning system on the labels

to associate with training examples. Typically, these labels are class labels in
classification problems. Supervised learning algorithms stimulate models from

these training data, which can be used to classify unlabelled data [37].

Semi-supervised
Semi-supervised learning addresses this problem using many labelled and
unlabelled data to create better classifiers because semi-supervised learning

requires less human effort and gives higher accuracy [38].

Unsupervised learning

Unsupervised learning utilises ML algorithms to evaluate and cluster unlabelled
datasets without human intervention. An artificial neural network orients itself

to similarities within different input values. In unsupervised learning, the
computer independently recognises patterns and structures within the input

values [39].

Reinforcement learning

Reinforcement learning is a series of methods in which a software agent
independently learns a strategy. The goal of the learning process is to maximise
the number of rewards within a simulation environment. During training, the

agent performs actions within this environment at each step and receives
feedback on each action [40].

Deep learning

Deep learning originated from the ANN approach, in which feedforward neural
networks combined with many hidden layers are thought of as deep neural

networks. Deep learning comprises trivial but nonlinear processing units that
each transform the representations or features from one to another level. Thus,
the deep learning approach is a representation-learning method that discovers

multiple levels of representations from low- to high-level features [41–43].

Natural language
processing (NLP)

Text generation/
Question answering/

Information extraction/
Classification/

Machine translation

Natural language processing (NLP) is an area of research and application that
explores how computers can be used to identify and control natural language

text or speech to do valuable things [36]. NLP researchers aim to learn how
humans understand and use language to develop appropriate tools and

techniques to make computer systems understand and manipulate natural
languages to perform desired tasks [44].

Sentiment analysis/opinion mining Sentiment analysis/opinion mining analyse opinions, moods, ratings, emotions,
and attitudes based on written language [45].

Speech recognition

Speech-to-text
Text-to-speech (TTS) and automatic speech recognition (ASR) are two popular
tasks in speech processing and advances in deep learning. The state-of-the-art

TTS and ASR systems are mainly based on deep neural models [46].

Text-to-speech

ASR is the technical adaptation of speech analysis to interpret human speech
automatically. Automatic speech recognition includes recognising speech,
keywords, and sentences and their meaning and identifying a speaker for

security-relevant functions such as authorisation [47].

Perception

Computer vision (CV) or Machine
vision (MV)

Computer vision deals with a high-level understanding of digital images or
videos. Computer vision tasks include acquiring, processing, analysing, and
realising digital images and extracting data from the real world to generate

numerical or symbolic information, e.g., in the form of decisions [48–50].

Computer audition (CA)

CA deals with representation, transduction, grouping, musical knowledge, and
general sound semantics to perform intelligent operations on audio and music

signals by the computer. Technically, this requires a combination of signal
processing, auditory modelling, music perception and cognition, pattern

recognition, ML, and more traditional AI methods for musical knowledge
representation [51,52].

Expert systems Logic and probability theory/
Ontologies

An expert system is a computer system copying the decision-making ability of a
human expert. Expert systems solve complex problems through bodies of
knowledge, represented mainly as if-then rules rather than conventional

procedural code. There are five types of expert systems called fuzzy expert
systems, rule-based expert systems, frame-based expert systems, neural expert

systems, and frame-based expert systems [53–55].

2.5. Commonly Used Algorithms and AI Concepts in Supply Chain

To create artificial intelligence, a computer algorithm is needed. We encounter an
algorithm at every turn in mathematics, for example, when solving a system of linear
equations [56].
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For this work, the following definition of an algorithm is used:
An algorithm is a complete, precise, and finite description, written in a notation or

language with an exact definition, of a stepwise problem-solving procedure for determining
sought data objects (their values) from given values of data objects, in which each step
consists of several executable, unambiguous actions and an indication of the next step [57].

Therefore, an algorithm is an instruction or a problem-solving procedure that shows
how a task can be solved. To satisfy the instruction, some inputs are necessary. The
algorithm must be generally valid, executable, efficient, understandable, unambiguous,
and correct. Furthermore, it must be finite [57].

The Table 3 below is an overview of used algorithms in the SC extracted from the SLRs.

Table 3. Commonly used algorithms.

Commonly Used Algorithms in the Reviewed SLRs

A branch-and-cut algorithm Bayes approach/Bayesian
algorithms Dynamic programming K-means clustering

Adaptive-network-based fuzzy
inference (ANFIS)

Blief-desire–intention software
model (BDI) Dynamic pricing algorithm K-nearest neighbours (kNNs)

Ant Colony Optimization Case-based reasoning (CBR) Feedforward neural network Linear regression

Artificial Immune system (AIS) Convolution Neural Network
(CNN) Fuzzy logic Logistic regression

Artificial Neural network (ANN) Crawler algorithm Gaussian Processes Classifier Long Short Term Memory (LSTM)

Auction based algorithm
Decomposition-based-multi-

objective evolutionary
algorithms

Generalised Regression neural
network (GRNN) Markov decision process (MDP)

Backpropagation Dimensionality reduction
algorithm Generic algorithm (GA) Memetic algorithm

Random forest Dinkelbach algorithm Heuristic Mixed-integer nonlinear
programming

Robust optimisation Support vector machine (SVM)
Seasonal auto-regressive

integrated moving average
(SARIMA)

Monte Carlo (MC) algorithm

Rough set theory Swarm optimisation algorithm Simulated Annealing Online analytical processing
(OLAP)

Rule-based learning algorithm Tabu search (TS) Singular spectrum analysis (SSA) Petri nets (PT)

Structural equation modelling
(SEM) TIMIPLAN algorithm State-action-reward-state-action

(SARSA) Stochastic programming

3. Methods

An SLR follows quality procedures and a specific review protocol to choose relevant
studies. The information is extracted and analysed from the selected studies to answer
the research questions. It is possible to conduct a meta-study in domains where several
systematic reviews exist. A meta-study or tertiary study is an SLR of SLRs to answer
additional research questions [58]. A tertiary review utilises the same methodology as
a standard systematic literature review. This research is based on SLR guidelines from
Kitchenham et al. [59,60].

3.1. Research Question

Kitchenham et al. recommended questions for all tertiary studies [61]. RQs 1–3 are
referred to as this. In addition, more specific questions this study aims to answer are the
RQs 4–6.

RQ1: What is the quality of the SLRs?
RQ2: What research areas are addressed in the SLRs on AI in SCM?
RQ3: Which individuals, organisations, and publication venues are most active in the
research on AI in SCM?
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RQ4: What are the barriers and drivers to AI adoption in SCM?
RQ5: What importance is placed on human and social factors in AI applications in SCM?
RQ6: What recommendations are made for future research on AI in SCM?
RQ7: What role does the SCOR model play, and which area of the SCOR model was used
for the research?

The first RQ will help to determine which of the SLRs has the highest quality. To make
a solid rating, factors such as the publisher’s reputation, the journal impact factor (JIF),
the role of AI and SCM, and the quality of the RQs and the used studies were considered.
Considering the quality, the methodology and the SLR guidelines, combined with the
analysis method, were used to identify high-quality studies. In total, 12 quality questions
were assigned, which can be found in Section 3.4.

RQ2 should answer the question of what areas of AI are mentioned in the studies
and what are the most important ones. RQ3 should answer the question about the most
influential individuals and organisations participating in that research. RQ4 is one of the
main questions in this paper, which should answer the most important drivers and barriers
to AI in SCM. This will also help identify what companies should do to leverage AI and
what things should be avoided. People play a central role in SCM and logistics; RQ5
should provide more insights into social and human factors that benefit companies. RQ6
is intended to provide recommendations for future research areas and give scientists a
perspective on the areas on which they should focus. Finally, RQ7 is intended to provide
information on whether and how the industry standard model is used in the scientific
world. All questions help to understand which AI tools should be used in companies,
how to avoid obstacles and the main reasons for using AI in SCM. Companies can use
this information to implement new AI technologies successfully. The scientific community
participates in a summary of the most important topics for future research.

3.2. Search Strategy

One initial search was performed on the 24 August 2021 using the Mendel University
search facilities. The MENDELU searches over 200 library databases, including Scopus.
Several iterative checks were done by analysing alerts from different publishers such as Web
of Science, Scopus, Wiley, and Springer with the same search criteria. This study followed
a formal approach to identify the studies involved in the systematic review. Finally, the
collected studies were analysed on numerous variables to capture a complete picture of AI
applications in SCM. The search string is shown in the Table 4 below:

Table 4. Search strings used in the library databases.

Search Stings

(systematic review OR “Systematic literature review” OR “systematic map” OR “systematic
mapping” OR “mapping study” OR “scoping review” OR “meta-analysis”) AND (“artificial

intelligence” OR”AI” OR “machine learning” OR “neural network” OR “robot” OR “intelligent
agent” OR “deep learning” OR “Industry 4.0”) AND (“Supply Chain” OR “Supply Chain

Management” OR “SCM” OR “SCOR” OR “Supply Chain Reference Model”)

3.3. Selection Process

The selection process is shown in Figure 2. Process flow of paper selection.
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The initial search resulted in 358 SLRs on AI in SCM published between 2000 and 2021.
After evaluating the abstracts and utilising the exclusion criteria in Table 5, 44 papers were
selected for advanced analysis (step 3). The iterative forward search was done based on alerts
for newly released papers using the search string to ensure new papers will be gathered and
included in the work. Alerts were set up for Scopus, Web of Science, Google Scholar and
Wiley. After applying exclusion criteria, reading abstracts, and determining duplicates (step 4),
ten additional papers were found for this work. Finally, after applying the quality assessment
described in Section 3.4, 44 publications could be used for further analysis.

Table 5. Inclusion and exclusion criteria for SLRs.

Inclusion Criteria Exclusion Criteria

1. Studies published after 1.1.2000
2. The published language is English
3. Publication type is a journal article/conference proceeding
4. Studies directly related to AI in the SCM
5. SLR, scoping studies and mapping studies.
6. Studies that consider AI in the context of SCM topics

related to one of the SCOR models. e.g., Enable, Source,
Make, Deliver, Return

7. Studies considering AI in the broader context of SCM such
as SC risk management, logistics, and SC planning.

8. Studies that consider AI as an enabler for SCM functions,
e.g., robots, swarm technology, ML, MV

1. Duplicated entries in the search
2. Publications where only abstract is available
3. Non-peer-reviewed
4. Non-SLRs
5. Papers not related to SCM, even if AI technology is used
6. AI technology, but not linked to SCM

3.4. Quality Assignment

Twelve quality assessment questions were prepared to assess the reliability, relevance,
and consistency of the 44 studies obtained in step 4 of the selection process (Figure 2,
Table 6):

1. Is the publisher reputable? e.g., Elsevier, Taylor and Francis, Emerald, and Springer
were considered among the top publishers.

2. What is the journal impact factor (JIF) of the journal where the paper is published?
3. Role of AI in the review? e.g., primary technology under consideration, one of the

two (or many) technologies considered
4. What type of review has been performed?
5. Are the research questions clearly defined?
6. Has the number and quality of primary studies been reported?
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7. Were the search strings reported, and in how much detail do they describe the AI and SCM?
8. How many online databases were searched?
9. Are years covered in the review known?
10. Have specific SLR guidelines been reported to be followed during the review?
11. Has the data analysis method been described?
12. What role has the SCOR model played in the review? E.g., was it only related to a

specific SC area such as Enable, Source, Make, Deliver, or Return?

Most of the questions rely on the SLR guidelines [60,62]. The first two questions are
added for credibility and the aspects of relevance for the scientific community. The quality
score of the reviews was calculated using the following schema: 1 = yes, 0.5 = partial, and
0 = no. The scoring is based on [63].

Table 6. Quality ranking criteria.

Q Quick Info Yes (1) Somewhat (0.5) No (0)

1 Publisher reputable Top publisher Reputable open access
and professional bodies Others

2 Journal impact factor
(IF) Ten or more Three or more, less

than ten Less than three

3 Role of AI in the review Primary One of the two main
techniques compared One of many techniques

4 Type of review SLR Mapping or scoping
study Others

5 Clear definition of RQs Yes

Could be derived
No, but the objectives

of the review are
implicit

No

6 Number and quality of
primary studies All peer-reviewed Not all peer-reviewed No

7 Search string reported Yes (3 or more terms) Yes (1–2 terms) No

8 How much databased
were searched Three or more Two or less Not reported

9 Years covered in the
review Yes Could be derived No

10 Specific SLR guidelines Yes No, but the review was
based on existing SLRs No

11 Has the data analysis
method been described Yes Could be derived No

12 Role of SCOR SCOR areas fully used Only a few of SCOR
areas used No SCOR areas used

13 Role of SCM Primary One of the two main
techniques compared One of many techniques

Based on the ranking criterias mentioned in Table 6 the overall score was calculated as
a sum of the 12 questions. The results varied between 3 and 11.5, and the average lay at
8.83 with a variance of 4.64.

3.5. Data Extraction and Analysis

The information was extracted from the selected 44 papers and read, interpreted,
summarised, and analysed with MaxQDA:
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• SLR-related information: publisher, type of review, online databases, number of
studies, years covered, SLR guidelines, search strings, data analysis method, and
research questions.

• Bibliographic information such as abstract, citation, title, publication year, publication
type, publication title, and keywords

• RQ-related information: AI usage, AI types and methods, used algorithms, SCOR
model used, related SCM area, main findings, barriers of adoption of the AI in SCM,
drivers for AI adoption, recommendations, and future research area.

4. Analysis and Findings

In this section, the data extraction results are described in graphical and tabular form
and reviewed in the context of the RQs.

4.1. RQ1: What Is the Quality of the SLRs?

A total of 44 SLRs on AI in SCM were found with an overall average quality score of
8.42. The maximum reachable score is 13, but none of the SLRs reached this. A total of 29
(65.91%) papers had a higher score than the medium of 8.42. The paper with the lowest
score had 3.

In Figure 3, there is not a clear trend of increasing interest. For example, there are
two studies in 2008 and 2009 and the next four in 2017, with an eight-year break. In 2020
16 SLRs were published, with a 220% increase from 2019. However, in 2021, there was a
decrease of around −31%, which is unclear because the overall publications in AI and SCM
have constantly been increasing over the last years.
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The quality per SLR is shown in Figure 4. Overall, the total number of primary studies
taken into account in the reviews was 7089, with the limitation that no exact number of
primary studies was mentioned for two SLRs. The top four papers had a large number of
primary studies with 836 (SLR 22), 698 (SLR 28), 689 (SLR 42), and 620 (SLR 3). This is due
to the reason that the scope was extensive for all of these studies. SLR 22 focuses on AI in
manufacturing, which has a comprehensive approach. SLR 28 and 42 focus on Big Data
combined with AI, SCM, and IoT. SLR 3 includes Industry 4.0.
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A total of 9 out of the 44 SLRs (20%) did not describe the source of the SLR guidelines.
The majority (22 SLRs = 50%) of the reported guidelines used the works of Tranfield, David;
Denyer, David; Smart, Palminder et al. [64,65].

4.2. RQ2: What Research Areas Are Addressed in the SLRs on AI in SCM?

The topic algorithm was mentioned in 37 (84%) papers, and one or many algorithms
were named. In 29 (66%) of the papers, Internet of Things (IoT) and 24 (55%) ML topics
were mentioned or used. IoT focuses on connecting different objects inside the SC to
communicate and transmit information that can be used for further processing. ML can
then use this massive amount of data to find patterns and analyse them based on the needs.
A total of 21 (48%) papers discussed expert (ES) and agent systems (AS). On the lower end,
there were 15 papers (34%) on planning, 12 papers (27%) on robots, and 11 papers (25%) on
natural language processing (NLP) and Machine vision (MV). In 5 papers (11%), speech
recognition (SR) was used. Table 7 gives an overview of AI topics per SLR.

Table 7. AI of previewed SLRs.

No A IOT P RO VI SR ES NLP ML AS BD

P1 [66] Y
P2 [67]
P3 [68] Y Y Y Y Y Y Y Y Y Y Y
P4 [69] Y Y
P5 [70] Y Y Y Y Y Y
P6 [34] Y Y Y Y Y Y Y Y Y
P7 [71] Y Y Y Y
P8 [30] Y Y
P9 [72] Y Y Y

P10 [73]
P11 [74] Y Y Y Y Y Y
P12 [75] Y Y Y
P13 [76] Y
P14 [77] Y Y Y
P15 [78] Y Y Y Y Y Y
P16 [10] Y Y Y Y Y
P17 [8] Y Y Y Y Y Y Y Y Y Y
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Table 7. Cont.

No A IOT P RO VI SR ES NLP ML AS BD

P18 [79] Y Y Y
P19 [80] Y Y Y Y
P20 [81] Y Y Y Y Y Y Y Y Y Y
P21 [82] Y Y Y Y
P22 [83] Y Y Y Y Y Y Y Y Y
P23 [84] Y Y Y Y
P24 [85] Y
P25 [86] Y Y Y Y Y
P26 [87] Y Y
P27 [22] Y Y Y
P28 [88] Y Y Y
P29 [89] Y Y
P30 [90] Y Y Y Y Y Y
P31 [91] Y Y Y
P32 [92] Y Y Y Y
P33 [93] Y Y Y Y Y Y Y
P34 [21] Y Y Y Y Y Y Y Y
P35 [94] Y Y Y Y Y Y
P36 [20] Y Y Y Y Y Y
P37 [95] Y Y Y Y Y Y
P38 [96] Y Y Y Y
P39 [97] Y Y Y Y Y Y Y
P40 [98] Y Y Y
P41 [99] Y Y Y Y Y Y Y

P42 [100] Y Y Y
P43 [19] Y Y Y Y Y Y

P44 [101] Y Y Y Y Y

A = Algorithms, IOT, P = Planning, RO = Robotic, VI = Vision, SR = Speech recognition, ES = Expert System, NLP
= Natural language processing, ML = Machine learning, AS = Agent system, BD = Big data.

4.3. RQ3: Which Individuals, Organisations, and Publication Venues Are Most Active in the
Research on AI in SCM?

As visualized in Table 8, there is no clear picture of preferred journals to publish the
SLRs in—five papers (11%) were published in Computers and Industrial Engineering. The
focus on the journals is not clear to technology or the SC. From a publisher perspective
(shown in Table 9), around 41% of the publications were in Elsevier, followed by Taylor
and Francis with 23%, Emerald with 14%, and Springer with 11%.

Table 8. Number of SLRs per journal.

Number of SLRs per Publication Count of
Title In%

Computers and Industrial Engineering 5 11.36%
Benchmarking: An International Journal 3 6.82%

International Journal of Production Research 3 6.82%
Technological Forecasting and Social Change 2 4.55%

Supply Chain Management: An International Journal 2 4.55%
Production Planning and Control 2 4.55%

International Journal of Logistics: Research and Applications 2 4.55%
Other journals with count one 25 56.82%

Total 44 100.00%



Logistics 2022, 6, 63 13 of 22

Table 9. Number of SLRs per publisher.

Row Labels Count of Title In%

Elsevier 18 40.91%
Taylor and Francis 10 22.73%

Emerald 6 13.64%
Springer Science 5 11.36%

MDPI 2 4.55%
NA 1 2.27%

IEEE Xplore 1 2.27%
GrowingScience 1 2.27%

Grand Total 44 100.00%

From the years covered in each SLR, there were five papers without any relation to
how many years are covered. For two, we only had a starting date but no end date. The
paper (SLR16), with the earliest starting date, started in 1950 and has total coverage of
68 years. The majority of the papers considered the years between 2000 and 2018.

To identify the most active individuals and authors, an enhanced search on the ref-
erences of the papers has been executed with a program called citationschaser in combi-
nation with citavi. The main contributors are mentioned in Figure 5. The results were
5381 references based on the 44 papers analysed. A total of 184 citations were without an
author. Furthermore, 11,770 authors have contributed to the research topic, and the top
authors with 15 or more contributions are in the figure below. The author with the most
contributions is Gunasekaran Angappa, with 65 contributions to the selected papers.
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The 5381 papers covered a range of 78 years total, whereby 95% of the primary studies
were published between 2000–2021.

4.4. RQ4: What Are the Barriers and Drivers to AI Adoption in SCM?

Table 10 papers mentioning barriers and drivers shows an overview of the papers in
which we can find barriers and drivers. Figures 6 and 7 summarise and categorise the main
barriers and drivers to AI adoption in SCM. The categorisation is based on an iterative
screening process done by the authors. The main barriers and drivers are related to process
and cost-relevant aspects.
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Table 10. Papers mentioning barriers and drivers.

Topic Papers Mentioning the Topic

Barriers
P5 [70]; P6 [34]; P7 [71]; P9 [72]; P11 [74]; P12 [75]; P14 [77]; P15 [78]; P16 [10];
P17 [8]; P18 [79]; P20 [81]; P21 [82]; P23 [84]; P24 [85]; P25 [86]; P27 [22]; P31 [91];
P32 [92]; P33 [93]; P34 [21]; P35 [94]; P36 [20]; P37 [95]; P40 [98]; P41 [99]; P42 [100]

Drivers
P4 [69]; P5 [70]; P6 [34]; P7 [71]; P9 [72]; P11 [74]; P14 [77]; P15 [78]; P16 [10];
P18 [79]; P20 [81]; P21 [82]; P22 [83]; P24 [85]; P25 [86]; P27 [22]; P30 [90]; P32 [92];
P33 [93]; P34 [21]; P35 [94]; P37 [95]; P39 [97]; P41 [99]; P42 [100]Logistics 2022, 6, x FOR PEER REVIEW 17 of 25 
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One of the main barriers mentioned in 17 SLRs is change management. Ng et al.
mentioned that implementing AI requires good organisation and good development to be
successful [34]. Pournader et al. mention that firms must recognise the role of SC partners
and cross-organisational processes when developing AI and stop thinking in silos [8]. Yang
et al. stated that changes in the workflow and business process, which cause internal
resistance, need to be managed, and the support of the top management is essential to
overcome the internal resistance [84].

The second barrier mentioned in 13 papers is related to technical limitations. Sharma
et al. state that even if a large amount of data is generated, it is useless unless it is organised,
understood, and meaningful. Therefore, good data analysis tools are needed [84]. Ben-Daya
et al. analysed that issues with the technology such as Internet scalability, identification and
addressing, heterogeneity of data, and computation efficiency in combination with actual
technological limitations are significant issues [85]. Twelve SLRs discuss human acceptance
as a barrier. Automation and implementation of AI in the SC heavily rely on humans. The
lack of expertise combined with a lack of knowledge and willingness to implement new
things is a barrier to implementing and integrating AI in SCM [10,20,34,79,91]. Eight SLRs
mention security and privacy as a barrier to AI adoption. They are mainly related to data
security, data access, data storage, data ownership and use of the data in combination
with non-technical barriers such as the lack of policy regulations on the use of data. In a
connected, open world, the doors for less security and privacy are wide open [78,85,97].
Other barriers mentioned in various papers are barriers to technical standards, knowledge
of the employees, availability, usability and availability of data, and the high efforts to
implement and document robust solutions.

In 27 of the 44 papers, different drivers for AI in SCM are mentioned. The biggest
driver mentioned in 15 SLRs is the cost-saving factor, followed by efficiency increase and
real-time information and analytics receiving. In combination with reductions in errors,
time reduction and production increase are also drivers for AI adoption. Surprisingly,
labour issues and the missing human resources seem not to be significant drivers at all and
are only mentioned once.

Rejeb et al. analysed that many papers mention cost savings as one of the main
drivers due to reduced errors, faster identification, minimised search time for material and
information, and easy access to data [69]. Efficiency and cost reduction go hand in hand.
With increasing efficiency, there are fewer resources needed, which reduces the cost and
time which is needed to execute SC activities [69,70,72,81].

4.5. RQ5: What Importance Is Placed on Human and Social Factors in AI Applications in SCM?

Nineteen SLRs mention human and social factors. The authors clustered the mentioned
topics into five areas shown in Figure 8. The two topics mainly mentioned were the need
for human-robot collaboration and that less labour will be needed in the future. Three
papers mentioned that AI would generate new jobs.

For example, Orzemel and Gursev say that AI generates more human-free manufac-
turing environments, and no human intervention will be needed [68]. Birkel and Müller
mention that AI will create new jobs and eliminate specific jobs. However, manual labour
is at risk, and especially lower-income jobs will be replaced by machines [82]. Yang et al.
mention that relying on manual work is no longer efficient due to the complexity of oper-
ations and the increasing labour costs. Therefore, there is a greater need to cut costs and
improve SC efficiency [84]. Sharma et al. discuss the shortage of human resources with
necessary skills, and Shashi and others show that it is fundamental that labour needs to
upskill and build competency and capabilities in the area of AI [78,79,91].
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4.6. RQ6: What Recommendations Are Made for Future Research on AI in SCM?

A total of 137 recommendations for potential research on AI in SCM were made in 30
SLRs. These 137 recommendations were categorised into six topics visualised in Figure 9.
Many SLRs use different algorithms for the same use cases or multiple different algorithms
in combination to see if this has better results. Also necessary is the explainability and more
detailed research about the robustness and interpretability of the uses of AI [34,66,69,72].
Other SLRs state that applying different AI models across technology, industry, and disci-
plines is important, So, for example, combining the IoT, Big Data with ML and using this
for better SC Planning and optimisation along the whole End to End SC [34,74,77,78].
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4.7. RQ7: What Role Is Played by the SCOR Model, and which Area of the SCOR Model Was Used
for the Research?

Astonishingly, the standard SCOR reference model is not used in most SLRs. Figure 10
shows an overview how often the SCOR model is used. As mentioned in Section 2.3,
the SCOR model is a widely used industry-standard model developed by the APICS SC
Council. The SCOR describes the major SC processes from planning, sourcing, and making
to delivering, including returning goods and enabling the SC [31]. Therefore, it is unclear
why in 31 SLRs, the SCOR model was not used, and only 9 SLRs use the model to explain
the SC.
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5. Limitations and Implications

Due to the nature of tertiary studies, this study has many limitations [61,63]. To a
certain extent, there is an overlap of primary studies in the papers that may influence the
analysis and answers to the research questions. In addition, the quality of the primary
studies mentioned in the papers analysed was assessed. The aim was on the quality of the
selected papers.

Another potential disadvantage of this study is the distance to the primary studies.
Some SLRs authors oversimplify or distort the research topics, influencing answering the
research questions. In addition, some of the information can be outdated or incomplete.

Due to the broad area of SCM and AI, much of the time was spent analysing the basic
fundament and the concepts and applying the research based on this fundament. It could
be the case that due to this broad scope, one or another paper does not perfectly fit the topic.
In addition, there could be papers with the same topic but not selected due to limitations in
the search engine and search string.

In the analysis and findings chapter, the authors used an iterative process to identify,
tag, and classify AI as the barriers and drivers for AI adoption in SCM. This is a subjective
classification and may be seen differently. Similar to the section on what importance is
placed on human and social factors, for both chapters, we started to code the barriers,
drivers, and human and social factors in MAXQDA. After reading the papers, we started
to cluster each tag into categories. This was an iterative process of tagging the quotes,
summarising, consolidating, and validating them based on the author’s subjective analysis.

The group of authors who worked on this research is small, looking at the broadness
of the topic and the fast movement of the research. Thus, the selection, review process,
and findings are prone to subjective judgement. The authors decided to maintain an
extensive list of inclusion and exclusion criteria to mitigate any impacts so that the process
is structured and reproducible.

Focused only on publications related to AI in SCM, there is a possibility that some
of the papers not included contain essential information that could help answer the re-
search questions.
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6. Conclusions

This study includes 44 SLRs published between 2008 and 2021 on the subject of
barriers, drivers, and social considerations for AI adoption in the SC. Out of the initial
60 SLRs, 44 were selected based on exclusion and inclusion criteria. Twenty-seven of the
selected SLRs were published in 2020–2021. The primary studies in the SLRs cover content
from 1943 to 2021, where 95% of papers were published between 2000–2021. The SLRs
quality varies between 3 on the lower end and 11.5 on the higher end, with a maximal
achievable score of 13. The author with the most contributions was Gunasekaran Angappa,
with 65 contributions for the primary papers (RQ1/3).

There were seven different research areas addressed. The main area was algorithms,
followed by IoT, planning, robotics, MV, speech recognition, expert system, NLP, ML, agent
systems, and last but not least big data (RQ2). The most popular AI algorithms in SCM are
linear and logistic regression, decision trees, naive Bayes, k-nearest neighbours, vectors,
random forest, DNN, CNN, RNN, and LSTM [79,81,86,93,101].

The main barriers to AI adoption in SCM are change management, existing technical
limitations, the acceptance of humans for these techniques, the understanding and usability
of these techniques, and the existing knowledge of the people, in addition to the high
costs of implementing such solutions. Additional barriers are the lack of transparency,
security and privacy issues, missing technical standards and capabilities, and missing data,
documentation, and robustness of these solutions.

The main drivers of AI in SCM are saving costs and increasing efficiency in combina-
tion with reducing time and resources. Additionally, the reduction of errors and increased
customer satisfaction, and increased organisation responsiveness. Less critical but also
worth mentioning is the outperformance of humans and human capabilities and the is-
sues with finding the proper labour (RQ3). However, there is no doubt that AI has many
advantages; if used correctly, organisations can get much value from new technology.

Nineteen SLRs mention human and social factors where the most important is the
human–robot collaboration, where the focus is that humans will not be entirely replaced
but more enhanced with information and capabilities which humans cannot handle. As a
result, a smaller amount of labour will be needed in the future, impacting many existing
jobs, especially in low-income areas. Some SLRs also mention the fact of entirely new jobs
being created, but employees need to upskill to understand these new technologies and
fulfil these new requirements (RQ4).

A total of 137 recommendations for future research on AI in SCM were made in 30
SLRs. These 137 recommendations were categorised into six topics referring to using
different algorithms for the same use cases or multiple algorithms in combination to see if
this has better results. Also necessary is the explainability and more detailed research about
the robustness and interpretability of the uses of AI. Other SLRs state applying different AI
models across technology, industry, and disciplines (RQ5).

Astonishingly, the standard SCOR reference model was only used in 9 SLRs (RQ6).
The newly published papers in AI and SCM is growing on a fast scale. Therefore, it

is essential to continue the work of SLRs in these areas. This study recommends creating
ongoing SLRs while research is growing fast. In addition, it would be beneficial if creating
SLRs standard models such as the SCOR model which should be used to identify and
categorise the whole SC to receive a holistic view. In addition, the SLRs should include
human and social factors in more depth.

Therefore, it is essential for organisations that implement new technology to start as
early as possible to inform the organisation about the changes and help them successfully
implement them. It is also important to mention that constant learning and improvement of
the employees are critical for adopting and successfully using new AI tools. Before investing
in new technology, a solid Return on Investment calculation (ROI) and monitoring costs
and value are critical to transforming the business successfully. Reduction of errors, more
automation, and less labour all support the one essential thing of SC: delivering the right
things at the right time to the right place with the right quality and price. For organisations,
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it is important to measure any new technology against this goal and increase external and
internal satisfaction. In addition, it is crucial to include human and social factors in any
new investment. People are the key to the successful and fruitful implementation of new
technology. In the future, there will be a shift in different job activities, but the key for
organisations is to give the employees the proper education and possibility to grow and
learn and adopt this new way of working.

Despite the limitations of this tertiary study, the review provides excellent and timely
implications of research areas in SCM and the barriers and drivers of AI adoption in SCM,
and it lays the groundwork for future research, including human and social implications.
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