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Abstract: The friction calibration curve (FCC) is normally constructed to indirectly approximate the friction value for any simulative friction test based on sensitive friction indicators (i.e., forming load or final geometry) by finite element modeling (FEM). For calculation, these indicators are highly dependent on flow stress data and the techniques to extrapolate them. A universal FCC is preferable with the independence of these factors. In this paper, the sensitivity of the material data and our proposed extrapolation techniques for the ball ironing test (BIT) were studied to construct a new universal FCC. A specific load was proposed as a new friction indicator for this universal FCC. It was used to approximate the friction value for different materials and lubricants. This friction value was also validated to determine the maximum load and geometry for pulley forming. The results obtained from the simulation were in good agreement with the experiment.
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1. Introduction

Simulative friction tests are used as a tool for determining the friction value and investigating the material flow behavior in any metal forming process [1,2]. Examples of standard friction tests are the pin-on-disc test and the ring compression test used for any metal forming process [3–5]. A suitable test will provide the same tribological conditions as the real forming process, which are normal contact pressure ($\sigma_n$), surface expansion ratio ($\psi$), and relative velocity ($v$) [6,7]. However, these tests cannot cover the whole range of some processes. Therefore, researchers need to develop new friction tests. For example, the spike forging test, the double-cup extrusion test, and the T-shape compression test were developed for heavy forging processes [8–10]. The strip ironing test, the upsetting and sliding test, and the deep drawing and ironing cup test were used for the ironing process [11–14]. Suitable friction values should be determined corresponding to the appropriate test.

The techniques for friction evaluation in simulative friction tests can be divided into direct and indirect techniques. Direct friction techniques can be used for tests that directly measure the friction force. Examples of these tests are the pin-on-disc test and the strip ironing test. However, some tests cannot measure this force directly, so the indirect friction measurement technique is employed. Change in load or specimen geometry is used to indicate the friction level, called the friction indicator. These tests were previously simulated by using an FEM program to determine the relationship between friction and testing indicators. This relationship was plotted in a line chart or by using the mathematical formula known as the friction calibration curve (FCC). During the experiment, the friction indicator was measured and compared with the FCC to approximate the friction value.
The ball ironing test (BIT) was proposed as a simulative friction test for the thick-sheet ironing process [15]. The concept of thick-sheet forming is widely adapted to produce automotive parts. For cylindrical cup-shaped products such as pulleys, the thickness of the thick sheet is reduced to build the cup wall and height. During production, the performance of the selected lubricant can be evaluated by using the BIT. The tool components are shown in Figure 1. A thick disc-shaped specimen is drawn and simultaneously ironed by a ball-shaped punch. By changing the thickness reduction, the range of tribological conditions can cover all ironing conditions, as seen in Figure 2. In a previous study [16], the maximum load \((L_{\text{max}})\) was selected as the friction indicator. Therefore, the relationship between the friction value and maximum load \((m-L_{\text{max}})\) curve was used as the FCC for the BIT. However, it was only developed for a single material and thickness reduction, as seen in Figure 3. As a result, when the materials and testing conditions were changed, a new FCC had to be constructed again.

Figure 1. Schematic of ball ironing test (BIT).

Figure 2. Range of tribological conditions obtained from ball ironing test.
Figure 3. Friction calibration curve (FCC), $m$-$L_{\text{max}}$ curve, of ball ironing test.

Furthermore, for the material data, the stress–strain curve obtained from the standard material testing was limited to a strain of 0.7 for the uniaxial compression tests (under 50% height reduction). This was not enough in the case of large deformations. Therefore, flow stress extrapolation techniques were used to approximate the material data. Linear or power-law interpolation is a common technique for curve extension, as seen in Figure 4, which has a direct effect on the load-based FCC curve [17,18].

The aim of this work was to investigate the effect of material properties and techniques to input and extrapolate the material data on the FCC of the BIT. A new idea for constructing a universal FCC independent of the material properties was proposed. BIT experiments were conducted to validate the new universal FCC obtained from FEM simulation according to material type, thickness reduction, and lubricant. This new universal FCC was also used to approximate the friction value with tribological conditions such as pulley forming to validate its accuracy.

2. Procedure to Construct the Universal FCC

Construction of the universal FCC: A suitable universal FCC must be independent of the material properties. Therefore, a new friction indicator was proposed for the BIT to replace the maximum load used to construct the FCC [16]. A sensitivity analysis of this new indicator was performed to ensure the independence of the material properties. This new indicator was used to construct the universal FCC through FEM simulation.

Validation of the universal FCC: BIT experiments were performed under different testing conditions and materials, as shown in Tables 1–3. The friction values for all conditions were determined by using the universal FCC. Then, these values were input into the simulation models, and the results, namely maximum loads and geometries, were
compared with the experimental results to validate the universal FCC. For the tooling, the die set of the BIT is shown in Figure 5, and the dimensions are shown in Figure 1 [15].

Table 1. Experimental conditions for FCC validation.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials</td>
<td>AISI-1005, AISI-1015</td>
</tr>
<tr>
<td>Thickness reduction, R (%)</td>
<td>R44 (db41.28), R51 (db42.87), R60 (db45.00)</td>
</tr>
<tr>
<td>Lubricants</td>
<td>L1, L2, S1</td>
</tr>
</tbody>
</table>

Table 2. Chemical compositions of the studied materials.

<table>
<thead>
<tr>
<th>Steels</th>
<th>Chemical Composition (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISI-1005</td>
<td>C0.053%, Si0.004%, S0.006%, Mn0.229%, Cr0.013%</td>
</tr>
<tr>
<td>AISI-1015</td>
<td>C0.161%, Si0.155%, S0.012%, Mn0.514%, Cr0.008%</td>
</tr>
</tbody>
</table>

Table 3. Properties of selected lubricants.

<table>
<thead>
<tr>
<th>Code Names</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>Liquid lubricant—additive EP</td>
</tr>
<tr>
<td></td>
<td>Density at 30 °C (g/mm³) 0.934</td>
</tr>
<tr>
<td></td>
<td>Kinetic viscosity at 40 °C (mm²/s) 480</td>
</tr>
<tr>
<td></td>
<td>VI index 98</td>
</tr>
<tr>
<td></td>
<td>Flash point temperature (°C) 210</td>
</tr>
<tr>
<td>L2</td>
<td>Liquid lubricant—base oil</td>
</tr>
<tr>
<td></td>
<td>Density at 30 °C (g/mm³) 0.86</td>
</tr>
<tr>
<td></td>
<td>Kinetic viscosity at 40 °C (mm²/s) 30</td>
</tr>
<tr>
<td></td>
<td>VI index n/a</td>
</tr>
<tr>
<td></td>
<td>Flash point temperature (°C) 200</td>
</tr>
<tr>
<td>S1</td>
<td>Solid lubricant—Zn-Ph coating</td>
</tr>
<tr>
<td></td>
<td>Combined lubrication layer weight (g/m²) &gt;8</td>
</tr>
</tbody>
</table>

![Figure 5](image1.png)  
(a) Tooling for experiment: (a) tooling components; (b) die set of ball ironing test.

Verification of the universal FCC for friction determination: The same tribological conditions (contact pressure and surface expansion ratio) of the pulley-forming process seen in Figure 6 were selected in the BIT to determine the friction value from the universal FCC. In the actual process, this pulley was made of AISI-1005 (Automotive supplier, Rayong city, Thailand) and lubricated with a Zn-Ph coating. The maximum load and product dimensions between the experiment and simulation were compared to verify the accuracy of the universal FCC.
The dimensionless parameter, called specific load ($L_s$), was proposed as a new friction indicator. It was developed based on the work balance theory, which is the ratio between the actual maximum force and the ideal force, as seen in Equation (1) [19]. For the ideal force, only the load without friction and redundant forces was determined. The simplified formula for calculating the ironing force was a function of $dd$, $db$, $ti$, $tf$, and $\sigma_{\varepsilon i}$, which are die cavity diameter, ball diameter, initial specimen thickness, final specimen thickness, and representative stress, respectively [20]. In this work, $\sigma_{\varepsilon i}$ was used instead of the tensile strength of the material because it cannot be determined directly from the uniaxial compression test. The specific loads were calculated by using stress values at different strain levels, as seen in Figure 4. Table 4 shows the parameters affecting the friction indicator. Different materials were selected to study the effect of the mechanical properties. Their chemical compositions are shown in Table 2. The stress–strain curves were obtained from the uniaxial compression test at a 50% height reduction. Two general techniques for curve extrapolation were also used for the load calculation in FEM. The strain levels were extended up to 3, which covers the strain range of the deformation. The friction indicators, $L_s$ values, and universal FCCs based on two interpolation techniques were compared.

$$L_s = \frac{L_{\text{measure}}}{L_{\text{ideal}}} = \frac{L_{\text{measure}}}{\pi \left( \frac{dd-db}{2} \right) \left( tf \right) \left( \sigma_{\varepsilon i} \right) \left( ln \frac{ti}{tf} \right)}$$

$$\lambda = \frac{\left| k_{mi} - k_{m0} \right|}{k_{m0}}$$

Table 4. Studied parameters for specific load ($L_s$).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representative stresses, $\sigma_{\varepsilon i}$ (MPa)</td>
<td>$\sigma_{0.3}$, $\sigma_{0.6}$, $\sigma_{2}$</td>
</tr>
<tr>
<td>Stress–strain curve interpolation technique</td>
<td>Linear interpolation, power-law interpolation</td>
</tr>
<tr>
<td>Type of material</td>
<td>AISI-1005, AISI-1015</td>
</tr>
<tr>
<td>Thickness reduction, $R$ (%)</td>
<td>R40(db40.20)—R65(db46.20)</td>
</tr>
<tr>
<td>Shear friction factors, $m$</td>
<td>0–0.4</td>
</tr>
</tbody>
</table>
The sensitivity parameters ($\lambda$), as shown in Equation (2), were calculated to determine the friction sensitivity of the friction indicators obtained from the two interpolation techniques, where $k_{n0}$ and $k_{mi}$ are the $Ls$ values at the frictionless condition and the defined friction values. The universal FCC with the high friction sensitivity were selected.

3. Finite Element Modeling (FEM) Setup

The FEM software for the analysis was DEFORM2D ver. 12.1.1 (SFTC, Columbus, OH, USA). Due to the symmetry of the BIT components, a 2D axisymmetric model was used, as seen in Figure 7. All tool components were assumed as the rigid body, while only the workpiece was assumed as the plastic material that could be deformed. At the workpiece, quadrilateral elements with a fine element size of 0.2 mm were created at the inner diameter of the workpiece. The boundary conditions of the BIT simulation are shown in Table 5.

![Figure 7. Simulation model of ball ironing test.](image)

Table 5. Boundary conditions of ball ironing test simulation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workpiece—material type</td>
<td>Plastic</td>
</tr>
<tr>
<td>Workpiece—flow stress</td>
<td>Obtained from compression test</td>
</tr>
<tr>
<td>Workpiece—number of elements</td>
<td>8000 elements</td>
</tr>
<tr>
<td>Tooling—material type</td>
<td>Rigid</td>
</tr>
<tr>
<td>Binder force</td>
<td>16 tons</td>
</tr>
<tr>
<td>Punch speed</td>
<td>1 mm/s</td>
</tr>
<tr>
<td>Total stroke</td>
<td>60 mm</td>
</tr>
</tbody>
</table>

To acquire the accuracy of the simulation results, the remeshing criterion was applied by controlling the interference depth between the tool and the workpiece at 0.1 mm. For the contact condition, the shear friction law ($\tau = mk$; where $\tau$, $k$, and $m$ are frictional shear stress, shear strength of material, and shear friction factor) was selected. This friction law uses a shear friction factor ($m$) to quantify the interface friction for large deformation processes. It is widely used in bulk metal forming processes. The $m$ value is a fraction of the shear strength of the material ($k$) [21].

4. Simulation Results

4.1. Effect on the Maximum Load ($L_{max}$)

As shown in Table 1, various BIT simulation models were simulated to predict the testing results. The maximum load comparison is shown in Figure 8. The maximum loads of AISI-1015 were higher than AISI-1005 under the same testing conditions. In addition, the load increased when the thickness reductions and friction values increased. Moreover, the different interpolation techniques of the stress–strain curves also had an effect on these loads.
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![Figure 8. Maximum load comparison: (a) AISI-1005 with linear interpolation; (b) AISI-1005 with power-law interpolation; (c) AISI-1015 with linear interpolation; (d) AISI-1015 with power-law interpolation.](image)

From the stress–strain curve in Figure 4, the curves of the two techniques were similar only at low strain levels (<0.6). Therefore, the loads from the simulation were almost the same level. For high-thickness-reduction conditions, the loads obtained from the power-law interpolation technique were significantly higher than those of the linear interpolation technique because the calculation depended on the stress level obtained from the stress–strain curve. At large strain levels, the stress values from the power-law interpolation technique were higher.

Both materials presented the same tendencies in the maximum loads. This can confirm that the original FCC, the $m$-$L_{\text{max}}$ curve, was not universal because the loads greatly depended on the material properties and thickness reductions.

4.2. Effect on the Final Height (hf)

Under the same testing conditions, different materials also provided the same level of final heights because the volume of specimens was constant. The stress–strain curve interpolation techniques had no effect on the final height of the specimen, as seen in Figure 9. The shape and dimensions of the specimen were mainly controlled by the levels of thickness reductions ($R$).
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Under the same testing conditions, different materials also provided the same level of final heights because the volume of specimens was constant. The stress–strain curve interpolation techniques had no effect on the final height of the specimen, as seen in Figure 9. The shape and dimensions of the specimen were mainly controlled by the levels of thickness reductions ($R$).

Figure 9. Final height comparison: (a) AISI-1005 with linear interpolation; (b) AISI-1005 with power-law interpolation; (c) AISI-1015 with linear interpolation; (d) AISI-1015 with power-law interpolation.

In addition, the heights slightly increased when the friction values were increased in the case of the high thickness reduction conditions. This height deviation was caused by the edge deformation when the thickness of the thick sheet was reduced.

5. Development of Universal FCC

The relationship between the specific loads and thickness reductions under different friction conditions, the $Ls-R$ curve, was developed as the new FCC of this test. The specific loads obtained from the different materials were the same values in all testing conditions of the thickness reductions and friction levels, as seen in Figure 10. This means this dimensionless parameter can be used as a new friction indicator instead of the maximum load.
However, the representative stresses and stress–strain curve interpolation techniques still had an effect on this universal FCC. Using Equation (1), the representative stresses ($\sigma_{\epsilon_i}$) from the low strain levels will provide low values of ideal forces. Consequently, the levels of $L_s$ will also be high. In this study, the specific loads based on the stress at $\epsilon_{0.3}$ were the highest levels compared to the others. Two interpolation techniques also showed the same tendencies.

In Figure 10a–c, with the linear interpolation technique, the specific loads based on strains of 0.6 and 3 were almost the same because of the same stress levels on the extrapolation line, as seen in Figure 4. For the power-law interpolation, increasing the
strains will sharply increase the levels of $\sigma_{\epsilon_i}$. As a result, the specific loads were significantly decreased under the large strain conditions, as seen in Figure 10d–f.

The friction sensitivity parameters ($\lambda$) of these $L_s$ values were calculated by using Equation (2). The comparison is shown in Figure 11. It was used to select the suitable condition of the universal FCC from Figure 10. The results showed that the friction sensitivities of the specific loads based on different $\sigma_{\epsilon_i}$ conditions presented the same responses. Thus, each $\sigma_{\epsilon_i}$ condition can be selected as the suitable universal FCC for the BIT. Moreover, the $\lambda$ based on the power-law interpolation performed similarly to the results obtained from the linear interpolation.

![Figure 11](image1.png)

**Figure 11.** Comparison of the friction sensitivity parameters under: (a) linear interpolation; (b) power-law interpolation.

Therefore, the gradient of the $L_s$ values on the FCC under different friction conditions was used as the criterion for selecting the suitable universal FCC. The distinct distribution of the specific loads on the FCC occurred in the conditions using $\sigma_{\epsilon_i}$ at the strain of 0.3, so it was selected in this work. Finally, the suitable universal FCCs based on the two techniques of the stress–strain interpolations are shown in Figure 12.

![Figure 12](image2.png)

**Figure 12.** Universal friction calibration curve (FCC) for BIT under: (a) linear interpolation; (b) power-law interpolation.
6. Experiment and Discussion

6.1. Validation of Universal FCC

The BIT experiments were conducted under the defined testing conditions. The material was AISI-1005, the thickness reductions were varied, and the lubricant was the forming oil L1. It was applied on both surfaces of the specimens by brushing. The volume of the lubricant was controlled at 5 mL per surface. The specimens before and after the test are shown in Figure 13. The maximum loads were measured and then used to calculate the specific loads.

![BIT specimens before and after testing.](image)

Figure 13. BIT specimens before and after testing.

The results are shown in Figure 14. By plotting the $L_s$ values on the FCCs, the friction values could be determined. The averaged $m$ values from the two interpolation techniques were compared, as seen in Figure 15. The $m$ values obtained from the linear interpolation were higher than those obtained by the power-law interpolation. At the low thickness reduction condition, they were slightly different between the two techniques because the FCCs provided almost the same levels of the specific loads on the FCCs. However, a high deviation in $m$ values was found in the condition of the high thickness reduction due to the different specific loads on FCCs calculated from the two stress–strain curve interpolation techniques.

![Friction evaluation of forming oil L1: (a) FCC under linear interpolation; (b) FCC under power-law interpolation.](image)

Figure 14. Friction evaluation of forming oil L1: (a) FCC under linear interpolation; (b) FCC under power-law interpolation.
According to Figure 17, the linear flow stress interpolation provided the best fit when high level of specimen height.

The prediction showed that the $m$ values obtained from the different flow stress interpolations are different. The slope was higher in the case of the power-law interpolation technique, it also provided low $m$ values, but its stress–strain curve was higher than the other technique.

To validate the results, these $m$ values were input into the BIT simulation models to predict the testing results. The calculated load and final height were compared with the experimental results. Information on the flow stress of the material and interface friction was used for load calculation in FEM software. The total forming load came from the combination of deformation force and friction force. From the simulation results, the load predictions using $m$ values obtained from these two FCCs can provide the same level of maximum loads as the experimental results. The comparison is shown in Figure 16a. In the case of the power-law interpolation technique, it also provided low $m$ values, but its stress–strain curve was higher than the other technique.

For the height comparison shown in Figure 16b, the high friction value provided a high level of specimen height. The prediction showed that the $m$ values obtained from the FCC based on the linear interpolation can be used to predict the final height of the specimen. The results were closer to the experiment than those of the power-law interpolation technique. Moreover, the tip shapes of these specimens were compared, as seen in Figure 17. The shapes of the tips with two friction values obtained from the different flow stress interpolations are different. The slope was higher in the case of $m0.12$. This indicates that not only do different flow stress interpolations play a significant role in the degree of the friction values but also the material flow, especially for the shear friction law. As mentioned before, the shear friction model was highly dependent on the maximum shear stress of the material, which will directly influence the flow stress interpolation techniques. According to Figure 17, the linear flow stress interpolation provided the best fit when compared with the power-law interpolation. It was confirmed that the $m$ value obtained...
from the FCC based on the linear interpolation technique can be used to predict the final shape and dimensions of the testing specimens.

![Comparison of tip shape deformation.](image)

**Figure 17.** Comparison of tip shape deformation.

### 6.2. Friction Evaluation under Different Testing Conditions

The universal FCC was used to approximate the shear friction factors ($m$) of the various testing conditions. AISI-1005 and AISI-1015 were tested under three levels of thickness reductions. Two forming oils, L1 and L2, were used as the lubricants.

The maximum loads were measured and calculated as the $L_s$ values plotted in the universal FCC based on the linear interpolation method. In Figure 18a, the forming oil L1 could not be used to form the specimen at the conditions of AISI-1015 and $R60$. The high-strength material allowed high normal contact pressure during deformation. It also increased when the thickness reduction was increased. Therefore, the forming oil L1 cannot withstand such severe conditions. This was clearly seen in the conditions of the forming oil L2, which had a low level of viscosity. It can only be formed in the condition of $R44$, as seen in Figure 18b. Forming defects and wear occurred on the die and specimen in unsuccessful conditions, as shown in Figure 19.

![Friction evaluation under different testing conditions: (a) forming oil L1; (b) forming oil L2.](image)

**Figure 18.** Friction evaluation under different testing conditions: (a) forming oil L1; (b) forming oil L2.
From the FCC, the \( m \) values of these testing conditions were evaluated and compared, as shown in Figure 20. AISI-1015 provided a high level of \( m \) values in all success testing conditions. This test cannot be used to evaluate \( m \) in unsuccessful conditions. When wear occurred, it had a significant effect on the testing load, as shown in Figure 21. The load sharply increased during testing because of the metal-to-metal contact.

**Figure 20.** Comparison of shear friction factors under: (a) forming oil L1; (b) forming oil L2.

**Figure 21.** Load profile comparison of 2 forming oils at R60.

Not only the friction evaluation but also the BIT with the universal FCC can be used to determine the performances of interesting lubricants. In this experiment, the performance of the forming oil L1 was better than L2. Lubricants with a high level of viscosity can be used in severe forming conditions. The \( L_5 \) values, working together with the universal FCC, can be used to distinctly rank the lubricant performances.
6.3. Friction Evaluation in Thick-Sheet Ironing Process for Pulley Manufacturing

The BIT with the universal FCC was employed to approximate the shear friction factor under real tribological conditions in the actual forming process of the pulley. The testing condition with R60 was selected because it can duplicate the same level as the process conditions of the actual work. The maximum effective strain was around 2.1, and the surface expansion ratio was around 4.2. For specimen preparation, the solid lubricant S1, Zn-Ph coating, was applied on the specimen surfaces.

From the \( L_s \) value calculated from the experimental results, the \( m \) value of this condition was determined as 0.06, as seen in Figure 22. It was input into the simulation model of pulley forming to predict the forming results. The load comparison showed that the load obtained from the calculation was slightly lower than that obtained from the experimental results, as seen in Figure 23a. It was less than 2% for load deviation. Moreover, the heights of the pulley shown in Figure 6b were measured and compared with the simulation. All dimensions of the heights were almost the same as the measurement data, as seen in Figure 23b. It can be confirmed that the BIT with the universal FCC can be used to evaluate the tribological conditions in the actual thick-sheet ironing process.

![Figure 22. Shear friction factor of solid lubricant S1.](image)

![Figure 23. Result validation of pulley model: (a) maximum load; (b) product height.](image)

7. Conclusions

1. A dimensionless specific load (\( L_s \)) was proposed as a new friction indicator for the BIT. It can eliminate the effect of material properties when different materials are used.
2. The universal FCC, the \( L_s-R \) curve, was developed by using the relationship between the specific loads and thickness reductions under different friction values.
3. The BIT with the universal FCC was used to determine the shear friction factor in the actual tribological conditions of the thick-sheet ironing process. The average shear friction factor \( m \) was determined as 0.06. For validation, this friction value was input into the FEM simulation model to predict the forming results. The forming load and dimension of the product from the simulation were in good agreement with the experimental results. The deviations in load and dimension were less than 2%.

4. The ball ironing test with the newly developed FCC is recommended for determining the friction value of the thick-sheet ironing processes.
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**Nomenclature**

- \( \varepsilon \) Strain
- \( \lambda \) Friction sensitivity parameter
- \( \nu \) Relative velocity
- \( \sigma_{ci} \) Representative stress
- \( \sigma_n \) Normal contact pressure
- \( \tau \) Shear stress
- \( \psi \) Surface expansion ratio
- \( L \) Load
- \( L_s \) Specific load
- \( k \) Shear strength of material
- \( m \) Shear friction factor
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