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Abstract: In this work, ball-on-disk wear experiments were carried out on different wear parameters such as sliding speed, sliding distance, normal load, temperature, and oil film thickness. In total, 81 different sets of wear depth data were obtained. Four different machine learning (ML) algorithms, namely Random Forest (RF), K-neighborhood (KNN), Extreme Gradient Boosting (XGB), and Support Vector Machine (SVM) were applied to predict wear depth. By analyzing the performance of several ML algorithms, it is demonstrated that ball bearing wear depth can be estimated by ML models by inputting different parameter variables. A comparative analysis of the performance of the different models revealed that XGB was more accurate than the other ML models at anticipating wear depth. Further analysis of the attribute of feature importance and correlation heatmap of the Pearson correlation reveals that each input feature has an effect on wear.

Keywords: ML; wear depth prediction; XGB; RF; SVM; KNN

1. Introduction

Rolling ball bearings are vital accessories for various types of machinery and equipment. They play a crucial role in mechanical equipment in terms of bearing force and power transmission. Due to their high rotational accuracy, high load-bearing capacity, and reliable operation, rolling ball bearings are widely used in the field of mechanical engineering equipment. An important constraint for these ball bearings is that mechanical wear becomes more severe at high temperatures, heavy loads, and high speeds [1].

Different parameter variables of the material have been proposed in order to estimate wear values based on the material. It is reported that many studies on the wear of ball bearings are based on a single parameter variable. Use a quasi-dynamic method to evaluate the characteristics of ball bearings. Based on the mathematical model, it was found that the bearing wear life reduced with the increase of axial load [2]. For the wear of angular contact ball bearings for different speed and load conditions, it was found that an increase in speed and load leads to an increase in the wear of ball bearings [3]. The Archard model in differential form is based on the Archard theory of adhesive wear and it was found that the wear value is a function of both speed and load [4]. It has been reported that the magnitude of the value of the friction coefficient is different at different wear distances by a ball-on-disk experiment, and then the amount of wear is also different [5]. It is shown that speed, load, and working distance are the main factors affecting wear.

Generally speaking, the working temperature of spindle bearings in various machinery and equipment can be as high as 300 °C. High temperature will lead to expansion of the bearing structure, which will further change the internal clearance and eventually change the internal load distribution and have a dramatic effect on the life and reliability of the bearings [6]. Therefore grease or lubricant will be added to achieve the effective reduction of friction. Lubricants usually form a film on the bearing contact surface to reduce metal-to-metal interaction. However, in actual operation, the film thickness can be variable due to differences in frictional heating and pressure, thus affecting the separation of the friction
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pairs [7]. Parameters such as temperature and base oil viscosity are important in the stages of wear compared to parameters such as load and wear coefficient by lubrication model analysis [8]. The thickness of the oil film was determined by the viscosity of the base oil [9]. It was reported that temperature is the main parameter for the operation of grease in roller bearings and that grease performance is strongly dependent on temperature. Further optimizes the proposed hydrostatic model by factoring the friction reduction effect of the lubricant film into the model, which becomes the basis for the proposed kinetic analysis, making the theoretical results more consistent with the actual situation [10]. It is shown that the lubricant film thickness parameter makes a great difference in wear. High-viscosity oil can reduce fretting wear at high velocity through oil film formation and friction torque depends on the viscosity of the grease base oil [11,12]. After research, it has been proven that there is a correlation between hm and maximum wear depth: the higher the hm for both materials, the lower the maximum wear depth. A thicker lubricant film increases the load capacity during mechanical contact and thus reduces wear [13].

The wear behavior of ball bearings in actual operating conditions is mainly related to load, speed, temperature, operating distance, and lubrication film thickness. Most studies have used only a few of the parameter variables to predict the wear behavior of bearings. More parameter variables should be considered to obtain more accurate prediction results. As a new interdisciplinary learning technique, ML approaches have greatly evolved for use in the field of simulation prediction. Although the ML approach requires a large amount of data, it can be observed from numerous studies that it is possible to use a limited data set to achieve the expected results. Numerous scholars have extended ML to predict the Fretting wear of low alloy steel [14], tools [15,16], ferroalloy coatings [17], and composite materials [18]. Currently, ML methods applied to predict the wear of ball bearings have not been found. These methods are exceptionally important in the face of time-consuming and costly experimental results.

In this work, AISI 52100 steel discs and AISI 52100 balls were selected as frictional subsets, and ball-disk point contact frictional wear experiments were achieved under the conditions of lubrication. The established wear test standard is ASTM G99-23. Up to 81 different wear depths of data were obtained. The 81 different sets of wear depth values obtained from different parameter conditions (skidding distance, skidding speed, normal load, temperature, film thickness) were learned and predicted by using different ML models (RF, KNN, SVM, XGB). At the same time, the performance differences of different ML algorithms in predicting wear depth behavior were found. The most important input parameters affecting wear were analyzed by means of feature importance and correlation heatmap of the Pearson correlation.

2. Materials and Methods

2.1. Data Acquisition

The friction and wear tests were conducted on a disc ball mill. This machine has a frame structure, and the main engine is mainly composed of a spindle drive system, a reciprocating stroke adjustment device, a temperature control system, a fully automatic test force loading mechanism, and other parts, which are uniformly installed and welded to the machine base. It mainly includes a rotating module and a reciprocating module. In this study, only the rotating module was applied. Test parameters can be set through the operating panel of the testing system, and specific wear values can be observed on it. The properties of the balls and discs are shown in Table 1. The lubricant selected for testing is PAO8, a lubricating grease with a base oil of PAO. That has better-bearing silence performance and high-temperature oxidation resistance, excellent performance in wear and life of rolling bearings [19]. The main properties of the base oil are shown in Table 2. Before the test, the AISI 52100 steel plate is polished with metallographic sandpaper, cleaned with ethanol for 30 min, and then dried in air. Its surface roughness is ensured to be 120 nanometers. Before starting the test, a layer of lubricant is applied to the surface of the AISI 52100 steel plate and the plate is fixed. No further lubricant is added during the
tests. A total of 81 sets of data with different wear depths were obtained by varying four different parameter variables, which are shown in Table 3. Among them, the value of wear depth can be directly observed by the operating panel of the testing system. To discover the effect of oil film thickness on wear depth under different parameter variables, 81 sets of film thickness data at different pressures, speeds, and temperatures were performed based on the prediction of the commonly used Hamrock–Dowson (H-D) central film thickness equation [20]. Hamrock–Dowson (H-D) central film thickness equations:

\[
H_\propto = 1.345 \cdot R_x \cdot U^{0.67} \cdot G^{0.53} \cdot W^{-0.067} \cdot C_0
\]

(1)

where, \(H_\propto\) is the center film thickness (\(\mu\)m), \(R_x\) is the equivalent curvature radius (mm), \(U\) is the speed parameter (-), \(G\) is the geometry parameter (-), \(W\) is the load parameter (-), \(C_0\) is the ellipticity influence (-). \(U\), \(W\), \(G\), and \(C_0\) are defined as,

\[
U = \eta_0 \cdot \frac{(U_1 + U_2)}{2 \cdot R_x \cdot E^*}
\]

(2)

\[
W = \frac{2 \cdot F_N}{R_x^2 \cdot E^*}
\]

(3)

\[
G = 2 \cdot \alpha \cdot E^*
\]

(4)

\[
C_0 = 1 - 0.61 \cdot e^{(-0.752 \cdot (R_x/R_y)0.64)}
\]

(5)

where \(U_1\) is the ball speed (m/s), \(U_2\) is the disc speed (m/s), \(R_{x,y}\) is the equivalent curvature radius (mm), \(E^*\) is the equivalent Young modulus (Pa), \(F_N\) is the normal force (N), \(\alpha\) is the pressure-viscosity coefficient (Pa\(^{-1}\)).

Table 1. Ball and disk data.

<table>
<thead>
<tr>
<th></th>
<th>Ball</th>
<th>Disc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus—(E) (GPa)</td>
<td>210</td>
<td>208</td>
</tr>
<tr>
<td>Poison coefficient—(v) (/)</td>
<td>0.29</td>
<td>0.283</td>
</tr>
<tr>
<td>Radius—(mm)</td>
<td>6.35</td>
<td>80</td>
</tr>
<tr>
<td>Hardness—HRC</td>
<td>63</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 2. Lubricant properties.

<table>
<thead>
<tr>
<th>Lubricant</th>
<th>Viscosity at 40 °C (mm(^2)/s)</th>
<th>Viscosity at 100 °C (mm(^2)/s)</th>
<th>Viscosity Index</th>
<th>Specific Gravity (g/cm(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAO8</td>
<td>50.72</td>
<td>8.34</td>
<td>138</td>
<td>0.8326</td>
</tr>
</tbody>
</table>

Table 3. Wear test parameters.

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Load (N)</td>
<td>20, 30, 50</td>
</tr>
<tr>
<td>Sliding speed (mm/s)</td>
<td>200, 500, 800</td>
</tr>
<tr>
<td>Sliding distance (m)</td>
<td>250, 500, 750</td>
</tr>
<tr>
<td>Motion</td>
<td>Rotating</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>20, 60, 100</td>
</tr>
</tbody>
</table>

2.2. ML Algorithms

Data-driven ML analysis provides novel insights analyzing the wear amount, which are often unattainable with traditional analysis. Machine learning algorithms have been used for wear loss testing in different studies before. Therefore, in this study, supervised ML was used for regression analysis to discover the correlation between input parameters (normal load, sliding speed, temperature, lubricating film, sliding distance) and output
parameters (wear depth). The ML algorithm trained four different models: RF, KNN, XGB, and SVM. The purpose of selecting different models is to determine the most suitable model by comparing the prediction accuracy of different models. Ball-on-disk wear data were used to identify relationships between input and output parameters and to forecast wear behavior. The workflow of the ML applied in the present work is revealed in Figure 1. A brief description of the ML algorithms used in this study is presented below.

![ML workflow diagram](image)

**Figure 1.** ML workflow diagram.

The RF model was formally defined by Breiman in 2001 [21], and the RF algorithm is a supervised learning algorithm containing multiple decision trees. Decision trees are used to learn and develop from training examples. RF is applied to both classification and regression problems. In regression problems, the average of the predictions of the entire decision tree is calculated for given test data in the random forest. It can be used for the final prediction of the random forest. Repeated sampling is a valuable method in statistics for reducing the variance of estimates. By repeated sampling, the mean square error of random forest prediction and the probability of overfitting are less than those of a single decision tree. Due to this unique property, RF is usually superior to most other ML algorithms.

The KNN model is a frequently used supervised learning method that is convenient and fast for small amounts of data and easy to visualize. The principle can be described as that the nearest K samples in the training set are found based on a specified distance measure and predictions are made based on information from these K “neighbors”. The complexity of the KNN model can be determined depending on the value of K. A smaller value of K is susceptible to outliers, and conversely, a larger value of K is susceptible to sample balance problems. Therefore, the appropriate K value needs to be selected for performance optimization based on the type of data and complexity of the problem. Another special consideration for KNN models is the assignment of uniformity or distance-based weights to neighboring points [22].

The XGB model consists of multiple decision trees and is an improvement on the traditional gradient-boosted decision tree. The complexity of the tree is taken into account for XGB and fewer iterations are required to achieve the same training result, and then the speed of operation is greatly increased. XGB extends the loss function by a second-order Taylor series expansion to allow the model to converge quickly. It also adds a regularization term to the loss function to prevent overfitting. In the XGB model, the residuals of the true value predicted by each decision tree and the sum of the predictions of all the previous decision trees are then summed up to give the final result. It has attracted the interest of many researchers in the field due to its advantages in speed and accuracy [23].
The SVM model is a common ML method used in supervised learning, which was introduced in 1995 by Corinna et al. [24]. In addition to linear and non-linear classification, SVM models are capable of resolving regression problems as well as anomaly detection tasks. It is possible to divide different classes of samples by finding a hyperplane, and then the samples are divided in accordance with the maximum interval principle indicating the most effective generalization ability. SVM can effectively perform nonlinear classification using kernel functions, which map the implicit input into a high-dimensional feature space. There are several different variants of the SVM algorithm depending on the kernel function [25].

RF is constructed by a regression algorithm that calculates the average of the predictions of all decision trees in a random forest. It uses this as the final prediction. KNN makes predictions are based on feature similarity by calculating the distance (Euclidean distance) between the test samples and the samples in the training set. XGB is based on regression trees that add up the predictions of each regression tree for each sample as the final prediction. The SVM is based on a hyperplane that divides the samples into different categories and fits the model with the maximum number of data points.

2.3. Parameter Optimization of ML Models

Overfitting is a potential concern when developing machine learning models, where training errors may decrease while testing errors increase rapidly. To address this issue, the objective function of the model was optimized. Due to the fact that the XBG model itself can optimize the objective function, the main focus is on optimizing the objective function settings for RF, KNN, and SVM models. The main method used is the least squares method. Model analysis mainly uses linear regression analysis, and the least squares method can estimate the most suitable line, minimizing the error between actual data and line estimation and improving the efficiency of the model [17].

2.4. Evaluation Parameters

In this study, four different metrics of coefficient of determination ($R^2$), the mean square error (MSE), the root mean square error (RMSE), and the mean absolute error (MAE) were used to measure the performance of ML models [18]. Each of these performance indicators provides basic information about the performance of the model used from a different perspective.

$$R^2 = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$  \hspace{1cm} (6)

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (7)

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}$$  \hspace{1cm} (8)

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (9)

where $n$ is the number of trials, $y_i$ denotes the true measured output value, $\hat{y}_i$ denotes the predicting output values and $\bar{y}$ is the average of the actual measured values.

3. Results and Discussion

The aim of this work is to predict the wear loss behavior of ball bearings by means of ML. Four ML algorithms of RF, KNN, XGB, and SVM have been applied to predict...
the wear depth by five input parameters: sliding distance, sliding speed, normal load, temperature, and film thickness of the oil. Wear depth was taken as the output for wear loss in the algorithms. To ensure the accuracy of the ML model, 81 sets of data collected in the laboratory were divided into 75% for the training set and 25% for the validation set [26]. The training set is used to train the model to optimize parameters related to input and output, while the test set is used to evaluate the performance of the model by comparing its results with various ML algorithms mentioned in the following section of this study. The ML algorithm contains 60 and 21 data points (a total of 81 data points) in the training and validation sets, respectively, for wear depth. This method uses a k-value of 5 and all data are provided as test and training data for the k-fold cross-validation. Four different evaluation criteria such as $R^2$, $MSE$, $RMSE$, and $MAE$ were employed [27].

3.1. Model Performance Evaluation

As shown in Figure 2, there is a certain relationship between input parameters and output target parameters during wear. It can be observed that the sliding distance, sliding speed, normal load, temperature, and oil film thickness all have a non-linear relationship with the wear depth of the output variable. Due to the complex behavior of nonlinear systems or functions, their output data cannot be simply determined by input data. It has been further confirmed that the wear behavior of bearings is caused by a combination of multiple factors. Predicting the relationship between multiple input features and output features is more in line with the ideas of machine learning.

![Figure 2. Pairwise relationship between different inputs and target outputs.](image)

The error cumulative frequency chart shown in Figure 3 can provide a more comprehensive evaluation of the predictive accuracy and stability of the model. By viewing the curves in the graph, we can understand the performance of the model within different error ranges. The absolute error range of models RF, KNN, and XGB is smaller than that of model SVM, and the cumulative frequency is higher, indicating that models RF, KNN, and XGB have higher prediction accuracy and stability.

As depicted in Equation (2), a model with no error yields an $R^2$ value of 1. When $R^2$ falls within the range of 0.6 to 0.9, it indicates satisfactory performance of the model. Conversely, if $R^2$ is below 0.5, the model exhibits poor predictive capability. Compared to other evaluation criteria, $R^2$ provides a more accurate reflection of the model’s precision due to its correlation with $RMSE$ and $MSE$, which measure squared errors between actual and predicted outputs. Additionally, $MAE$ robustly captures the average absolute difference between measured and true values in both predicted and actual outputs while being less affected by outliers [28].

The ML wear depth prediction model with performance indicators is shown in Table 4. The $R^2$ attribute of the validation set ranges from 0.29 to 0.88 by using the four ML models. The ML models with different M-values are between 2.95 and 7.29, the mean square error is between 14.48 and 87.2, and the RMSE is between 3.62 and 8.81. The lowest $R^2$ value
is generated by SVM, and the highest $R^2$ value is generated by XGB. These statistical performances indicate that the results provided by SVM and KNN are not very accurate. The other two models, RF and XGB, can give satisfactory results based on input parameters when predicting wear depth. XGB produces the maximum generated $R^2$ of 0.88 compared with other models. It is shown that XGB accurately predicts the wear depth from the input parameters, with a prediction accuracy of 88%. The root mean square error (MSE), root mean square error (RMSE), and absolute error (MAE) of the model are 14.48, 3.62, and 2.95, respectively. The performance of the decision tree-based RF model is also satisfactory, with an $R^2$ value of 0.84, almost identical to the performance of XGB. However, it is found that the tree-based ML model (RF, XGB) produces more accurate predictions than the multi-level model (SVM), which has a very low $R^2$ value of only 0.29. One possible explanation may be that the dataset is relatively small with a low dimension. Therefore, it may be that insufficient data and insufficient induction capacity lead to overfitting problems.

![Figure 2. Pairwise relationship between different inputs and target outputs.](image)

![Figure 3. Accumulated frequency chart of errors.](image)

### Table 4. Model property in predicting wear depth.

<table>
<thead>
<tr>
<th>ML Model</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>4.54</td>
<td>5.69</td>
<td>38.41</td>
<td>0.68</td>
</tr>
<tr>
<td>RF</td>
<td>3.25</td>
<td>4.14</td>
<td>18.3</td>
<td>0.84</td>
</tr>
<tr>
<td>SVM</td>
<td>7.29</td>
<td>8.81</td>
<td>87.2</td>
<td>0.29</td>
</tr>
<tr>
<td>XGBoost</td>
<td>2.95</td>
<td>3.62</td>
<td>14.48</td>
<td>0.88</td>
</tr>
</tbody>
</table>

### 3.2. Comparison between Experimental and Predicted Values

The predicted and experimental values of the constructed models are shown in Figure 4. It can be seen that the prediction performed by RF (a), KNN (b), and XGB (c) models are close to the experimental values, which is acceptable. A large deviation in the prediction results and a very low level of prediction accuracy can be found when the prediction was performed by the SVM (d) model. The reason for this result is that SVM requires a larger dataset and higher dimensionality compared to other models, so it may be due to overfitting issues caused by insufficient data and generalization ability.
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3.3. Regression Analysis of Model Results

A graphical analysis of the regression results for all models is shown in Figure 5. It can be clearly seen that wear depth can be predicted by RF (a), XGB (c), and KNN (b) satisfactorily, as essentially all data points are distributed around the line of best fit. XGB (c) has the most accurate prediction with an $R^2$ value of 0.88. SVM (d) did not perform very well on the verification dataset, and the margin of error of SVM was significantly larger than that of XGB, RF, and KNN. The Taylor diagram comparing the models can be seen in Figure 6. And it can be found that the correlation coefficients of the models are all very high, indicating that these models have good simulation effects.

3.4. The Influence of Different Characteristic Parameters on Wear Amount

Feature importance refers to a technique for assigning scores to input features in predictive modeling. It is performed by representing the relative importance of each feature in making a prediction [21]. By feature importance analysis, it is possible to investigate which intrinsic properties determine the wear depth. “Feature importance” for XGB models indicates the usefulness and the value of each feature in building the augmented decision tree in the model. It can be explained that the feature has an unusual magnitude in output prediction. A plot of the feature value for the forecast of ball bearing wear depth based on XGB is shown in Figure 7. It can be seen that all the input features scored, indicating that they all play a role in prediction. Among all the features, sliding distance scored the highest, indicating that sliding distance was the most dominant feature. This may be due to the fact that the metal on the contact surface becomes softer with a longer sliding distance, and thus wear increases. Oil film thickness was identified as the second most important feature for predicting wear depth. This indicates that bearing wear is largely dependent on the ability of the lubricating oil film to separate the rolling elements, as the film thickness determines the load shared between the metal contact surface and the lubricant. In the other input parameters, temperature, sliding speed, and load on the output parameters of the wear
depth prediction have a certain influence. Figure 8 shows the correlation heatmap of the Pearson correlation coefficient matrix of the five features for wear depth prediction [29]. It shows that the top three features that have the highest correlation coefficients are sliding distance, lubricating film, and temperature, consistent with the feature importance analysis as shown in Figure 7.

![Figure 5. Regression analysis diagram of model results.](image1)

![Figure 6. Plot of results in Taylor diagram.](image2)
Figure 7. Feature importance for predicting wear depth.

Figure 8. The heatmap of Pearson correlation coefficient matrix of the five features for wear depth.

The results show that both XGB and RF can predict ball bearing wear depth well according to different input variables. While ensuring personal safety and the normal operation of mechanical equipment, it can also reduce a certain burden on the time and cost of the designer. Through the attribute analysis of the importance of features and correlation heatmap of the Pearson correlation, the influence of different working parameters on wear behavior can be understood more deeply.
4. Conclusions

A total of 81 different sets of disc wear depth values were obtained from the experiment by varying different operational parameters. Four different ML algorithms were trained to predict wear depths. It is found that the wear depth values of the ball bearings can be predicted by the ML models accurately. With the proposed model, time loss, production costs, and man-hours could be saved.

Discovering paired relationships between different inputs and target outputs: the sliding distance, sliding speed, normal load, temperature, and oil film thickness all have a non-linear relationship with the wear depth of the output variable. It has been further confirmed that the wear behavior of bearings is caused by a combination of multiple factors.

XGB outperformed the other ML models in terms of prediction ($R^2 = 0.88$, $MSE = 14.48$, $RMSE = 3.62$, $MAE = 2.95$). When predicting wear, the algorithm produced the best results among the proposed machine learning algorithms. Further demonstrating through Taylor plots that the XGB model has high accuracy.

These characteristics are important for estimating flank wear with a given set of machine parameters and experimental trials. Further analysis of the attribute of feature importance and correlation heatmap of the Pearson correlation reveals that each input feature has an effect on wear. It is shown in the results that the wear depth is most affected by sliding distance, oil film thickness, and temperature.

Overall, the current work provides a fast and reliable method for predicting the depth of bearing wear. Such findings from ML analysis can be used in material wear analysis for specialized tribological applications.
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