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Abstract: Four noise-assisted empirical mode decomposition (EMD) algorithms, i.e., ensemble
EMD (EEMD), complementary ensemble EMD (CEEMD), complete ensemble EMD with adaptive
noise (CEEMDAN), and improved complete ensemble EMD with adaptive noise (ICEEMDAN),
are noticeable improvements to EMD, aimed at alleviating mode mixing. However, the sampling
frequency ratio (SFR), i.e., the ratio between the sampling frequency and the maximum signal
frequency, may significantly impact their mode mixing alleviation performance. Aimed at this issue,
we investigated and compared the influence of the SFR on the mode mixing alleviation performance
of these four noise-assisted EMD algorithms. The results show that for a given signal, (1) SFR has
an aperiodic influence on the mode mixing alleviation performance of four noise-assisted EMD
algorithms, (2) a careful selection of SFRs can significantly improve the mode mixing alleviation
performance and avoid decomposition instability, and (3) ICEEMDAN has the best mode mixing
alleviation performance at the optimal SFR among the four noise-assisted EMD algorithms. The
applications include, for instance, tool wear monitoring in machining as well as fault diagnosis
and prognosis of complex systems that rely on signal decomposition to extract the components
corresponding to specific behaviors.

Keywords: EMD; mode mixing; noise-assisted EMD algorithms; alleviation performance; sampling
frequency ratio

1. Introduction

Usually, wear monitoring and fault diagnosis of complex systems rely on decom-
posing signals to extract the components that correspond to specific behaviors, such as
abnormal phenomena or failures. These abnormal phenomena or failures express partic-
ular frequencies that are different from the standard frequencies. Up to now, researchers
have presented some signal decomposition algorithms, e.g., empirical mode decompo-
sition (EMD) and noise-assisted EMD algorithms, for identifying abnormal phenomena
or failures [1]. Although EMD can adaptively process non-linear and non-stationary sig-
nals, it suffers from mode mixing [2]. Four noise-assisted EMD algorithms, i.e., ensemble
EMD (EEMD), complementary ensemble EMD (CEEMD), complete ensemble EMD with
adaptive noise (CEEMDAN), and improved complete ensemble EMD with adaptive noise
(ICEEMDAN), are noticeable improvements to EMD, aimed at alleviating mode mixing.
However, the sampling frequency ratio (SFR), i.e., the ratio between the sampling frequency
and the maximum signal frequency, may significantly affect the mode mixing alleviation
performance of these four noise-assisted EMD algorithms. To design a tool wear monitor-
ing or fault diagnosis method based on a noise-assisted EMD algorithm and choose an
optimal SFR, one needs to analyze and compare the influence of SFR on the mode mixing
alleviation performance of these four noise-assisted EMD algorithms.
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The abovementioned four noise-assisted EMD algorithms have different properties
in signal decomposition. EEMD relies on adding white noise with finite amplitude to
the original signal [3]. To reduce the modes’ noise caused by adding white noise, EEMD
defines the mean of corresponding intrinsic mode functions (IMFs) obtained in some trials
as the final IMFs. With the help of adding white noise, EEMD alleviates the mode mixing
significantly. However, EEMD also involves some issues: (1) optimal selection both of the
noise amplitude and the number of ensemble trials; (2) the presence of residual noise in the
reconstruction signal; (3) possible generation of different numbers of modes in different
trials; (4) the presence of the residual noise in modes.

For the first issue, if the amplitude of the additive noise is too small to change the ex-
trema distribution of the original signal, the mode mixing will not be addressed. However,
a high amplitude noise increases the number of ensemble trials, and thus the computational
cost increases. For this issue, Wu and Huang [3] suggested setting the noise’s amplitude
value to 0.2 and the number of ensemble trials to a few hundred, in most cases.

To address the second issue of EEMD, Yeh et al. [4] proposed the CEEMD algorithm,
which accurately removes the residual noise in the reconstruction signal and does not result
in more computational costs than EEMD. Therefore, the authors recommended CEEMD as
the standard form of EEMD [4].

To solve the second and the third issues mentioned above, Torres and Colominas et al. [5,6]
introduced the CEEMDAN algorithm for complete signal decomposition. A particular
noise is added to extracting modes with a unique residue. Although CEEMDAN overcomes
the second and third issues of EEMD, it usually produces “spurious” modes (i.e., IMFs
without the original signal information) at the early decomposition stage [7].

To address the last three issues of EEMD and improve CEEMDAN, Colominas et al. [7]
suggested the ICEEMDAN algorithm. During the decomposing process of ICEEMDAN,
IMFs of white noise extracted by EMD are added to the original signal or the unique
residue at each decomposition stage. ICEEMDAN reduces the residual noise contained in
modes and the final residue. It also avoids the presence of “spurious” modes at the early
decomposition stage. Table 1 summarises the essential properties of the four noise-assisted
EMD algorithms.

Table 1. Properties of the four noise-assisted EMD algorithms.

EEMD CEEMD CEEMDAN ICEEMDAN

Does it require optimal selections of the noise
amplitude and the number of ensemble trials? Yes Yes Yes Yes

Does it contain the residual noise in the
reconstructed signal? Yes No No No

Can it generate a different number of modes
from one trial to another? Yes Yes No No

Does it contain residual noises in final modes? Yes Yes Yes Less

Some researchers have compared the decomposition performance of the four noise-
assisted EMD algorithms mentioned above in different research fields, such as disease
diagnosis, denoising and filtering, fault diagnosis, and forecasting. In [7], the authors
investigated the residual noises in modes and the capability of recovering known compo-
nents in EEMD, CEEMD, CEEMDAN, and ICEEMDAN using two artificial signals and
three biomedical signals. The results showed that ICEEMDAN has the best decomposition
performance. Seismic data were processed in [8], where the authors demonstrated that the
ICEEMDAN-based approach is a more suitable filtering method than the CEEMDAN-based
method for removing high-oscillating components. In the bearing fault diagnosis field,
ICEEMDAN showed higher diagnosis ability than EEMD [9]. Ren et al. [10] compared
some combinations of EMD-based (EMD, EEMD, CEEMD, and CEEMDAN) algorithms,
the artificial neural network, and the support vector regression (SVM), for forecasting wind
speed time series. CEEMDAN-SVM showed the best performance concerning the CPU
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time and the number of decomposed subseries. Liu et al. [1] tested and compared the
decomposition accuracy of EMD, EEMD, CEEMD, and ICEEMDAN using an artificial
signal. They found that ICEEMDAN yields fewer errors compared to the other algorithms.
In addition, the authors concluded that a higher sampling frequency is welcome in the
process both of EMD and EEMD. This conclusion is inaccurate because the higher sampling
frequency may generate poor decomposition results for EEMD [11]. Sharma et al. [12] de-
composed a speech signal using the abovementioned four noise-assisted EMD algorithms.
They showed that there is no significant advantage of any method over the others. This
conclusion may not be accurate, since the authors did not consider the influence of SFR on
the mode mixing alleviation performance of the four noise-assisted EMD algorithms.

A study on the alleviating performance of the mode mixing caused by intermittent
wave components has a significant practical interest. According to [13], one can treat the
intermittent wave component as a special case of amplitude-modulation (AM) signal, with
zero as minimum amplitude. In the EMD decomposition process, the intermittent wave
component does not contribute to extrema when its amplitude is zero. Therefore, the
intermittent wave component cannot be separated from the slow-oscillating wave. Wu
and Huang [3] illustrated the intermittent wave component riding on a slow-oscillating
wave to show the mode mixing problem. In the fields of natural science and engineering
science, the intermittent wave component is a common phenomenon. Intermittent wave
components are often produced by intermittent phenomena due to cutting tool wear
in a milling process, bearing and gear faults in mechanical systems, or circuit faults in
electrical systems [14,15]. In the milling process, the intermittent cutting process produces
intermittent wave components. In [16–19], EEMD, CEEMD, CEEMDAN, and ICEEMDAN
were used to decompose the machining signal and alleviate the mode mixing caused by
intermittent wave components for monitoring the tool wear state. Nevertheless, these
works do not consider the influence of SFR on the mode mixing alleviation performance of
the four noise-assisted EMD algorithms.

SFR may affect the mode mixing alleviation performance of the four noise-assisted
EMD algorithms significantly. In [20], we investigated the influence of SFR on the mode
mixing alleviation performance of the ICEEMDAN algorithm. Under the condition of the
particular SFR, the decomposition instability phenomenon is observed in ICEEMDAN.
Chen et al. [11] investigated the influence of SFR on the decomposition performance of the
EEMD using the gearbox vibration signal. They suggested diagnosing the bearing faults
using an SFR between 10.3 and 11. Therefore, one can see that SFR may affect the mode
mixing alleviation performance of the four noise-assisted EMD algorithms, especially for
ICEEMDAN, due to the appearance of the decomposition instability phenomenon.

In practice, to apply the four noise-assisted EMD algorithms optimally, researchers
or engineers should consider the mode mixing alleviation performance under different
conditions of SFR. The four noise-assisted EMD algorithms have different mode mixing
alleviation performance, and SFR may affect their mode mixing alleviation performance.
Therefore, it is necessary to analyze and compare the mode mixing alleviation performance
of the four noise-assisted EMD algorithms for their applications, such as designing a
noise-assisted EMD algorithm-based tool wear monitoring method.

To the best of our knowledge, no existing works compare the mode mixing alleviation
performance of the four noise-assisted EMD algorithms regarding decomposing the signal
with intermittent wave components under the condition of different SFRs.

Aimed at this gap, we investigated and compared the influence of SFR on the mode
mixing alleviation performance of four noise-assisted EMD algorithms. In the case study,
the mode mixing phenomenon is caused by intermittent wave components. The results
are helpful for researchers or engineers processing non-linear and non-stationary signals.
The major contributions are (1) the benchmarking study of the SFR influence on the
mode mixing alleviation performance of four noise-assisted EMD methods, and (2) the
ICEEMDAN with the optimal SFR is suggested for alleviating mode mixing.
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To compare the four noise-assisted EMD algorithms fairly, we had to set their parame-
ters consistently. According to results in [3–5,7], we adopted the following setting for these
algorithms. For EEMD, CEEMDAN, and ICEEMDAN, the amplitude of the white noise
was set to 0.2, and the number of ensemble trials was 100. For CEEMD, the amplitude
of the white noise was also set to 0.2. However, the number of ensemble trails was set to
50 because there are twice the decomposition procedures in each trial [4]. The number of
iterations for the four algorithms was 10. Numerical simulations were conducted using
Matlab 2016a.

The rest of this paper is organized as follows. Section 2 briefly introduces EMD, EEMD,
CEEMD, CEEMDAN, and ICEEMDAN. Section 3 shows a metric for assessing the mode
mixing alleviation performance. Section 4 is devoted to analyzing and comparing the
influence of SFR on the mode mixing alleviation performance of the four noise-assisted
EMD algorithms. The last section concludes this paper.

2. Materials and Methods
2.1. Notations

To describe EMD and the four noise-assisted EMD algorithms conveniently, we sum-
marized the related parameters according to corresponding algorithms in Table 2.

Table 2. Parameters used in EMD and the four noise-assisted EMD algorithms.

Symbols Decomposition Algorithms Notes

k EEMD, CEEMD, CEEMDAN, and ICEEMDAN kth sample point
n EEMD, CEEMD, CEEMDAN, and ICEEMDAN Number of IMFs

ci(k) EEMD, CEEMD, CEEMDAN, and ICEEMDAN Final ith IMF
ri(k) EEMD, CEEMD, CEEMDAN, and ICEEMDAN Final ith residual

M EEMD, CEEMD, CEEMDAN and ICEEMDAN Ensemble number

ωm(k) EEMD, CEEMD, CEEMDAN, and ICEEMDAN White noise added in the
mth trial

β EEMD and CEEMD Noise amplitude
β0 and βi CEEMDAN and ICEEMDAN Noise amplitude

cm
i (k) EEMD, CEEMDAN, and ICEEMDAN ith IMF in the mth trial

rm
i (k) EEMD, CEEMDAN, and ICEEMDAN ith residual in the mth trial

x+m(k) CEEMD mth mixed-signal with
positive noises

x−m(k) CEEMD mth mixed-signal with
negative noises

c+m
i (k) CEEMD ith IMF in the mth trial with

positive noises

c−m
i (k) CEEMD ith IMF in the mth trial with

negative noises

2.2. EMD

The EMD algorithm decomposes the non-linear and non-stationary signal into a
set of IMFs adaptively. However, the mode mixing phenomenon may appear in the
decomposition process when the decomposed signal contains intermittent components [2].

EMD is a well-known signal processing method. Studies on this algorithm can be
found in large amounts in the literature [2]. In addition, its Matlab code is available online.
Thus, we will not illustrate the EMD algorithm in detail.

To illustrate the mode mixing phenomenon caused by intermittent components, we
considered the first two components of the simulated signal used in [4]. Therefore, the
simulated signal used in this paper, denoted x(t), is composed of an intermittent signal
x1(t) and a sinusoidal signal x2(t). The intermittent component is a sinusoidal signal
with amplitude α1 and frequency f1, which appears at some durations. The sinusoidal



Machines 2021, 9, 315 5 of 17

component is a sinusoidal signal with amplitude α2 and frequency f2. Two components
and the signal x(t) are given as follows:

x1(t) =


α1 sin(2π f1(t− 1.88)) 1.88 ≤ t ≤ 2.12
α1 sin(2π f1(t− 8.38)) 8.38 ≤ t ≤ 8.62
α1 sin(2π f1(t− 11.88)) 11.88 ≤ t ≤ 12.12
α1 sin(2π f1(t− 17.88)) 17.88 ≤ t ≤ 18.12
0 others

(1)

x2(t) = α2 sin(2π f2t +
π

2
) (2)

x(t) = x1(t) + x2(t) (3)

To introduce the algorithms conveniently, we consider the digitalized signal in the
rest of the paper. Figure 1 shows the digital signal and its components, with a particular set
of parameters. The amplitudes of the two components are 0.05 and 1. Thus, the amplitude
ratio (AR), i.e., the ratio between amplitudes of intermittent and sinusoidal components, is
0.05. The frequencies of the two components are 85 Hz and 10 Hz. The sampling frequency
is set to 200 Hz, and so the SFR equals 2.35. The abscissa represents the number of sampling
points, k = t

T , where T is the sampling period. The ordinate represents the digital signal
values x(k), x1(k) and x2(k) at each sampling point k.
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Figure 2a shows the decomposition results of the signal x(k) using EMD. The compo-
nents x1(k) and x2(k) contained in the original signal x(k) are decomposed into the first
two IMFs (i.e., IMF1 and IMF2) with severe mode mixing. The real meaning of the indi-
vidual IMF is unclear. Thus, we can find that the mode mixing reduces the decomposition
performance of EMD significantly.

2.3. EEMD

Wu and Huang [3] developed the EEMD algorithm to address the mode mixing issue.
This algorithm is a noise-assisted decomposition algorithm that adds white noise with finite
amplitude to the original signal. The added white noise changes the extrema distribution of
the original signal. Therefore, the intrinsic local oscillations are filtered to the proper scales,
and thus the mode mixing is alleviated. However, the decomposition results are noisy
due to the addition of white noise. Fortunately, the ensemble process can reduce the noise
embedded in the decomposition results. The EEMD algorithm yields satisfactory results
by conducting, using the algorithm in Appendix A, several successive decompositions of
the original digital signal x(k), which can be expressed as

x(k) =
n

∑
i=1

ci(k) + rn(k) (4)

where n is the number of IMFs, ci is the ith IMF, and rn(k) represents the final residual, also
called the reconstruction error (see the detailed algorithm in Appendix A).



Machines 2021, 9, 315 6 of 17

Machines 2021, 9, x FOR PEER REVIEW 6 of 18 
 

 

Figure 2a shows the decomposition results of the signal ( )x k  using EMD. The 
components 1( )x k  and 2 ( )x k  contained in the original signal ( )x k  are decomposed into 
the first two IMFs (i.e., IMF1 and IMF2) with severe mode mixing. The real meaning of the 
individual IMF is unclear. Thus, we can find that the mode mixing reduces the 
decomposition performance of EMD significantly. 

 (a) (b)

 
Figure 2. Decomposition results of (a) EMD and (b) EEMD (AR = 0.05, SFR = 2.35). 

2.3. EEMD 
Wu and Huang [3] developed the EEMD algorithm to address the mode mixing issue. 

This algorithm is a noise-assisted decomposition algorithm that adds white noise with 
finite amplitude to the original signal. The added white noise changes the extrema 
distribution of the original signal. Therefore, the intrinsic local oscillations are filtered to 
the proper scales, and thus the mode mixing is alleviated. However, the decomposition 
results are noisy due to the addition of white noise. Fortunately, the ensemble process can 
reduce the noise embedded in the decomposition results. The EEMD algorithm yields 
satisfactory results by conducting, using the algorithm in Appendix A, several successive 
decompositions of the original digital signal ( )x k , which can be expressed as 

1
( ) ( ) ( )

n

i n
i

x k c k r k
=

= +  (4)

where n is the number of IMFs, 𝑐௜ is the ith IMF, and ( )nr k  represents the final residual, 
also called the reconstruction error (see the detailed algorithm in Appendix A). 

Figure 2b depicts the EEMD decomposition results of the signal ( )x k . We can see 
that EEMD alleviates the mode mixing in the first two modes (IMF1 and IMF2) distinctly. 

Figure 2. Decomposition results of (a) EMD and (b) EEMD (AR = 0.05, SFR = 2.35).

Figure 2b depicts the EEMD decomposition results of the signal x(k). We can see
that EEMD alleviates the mode mixing in the first two modes (IMF1 and IMF2) distinctly.
However, for some signals containing large-amplitude intermittent components, EEMD
cannot perfectly decompose them under the condition of a specific SFR. For instance,
Figure 3a shows the decomposition results of EEMD for the signal x(k) with the AR of 0.3.
The mode mixing occurs again in IMF1, IMF2, and IMF3 (see the green box).

The results illustrate that EEMD cannot alleviate the mode mixing at the SFR of 2.36
when the digital signal’s AR is relatively high. Section 3 will further discuss this issue. The
reason may be that, at a specific SFR, the added white noise does not sufficiently change the
extrema distribution of the signal with the relatively large AR. To decompose precisely the
signal with large AR, one should use a suitable SFR or the white noise with large amplitude
in the decomposition process using EEMD.

2.4. CEEMD

EEMD alleviates the mode mixing significantly. However, it involves the issue of
the reconstruction error. Yeh et al. [4] developed the CEEMD algorithm to reduce this
reconstruction error, which adds pairs of white noise (i.e., positive and negative white
noise) to the original signal. Thus, two mixtures containing the original signal and white
noise are composed as follows:[

x+m(k)
x−m(k)

]
=

[
1 1
1 −1

][
x(k)

βωm(k)

]
, (5)

where x+m(k) and x−m(k) represent two mixed signals at the mth trial.
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The decomposition procedure of CEEMD is similar to the one of EEMD. The final IMF
ci(k) is obtained by calculating the mean of the ith IMF in M/2 trials:

ci(k) =
1
M

M/2

∑
m=1

(
c+m

i (k) + c−m
i (k)

)
, (6)

where c+m
i (k) and c−m

i (k) denote the ith IMF decomposed at mth trial (m = 1, 2, 3, . . . , M/2),
obtained from two mixed signals with positive and negative noises, respectively.

CEEMD removes the reconstruction error practically, while the computation effort is
similar to EEMD. Therefore, the authors recommend it as the standard form of EEMD [4].
However, IMFs decomposed by CEEMD still contain some noises, and a different number
of IMFs may occur at different trials [7].

2.5. CEEMDAN

Different numbers of IMFs may occur at different trials for EEMD or CEEMD. This
issue will lead to challenging work for the final averaging of IMFs obtained in all trials [5,6].
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To address this issue, Torres et al. [5] proposed an extension of the EEMD algorithm, called
CEEMDAN. This algorithm obtains the first mode using the same procedure as EEMD. The
other modes are obtained by combining a unique residue with particular noises produced
by EMD. CEEMDAN allows for avoiding conflicts of the final averaging. Appendix B
describes the CEEMDAN algorithm.

CEEMDAN solves the issue arising from the different numbers of IMFs at different
trials. However, new issues arise in CEEMDAN. Some ‘spurious’ modes (see the dashed
line red box in Figure 3c) appear earlier than ones containing signal information [7].

2.6. ICEEMDAN

To suppress the CEEMDAN issue mentioned above and the EEMD issues, Colominas et al. [7]
proposed the improved CEEMDAN (ICEEMDAN), based on the work of [5]. ICEEMDAN
uses particular noises, which are extracted from the white noise, at each decomposition
stage (see the detailed algorithm in Appendix C).

Figure 3d displays the decomposition results of ICEEMDAN. Two components are de-
composed into IMF1 and IMF2 accurately. ICEEMDAN obtains perfect decomposition results.

3. Metric

Four noise-assisted EMD algorithms were implemented to decompose the signals
embedding the intermittent components with different magnitudes. We used the decompo-
sition results to evaluate and compare the influence of SFR on the mode mixing alleviation
performance of four noise-assisted EMD algorithms. To this end, we proposed using the
relative root squared error (RRSE). RRSE is defined as follows:

RRSE =
‖a(k)− b(k)‖
‖a(k)‖ , (7)

where the reference a(k) corresponds to the intermittent signal x1(k) or the sinusoidal
signal x2(k) according to the analyzed component, the obtained IMF yields the recovered
signal b(k), i.e., the closest IMF to the reference a(k).

The RRSE is used to evaluate and compare the influence of SFR on the mode mixing
alleviation performance of the four noise-assisted EMD algorithms. The RRSE measures
the relative decomposition error of the extracted component. If RRSE is small or close
to zero, the corresponding IMF is close to the original component, and the mode mixing
alleviation performance is high, and vice versa.

4. Comparative Results and Discussion

To illustrate and compare the influence of the SFR on the mode mixing alleviation
performance of four noise-assisted EMD algorithms, we consider the benchmark signal
given in Section 2.2. This kind of signal appears in practice frequently.

Numerical experiments were conducted considering an AR from 0.2 to 2.0, with the
increasing step 0.3 and a series SFR ranking of 2.3 to 24.2 with variable steps. According
to the Nyquist-Shannon sampling theorem, a signal can be reconstructed when the sam-
pling frequency is more than twice the maximum signal frequency. Therefore, we set the
minimum sampling frequency equal to 2.3 times the maximum signal frequency, i.e., the
SFR equals 2.3. However, a high SFR will lead to a high computational cost. Thus, we
considered the range of SFR from 2.3 to 24.2 in these comparative experiments. To check
decomposition stability, we conducted every numerical experiment 20 times.

The following contents are illustrative of the influence of the SFR on the mode mixing
alleviation performance of the four noise-assisted EMD algorithms.

Figure 4a–d displays the RRSE of the intermittent component, i.e., the first component
embedded in the original signal, for the four noise-assisted EMD algorithms at different ARs
and SFRs. The SFR influences the RRSE of the intermittent component dramatically. For
different ARs, the influence of the SFR on RRSE of the four noise-assisted EMD algorithms
is different. Even so, these RRSEs have similar fluctuations. They vary quasi-periodically
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with the increase of the SFR. Some RRSE values are very close to zero. This means that the
extraction precision of the intermittent component is perfect under the condition of these
SFRs. Therefore, an appropriate SFR can significantly improve the extraction precision of
the intermittent component from a signal characterized by a given AR. In addition, the
local minimum RRSE values increase slightly with the SFR.
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The decomposition instability phenomenon appears in the four noise-assisted EMD
algorithms at the AR of 0.5. The decomposition instability means that both good and
poor decomposition results are obtained for the same setting. We also observed the
decomposition instability phenomenon in CEEMD and ICEEMDAN at the AR of 0.8.

From the above results, we can see that increasing the SFR may not improve the mode
mixing alleviation performance of the four noise-assisted EMD algorithms. This conclusion
is different from that in [1]. For EEMD, a higher SFR may not be useful for decomposing the
signal with an intermittent component. To extract a more accurate intermittent component
stably, we should set an appropriate SFR value according to the AR value.

Figure 5a–d illustrates the RRSE of the sinusoidal component of the original signal
for the four noise-assisted EMD algorithms. The results show that SFR also influences the
extraction precision of the sinusoidal component at all ARs. The RRSE of the sinusoidal
component varies quasi-periodically with the increase of the SFR for the four noise-assisted
EMD algorithms. An appropriate SFR value can also significantly improve the extraction
of the sinusoidal component from a signal characterized by a given AR. In other words, a
reasonable SFR value significantly improves the mode mixing alleviation performance for
the four noise-assisted EMD algorithms.
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EEMD and CEEMD have similar extraction precision of the sinusoidal component.
These two noise-assisted EMD algorithms have similar decomposition processes. EEMD
uses the general white noise, while CEEMD adopts negative and positive white noise in
couples. Although the used white noises are not the same, their statistical properties are
the same. The AR also influences the extraction precision of the sinusoidal component in
some ranges of SFR. The extraction precision of the sinusoidal component decreases with
the increase of the AR.

For CEEMDAN, the AR does not affect the extraction precision of the sinusoidal
component. However, for ICEEMDAN, the AR influences the extraction precision of the
sinusoidal component significantly. The extraction precision of the sinusoidal component
degrades with the increase of the AR. In some ranges of SFR, the RRSE of the sinusoidal
component is close to zero. This means the sinusoidal component can be extracted perfectly.
Nevertheless, these ranges decrease with the increase of AR. Decreasing these ranges of
SFR implies that the selectable SFR range for obtaining optimal extraction results decreases.
Among the four noise-assisted EMD algorithms, ICEEMDAN obtains the best extraction
precision of the sinusoidal component by choosing the optimal SFR.

The decomposition instability is observed for several SFR values in the extraction
process of the sinusoidal component by using EEMD, CEEMD, and ICEEMDAN. We
did not find the decomposition instability phenomenon in the decomposition process of
CEEMDAN. The decomposition instability is severe in ICEEMDAN. To obtain the optimal
mode mixing alleviation performance, we should avoid the decomposition instability by
choosing SFR, especially for ICEEMDAN.

In practice, it is not enough to select an appropriate SFR for some applications accord-
ing to the mode mixing alleviation performance of the four noise-assisted EMD algorithms
because their other decomposition performances are also critical. For instance, designing a
fault diagnosis method based on a noise-assisted EMD algorithm needs to consider the
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decomposition performance thoroughly. Although the mode mixing alleviation perfor-
mance reflects the decomposition performance, the other decomposition performances
need to be analyzed further by using some indicators such as residual energy (RE) and
successive IMF orthogonality (SIO) [11,21]. The RE is the energy of unexpected modes and
indicates the leakage energy of decomposition. The SIO evaluates the orthogonality of
noise-assisted EMD algorithms. Less RE and SIO imply better decomposition performance
and vice versa.

Figures 6 and 7 illustrate the RE and SIO of the four noise-assisted EMD methods,
respectively. The results show that the SFR has a similar influence on the RE and SIO as the
RRSE of the sinusoidal component. The RE and SIO also vary quasi-periodically with the
increase of SFR for EEMD, CEEMD, and CEEMDAN. In addition, one can notice that the
decomposing results of EEMD and CEEMD show similar trends as SFR.
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For ICEEMDAN, the RE and SIO are very close to 0 when the AR is 0.2. It means
that ICEEMDAN has the perfect decomposition results in all SFR ranges. When the AR
increases up to 0.5 or 0.8, the decomposition performance degrades in some ranges of
SFR, e.g., when SFR = 10.3 to 14. The decomposition performance decreases with the
increase of AR. Nevertheless, under the condition of the worst decomposition performance
of ICEEMDAN, it has similar results with the other three algorithms in these SFR ranges.
In other words, ICEEMDAN can obtain the best decomposition performance among the
four noise-assisted EMD algorithms by choosing an appropriate SFR.
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ICEEMDAN produces a more severe decomposition instability phenomenon than the
other three noise-assisted EMD algorithms. Table 3 displays the decomposition results of
ICEEMDAN in 20 simulations with the same setting. For 12 simulations (results displayed
with bold characters), the decomposition performance is excellent, while it is terrible
for the other eight simulations. The noise used in ICEEMDAN is obtained from white
noise through EMD decomposition. The randomness of the used noise can explain the
decomposition instability. This noise may not be enough to change the extrema distribution
of the original signal at some decomposition processes.

It is worth noting that Sharma et al. [12] compared the decomposition performance
of the four noise-assisted EMD algorithms using speech signals. They selected a specific
sampling frequency of 8k Hz and found no significant advantage of any algorithm over
the others. Unlike the results in [12], we showed that the decomposition performance
of the four noise-assisted EMD algorithms is not the same. ICEEMDAN has the best
decomposition performance for the signal with intermittent components. According to the
signal characteristics, there is a significant advantage of an appropriate choice of both the
noise-assisted EMD algorithm and SFR.

To sum up, compared to the other three noise-assisted EMD algorithms, ICEEMDAN
has the best mode mixing alleviation performance, even if decomposition instability might
appear in some ranges of SFR. SFR dramatically affects the mode mixing alleviation
performance of the four noise-assisted EMD algorithms. Thus, to alleviate the mode
mixing caused by the intermittent component and obtain relatively high decomposition
performance, we propose to use ICEEMDAN for signal decomposition and to choose an
appropriate SFR for data acquisition based on the signal.
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Table 3. Decomposing results of ICEEMDAN (SFR = 21.7, AR = 0.5).

RRSE of x2(k) RE SIO

1 0.2081 0.0216 0.0789
2 0.2002 0.0200 0.0768
3 0.0129 0.0001 0.0006
4 0.2212 0.0245 0.0828
5 0.2233 0.0249 0.0827
6 0.0132 0.0001 0.0006
7 0.2127 0.0226 0.0801
8 0.0127 0.0001 0.0006
9 0.0129 0.0001 0.0005
10 0.2039 0.0208 0.0777
11 0.2314 0.0268 0.0853
12 0.0129 0.0001 0.0005
13 0.0130 0.0001 0.0006
14 0.0128 0.0001 0.0006
15 0.0131 0.0001 0.0006
16 0.2230 0.0249 0.0826
17 0.0127 0.0001 0.0006
18 0.0129 0.0001 0.0005
19 0.0132 0.0001 0.0006
20 0.0130 0.0001 0.0006

It should be noted that one should conduct the decomposition process several times
to consider the decomposition instability.

5. Conclusions

The research work presented in this paper focused on benchmarking the mode mixing
alleviation performance of four noise-assisted EMD decomposition algorithms of a specific
signal containing intermittent and sinusoidal wave components. This class of signals
frequently appears in electrical and mechanical processes such as machining. The SFR and
simulation-based benchmarking results allowed deriving the following observations:

(1) The SFR affects the mode mixing alleviation performance of the four noise-assisted
EMD algorithms significantly.

(2) The decomposition instability phenomenon appears in the four noise-assisted EMD
algorithms, especially in ICEEMDAN.

(3) ICEEMDAN has the best mode mixing alleviation performance for decomposing the
signal with an intermittent component among the four noise-assisted EMD algorithms.

(4) Selecting an appropriate SFR can improve the mode mixing alleviation performance
of the four noise-assisted EMD algorithms.

An appropriate choice of the noise-assisted EMD algorithm and a careful selection of
the SFR can significantly improve the decomposition of a given signal with the intermittent
component. The applications include tool wear monitoring in machining systems, fault
diagnosis and prognosis of complex mechanical and electrical systems, acoustic vibration
signal analysis, speech signal analysis, etc., which rely on signal decomposition to extract
the components corresponding to specific behaviors.

Selecting an appropriate SFR for the four noise-assisted EMD algorithms is necessary
to decompose the signal processes from complex processes, such as milling and drilling
tool wear, gearing and bearing faults, electrical circuits faults, etc. Moreover, selecting an
appropriate SFR would strengthen the noise-assisted EMD algorithm-based fault detection
and diagnosis methods. The next step in future investigations will focus on the noise-
assisted EMD algorithm to monitor cutting tool wear and to detect chatter in the milling
process. We believe that the optimal SFR selection is a promising research direction
for improving the mode mixing alleviation performance of the four noise-assisted EMD
algorithms for decomposing signals with an intermittent component.
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Abbreviations

AR Amplitude ratio
CEEMD Complementary ensemble empirical mode decomposition
CEEMDAN Complete ensemble empirical mode decomposition with adaptive noise
EMD Empirical mode decomposition
EEMD Ensemble empirical mode decomposition
ICEEMDAN Improved complete ensemble empirical mode decomposition with adaptive noise
IMF Intrinsic mode function
RE Residual energy
RRSE Root relative squared error
SFR Sampling frequency ratio
SIO Successive IMF orthogonality
SVM Support vector regression

Appendix A

The EEMD algorithm is briefly described as follows:

(1) Initialize the ensemble number M, the amplitude β of the added white noise ωm(k),
and m = 1;

(2) Perform the mth trial.

(a) Add a white noise signal ωm(k) to the original signal x(k), and structure a new
mixed-signal xm(k), which will be decomposed at the mth trial:

xm(k) = x(k) + βωm(k), (A1)

where ωm(k) represents the added white noise at the mth trial and β denotes the amplitude
of the added white noise.

(b) Use EMD to decompose the new mixed signal xm(k), and then obtain a set of IMFs
and a residue, i.e.,

{
cm

i (k)
}
=
{

cm
1 (k), cm

2 (k), · · · , cm
i (k), · · · , cm

n (k)
}

and rm
n (k),

xm(k)=
n

∑
i=1

cm
i (k)+rm

n (k), (A2)

where cm
i (k) represents the ith IMF at the mth trial and i = 1, 2, 3, . . . , n, n denotes the

number of IMFs.
(c) Repeat steps (a) and (b) M times with different white noises for each trial to

obtain M sets of IMFs (
{

c1
i (k)

}
,
{

c2
i (k)

}
, . . . ,

{
cm

i (k)
}

, . . . ,
{

cM
i (k)

}
) and a set of residues

{rm
n (k)} =

{
r1

n(k), r2
n(k), · · · , rm

n (k), · · · , rM
n (k)

}
.
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(3) Calculate ensemble mean ci(k) and residual ri(k) as final results:

ci(k) =
1
M

M

∑
m=1

cm
i (k) (m = 1, 2, 3, . . . , M ; i = 1, 2, 3, . . . , n), (A3)

rn(k) =
1
M

M

∑
m=1

rm
n (k) (m = 1, 2, 3, . . . , M). (A4)

Appendix B

The CEEMDAN algorithm is described as follows, where the operator Ei(·) is a
function to generate the ith IMF by using EMD.

(1) Decompose the mixed signal xm(k) = x(k) + β0ωm(k) using EMD to obtain the first
IMF cm

1 (k) (m = 1, 2, 3, . . . , M) at the mth trial, and then calculate the mean of all first
IMFs obtained at M trials:

c1(k) =
1
M

M

∑
m=1

cm
1 (k). (A5)

(2) Obtain the first residue r1(k):

r1(k) = x(k)− c1(k). (A6)

(3) Use EMD to decompose the mixed signal r1(k) + β1E1(ω
m(k)), m = 1, 2, 3, · · · , M, to

get E1(r1(k) + β1E1(ω
m(k))), and define the mean of these modes as the second IMF

of CEEMDAN:

c2(k) =
1
M

M

∑
m=1

E1(r1(k) + β1E1(ω
m(k))). (A7)

(4) For subsequent stages (i = 2, 3, 4, · · · ), compute the ith residue:

ri(k) = ri−1(k)− ci(k). (A8)

Calculate E1(ri(k) + βiEi(ω
m(k))) at the mth trial, and define the mean of these modes

as the (i + 1)th IMF of CEEMDAN:

ci+1(k) =
1
M

M

∑
m=1

E1(ri(k) + βiEi(ω
m(k))). (A9)

(5) Repeat (4) for the next i until the stop criterion is reached.

Appendix C

In ICEEMDAN, one defines the difference between the last residual ri−1(k) and the
current residual ri(k) as the ith IMF ci(k):

ci(k) = ri−1(k)− ri(k),i = 1, 2, 3, · · · n, with r0 = x(k). (A10)

To describe the ICEEMDAN algorithm conveniently, the authors introduced a local
mean operator L(·) to generate the local mean of the signal. The operator Ei(·) is also
used in this part. It can be noted that E1(x(k)) = x(k)− L(x(k)). The procedure of the
ICEEMDAN algorithm is briefly described as follows:

(1) Construct the mixed signal xm(k) by adding E1(ω
m(k)) to the original signal x(k):

xm(k) = x(k) + β0E1(ω
m(k)). (A11)
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(2) Calculate the local mean L(xm(k)) by using EMD, and obtain the first residual by an
average of M trials:

r1(k) =
1
M

M

∑
m=1

L(xm(k)), (A12)

then calculate the first final IMF c1(k) = x(k)− r1(k).

(3) Obtain the second IMF c2(k) = r1(k)− r2(k), where r2(k) = 1
M

M
∑

m=1
L(r1(k)+

β1E2(ω
m(k)));

(4) Similarly, for the ith IMF: ci(k) = ri−1(k)− ri(k), where ri(k) = 1
M

M
∑

m=1
L(ri−1(k)+

βi−1Ei(ω
m(k))).

(5) Repeat step (4) for i + 1 until the stop criterion is reached.
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