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Abstract: In this paper, a complementary and simplified scheme to diagnose electrical faults in a three-phase induction motor using the parity equations approach during steady state operation bases on the stator current reference frame is presented. The proposed scheme allows us to identify the motor phase affected due to faults related to the stator side, such as current sensors, voltage sensors, and resistance. The results obtained in this work complement a detection system that uses the DQ model of the three-phase induction motor and parity equations focused on the synchronous reference frame, which can detect stator-side faults but cannot locate the affected phase. In addition, considering practical and operational aspects, the residual detection set obtained is simplified to three simple algebraic equations that are easy to implement. The simulation results using the PSIM simulation software and the experimental test allow us to validate the proposed scheme.
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1. Introduction

Currently, the induction motor (IM) is the horsepower in a wide variety of industrial processes and is often found embedded in many critical applications. The reliability and lifetime of the equipment can be increased by executing maintenance programs prior to a suitable fault diagnosis in the IM. Commonly, the most frequent faults in IM are related to a stress operation such as local overheating, unbalance supply voltages and interturn short-circuit in the stator winding [1]. These stress operations cause changes in the IM electrical-mechanic parameters and can be quickly diagnosed by determining the fault location, as well as its detection time delay. Regarding mechanical failures, vibration analysis using accelerometers is the most used technique due to the large magnitudes of the signals and the high immunity to electromagnetic interference. The only problem is the low bandwidth. Other authors have worked with intelligent systems using neural networks to detect bearing faults but offline and without considering input disturbances [2], although in [3] an adaptive neural network was used to correct these two disadvantages. However, the main problems of these types of techniques are long response time, computational complexity and high data storage. On the other hand, in the literature, there are many techniques to detect failure by mechanical and electrical faults in the IM. For example, by phase spectral analysis of current [4], by phase current transformation [5], by voltage unbalance at the neutral terminal [6] and by impedances unbalance [7]. The problem found in the previous techniques is that the location and detection time are very long, although for
incipient failures the early detection time are not strictly necessary. Model-based methods with different approaches often have short response times to detect faults, such as the winding function approach to detect stator winding faults in the IM [1], or the parity equations approach to detect a large set of faults in the CD motor [8]. The problem is that an accurate mathematical model must be obtained. Regarding the parity equations approach, the model uncertainties and the high sensitivity to noise are the main problems, so this type of approach has been commonly used in linear or linearized systems [8]. However, there are works that focus on nonlinear systems but commonly use discrete time polynomial models [9], then the computational complexity and recursive values increase. Commonly, the fault diagnosis procedure is based on heuristic knowledge of the process as well as a priori knowledge of fault symptom causalities and stored data [10]. However, the approach based on parity equations using analytical symptoms with fixed or adaptive thresholds to detect changes in the residuals and without a stored data bank allows for minimal mathematical complexity, which simplifies and facilitates the implementation of detection residues [11]. Additionally, in the literature, other authors discretize the nonlinear model of the IM to diagnose only sensor faults, losing sight of the faults in the system parameters [2]. On the other hand, some authors propose a parity equation scheme applied to a nonlinear three-phase induction motor using the DQ synchronous reference frame matching the IM model with the DC motor model. This last strategy achieves a simple residual set of information that allows a wide detection of electrical and mechanical parameters during the steady state operation, but the fault isolation concerning each phase is not obtained [12,13].

In this work, a new complementary scheme to improve the diagnosis system proposed in [12] and [13] is proposed. In this way, to detect and isolate electrical faults in the stator side by phase, a new linear model based on the stator reference frame during steady state operation and a classical fault detection approach based on parity equations are proposed. Then a residual set of simplified equations are obtained, which could be easily implemented using modest digital processors.

This manuscript is structured as follows. Section 2 highlights the importance of this work and presents the methodology to follow. Additionally, the fault detection method using parity equations and the case study applied to IM using the DQ reference frame are presented. Section 3 presents the three-phase IM model developed based on the stator reference frame. Section 4 is dedicated to fault detection in the IM with parity equations using the model obtained in the previous section. Section 5 presents the residual set obtained and these are validated through experimental and simulation tests.

2. Motivation

As mentioned in the previous section, the literature presents many approaches to diagnose failures. In general, reference [11] presents many signal-based and model-based fault detection methods, highlighting their advantages and disadvantages. Regarding the fault diagnosis in rotating machinery [4], the consensus is that the high computational complexity and high data storage capacity are the common factors between them, even more so if the fault diagnosis considers the dynamic state of IM with variable speed. However, there are many critical applications at constant speed that are the bottleneck in many production processes, such as conveyor belts, ventilation, drilling, etc., where online diagnosis can be very useful. In this way, a simple online fault diagnosis system for each IM is very useful to schedule corrective maintenance focused on the parameter that is particularly affected. This work focuses particularly on complementing the electrical fault diagnosis proposed in [12,13], which uses parity equations in the DQ synchronous reference frame where the main problem is to identify the affected phase. In this way, the
main idea of this work is to generate a residual set based on the stator current reference frame to distinguish the damaged phases.

In this section, the well-known theory of parity equations is shown and subsequently its application to diagnose faults in the IM using the DQ reference frame proposed in [13] and the problem encountered is highlighted. Figure 1 shows the general scheme for model-based fault detection [11]; on the right, the methodology carried out in this work to obtain faults applied to the IM working in stable state at constant speed is shown.

![Figure 1. Model-based fault detection scheme for IM working in the steady state to constant speed.](image)

### 2.1. Parity Equations for Fault Diagnostic

The inconsistency between current and expected failures is expressed mathematically in residuals. Quantitatively, the residuals are zero if there is no disturbance or failure in the system. The residual generation is the main issue in model-based fault diagnosis. A variety of methods are available in literature for fault diagnosis. Most of these techniques are based on both continuous and discrete system models; however, in this issue, the attention is focused only on parity equation.

A block diagram of a fault diagnosis scheme based on the parity equation using state spaces, widely studied in [15,16], is shown in Figure 2.

![Figure 2. Continuous time model in state spaces based on parity equations.](image)
From Figure 1, \( v(t) \) and \( n(t) \) are input/output noise disturbances, respectively, \( f(t) \) is the additive fault that can be composed of additive input faults \( f_i(t) \) and additive output faults \( f_o(t) \). Then

\[
\dot{f}(t) = \begin{bmatrix} f_i(t) \\
\dot{f}_o(t) \end{bmatrix}
\]  

(1)

where the first derivative is:

\[
\dot{y}(t) = C \dot{x}(t) + N \dot{n}(t) + M \dot{f}(t)
\]

\[= C A x(t) + C B u(t) + C V v(t) + C L f(t) + N \dot{n}(t) + M \dot{f}(t) \]

(2)

The second derivative is as follows:

\[
\ddot{y}(t) = C A \ddot{x}(t) + N \ddot{n}(t) + M \ddot{f}(t)
\]

\[= C A^2 x(t) + C A B u(t) + C B \dot{u}(t) + C A V v(t) + C V \dot{v}(t) + N \ddot{n}(t) + C A L f(t) + C L \dot{f}(t) \]

(3)

In this way, redundancy is generated in the equation, at the same time \( t \) increases its derivatives \( q \leq n \) of \( Y(t) \), which leads to a system of equations as follows:

\[
Y(t) = T x(t) + Q_u U(t) + Q_v V(t) + Q_n N(t) + Q_f F(t)
\]

(4)

where:

\[
\begin{align*}
Y(t) &= \begin{bmatrix} y(t) \\
y(t) \\
\vdots \\
y^{(q)}(t) \end{bmatrix},
U(t) = \begin{bmatrix} u(t) \\
u(t) \\
\vdots \\
u^{(q)}(t) \end{bmatrix},
V(t) = \begin{bmatrix} v(t) \\
v(t) \\
\vdots \\
v^{(q)}(t) \end{bmatrix},
F(t) = \begin{bmatrix} f(t) \\
f(t) \\
\vdots \\
f^{(q)}(t) \end{bmatrix}
\end{align*}
\]

(5)

\[
Q_u = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
C B & 0 & 0 & \cdots & 0 \\
C A B & C B & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C A^{q-1} B & C A^{q-2} B & \cdots & C B & 0
\end{bmatrix}
\]

(6)

\[
Q_v = \begin{bmatrix}
N & 0 & 0 & \cdots & 0 \\
C V & N & 0 & \cdots & 0 \\
C A V & C V & N & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C A^{q-1} V & C A^{q-2} V & \cdots & C V & N
\end{bmatrix}
\]

(7)

\[
Q_f = \begin{bmatrix}
M & 0 & 0 & \cdots & 0 \\
C L & M & 0 & \cdots & 0 \\
C A L & C L & M & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C A^{q-1} L & C A^{q-2} L & \cdots & C L & 0
\end{bmatrix}
\]

(8)

For a system of order \( n \) with \( p \) inputs, where \( p_v \) is the number of disturbances and \( r \) the outputs of the matrices with the following dimensions:

- \( Y(t) \) is a vector \((q + 1)r \times 1\)
• $U(t)$ is a vector $(q + 1)p \times 1$
• $T$ is a matrix $(q + 1)r \times n$
• $Q_U$ is a matrix $(q + 1)r \times (q + 1)p$
• $Q_v$ is a matrix $(q + 1)r \times (q + 1)p_v$

Since the vector of states $x(t)$ and the disturbance $v(t)$ are unknown in (4) is multiplied by a vector $w^T$:

$$w^T Y^T = w^T T x(t) + w^T Q_u U(t) + w^T Q_v V(t) + w^T Q_n N(t) + w^T Q_f F(t)$$  \hfill (9)

Then $W^T$ must have a dimension $(1 \times (q + 1)\cdot r)$ such that:

$$w^T T = 0 \quad w^T Q_v = 0$$  \hfill (10)

Now, a residual vector in computational form is obtained as follows:

$$r(t) = w^T Y(t) - w^T Q_u U(t)$$  \hfill (11)

Through Equation (10), a part of the elements of $w^T$ is determined according to the order of $T$ and $Q_v$. The remaining elements can be used to design different parity equations. Inserting (9) into (11), the internal form of the parity equation is given as follows:

$$r(t) = w^T Q_f F(t) + w^T Q_n N(t)$$  \hfill (12)

which shows how the residual is affected by the faults in $F(t)$ and the noise $N(t)$. If (10) is satisfied, the remainder is independent of the unknown input $v(t)$ and the state $x(t)$. More residues are obtained by selecting several different vectors $w^T$, thus forming a matrix $W$ and the residual vector finally becomes

$$r(t) = W Y(t) - WQ_u U(t)$$  \hfill (13)

Then, the order of $W$ determines the number of residues in the system to analyze.

2.2. Fault Diagnosis Using DQ Reference Frame for Induction Motor

The starting point to carry out the analysis of the IM model in the synchronous reference frame is to deduce the transfer functions in the subsystems of the mechanical and electrical sections. The main idea is to match analytically the three-phase induction motor model with the DC motor model, making use of the DQ transformation. Additionally, the definition of the parameters of the DQ model with respect to the parameters of the IM model are found, to define the equation of state spaces for fault diagnostic.

For mechanical and electrical parts to be coupled, there is a link between the current produced by the torque and the induced magnetic force. This link is implicit in the total current loop of the motor and is independent of the mechanical part in the transfer function [17]. This model is similar to the DC motor model obtained in [18]; the main differences are that the input parameter is instead of the armature current and the DC motor model parameters are analytically reassigned as follows.

$$L_a = \left( L_s - \frac{L_m^2}{L_r} \right)$$
$$R_a = R_s + \frac{L_s}{L_r} R_r$$
$$K_f = \left( \frac{3P}{4}\frac{L_a^2}{L_r} \right) i_f$$
$$\psi = L_s, i_f = L_a I_{ds}$$

The system and fault diagnosis model based on the DQ synchronous reference frame results in an extensive residual set with derivative values. However, a significant reduction can be easily obtained if we consider only the behavior in the steady state. Therefore,
the derivatives terms involving current, voltage and speed, $I_{qs}$, $V_{qs}$, $\omega_r$, respectively, are neglected, so the residual set is:

$$
\begin{align*}
    r_1(t) &= R_a I_{qs} + \psi \omega_r - V_{qs} \\
    r_2(t) &= - (K_f N_p) I_{qs} + (B + B_l) \omega_r \\
    r_3(t) &= \left[ \psi K_f N_p + R_a (B + B_l) \right] I_{qs} - (B + B_l) V_{qs} \\
    r_4(t) &= \left[ \psi K_f N_p + R_a (B + B_l) \right] \omega_r - K_f N_p V_{qs}
\end{align*}
$$

Finally, in the residual set obtained, it can be observed that the system of equations can be easily implemented using a modest digital processing system, because the equations are very simple algebraic expressions without any matrix or derivative terms. Table 1 shows the residuals set, and many detectable parameters can be observed due to the different signatures that the residuals have at the failure of each parameter. Therefore, these parameters can be detected 100%. However, there are parameters that have the same signature, so the probability of failure is reduced to 50%, as seen in Table 1. For example, the signature $(R_s, R_r)$, $(B, B_l)$, $(L_s, V_{qs})$. Additionally, the final detection matrix cannot distinguish the damaged phase from the three-phase system, which represents the main problem in this work.

Table 1. Fault detection matrix using the DQ Model.

<table>
<thead>
<tr>
<th>Faults</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric</td>
<td>$R_s$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$R_r$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$L_s$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$L_r$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$B$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$B_l$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$i_{qs}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Additive</td>
<td>$\omega_r$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$V_{qs}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

"I" represents a change positive or negative.

This fault diagnosis scheme based on the DQ reference frame was implemented for educational purposes in the LabVIEW development platform [19]. However, the simplicity of the equations and the open-loop diagnosis make its implementation feasible in an industrial system using more inexpensive development tools.

3. Three-Phase Induction Motor Model Based on Stator Current Reference Frame

In this section, we propose the use of the steady state dynamic equations of the motor, focusing on the stator current without mechanical parameters. The objective of this analysis is to involve the phases of three-phase system in order to identify faults and complement the diagnosis of the previous section.

First, the well-known equations that define the stator and rotor voltages, $V_s$ and $V_r$, respectively, of the induction motor for any of its three phases are [20]:

$$
\begin{align*}
    V_{si} &= R_s I_{si} + \frac{d\lambda_{si}}{dt} \\
    V_{ri} &= R_r I_{ri} + \frac{d\lambda_{ri}}{dt}
\end{align*}
$$

where the subscript $i$ represents the phase of induction motor ($a, b, c$). The magnetic flux is given by:

$$
\lambda_{si} = L_s I_{si} + MI_{ri}
$$
\[ \lambda_{ri} = L_r I_{si} + M^T I_{si} \]  
\[ \text{where} \]
\[ M = m_{sr} \begin{bmatrix} 
\cos \theta & \cos(\theta + \frac{2\pi}{3}) & \cos(\theta - \frac{2\pi}{3}) \\
\cos(\theta - \frac{2\pi}{3}) & \cos \theta & \cos(\theta + \frac{2\pi}{3}) \\
\cos(\theta + \frac{2\pi}{3}) & \cos(\theta - \frac{2\pi}{3}) & \cos \theta 
\end{bmatrix} \]  
\[ L_s = \begin{bmatrix} L_{sa} & 0 & 0 \\
0 & L_{sb} & 0 \\
0 & 0 & L_{sc} \end{bmatrix} \]
\[ L_r = \begin{bmatrix} L_{ra} & 0 & 0 \\
0 & L_{rb} & 0 \\
0 & 0 & L_{rc} \end{bmatrix} \]

Now, a matrix representation of the electrical behavior of the motor is obtained by replacing the magnetic flux:
\[ \begin{bmatrix} V_{si} \\
V_{ri} \end{bmatrix} = \begin{bmatrix} R_s & 0 \\
0 & R_r \end{bmatrix} \begin{bmatrix} I_{si} \\
I_{ri} \end{bmatrix} + \frac{d}{dt} \left( \begin{bmatrix} L_s & M \\
M^T & L_r \end{bmatrix} \begin{bmatrix} I_{si} \\
I_{ri} \end{bmatrix} \right) \]
\[ (20) \]

A more straightforward and analogous way to represent the above would be:
\[ V = R I + \frac{d}{dt}(L I) \]
\[ (21) \]

where \( L \) can be expressed as the addition of \( L_1 \) and \( M_1 \) to separate the parameters \( L_s \) and \( L_r \) from the matrix \( M \). Furthermore, \( L \) can be expressed as:
\[ L = \begin{bmatrix} L_s & M \\
M^T & L_r \end{bmatrix} = \begin{bmatrix} L_1 & 0 \\
0 & L_r \end{bmatrix} + \begin{bmatrix} 0 & M \\
M^T & 0 \end{bmatrix} \]
\[ (22) \]

where
\[ \begin{bmatrix} L_1 & 0 \\
0 & L_r \end{bmatrix} = L_1 \]
\[ \begin{bmatrix} 0 & M \\
M^T & 0 \end{bmatrix} = M_1 \]

Then (21) is modified as follows
\[ V = R I + \frac{d}{dt}(L_1 I) + \frac{d}{dt}(M_1 I) \]
\[ (23) \]

Because \( M_1 I \) contains time-varying elements, this derivation implies the use of the string rule, therefore.
\[ \frac{d}{dt}(M_1 I) = \frac{dM_1}{dt} I + M_1 \frac{dI}{dt} \]
\[ (24) \]

Now, (23) is redefined as:
\[ \frac{dM_1}{dt} I + M_1 \frac{dI}{dt} + L_1 \frac{dI}{dt} + R I = V \]
\[ (25) \]

Then, the vector representation for the stator and rotor voltages in the motor, respectively, are:
\[ V_{si} = R_s I_{si} + L_s I_{si} + M_1 I_{ri} + M \dot{I}_{ri} \]
\[ (26) \]
\[ V_{ri} = R_r I_{ri} + L_r I_{ri} + M_1^T I_{si} + M_1^T \dot{I}_{si} \]
\[ (27) \]

In this work, the steady state operation condition is considered, then \( I_{ri} = 0 \) and \( V_{ri} = 0 \), so the above equation is reduced as follows:
\[ V_{si} = R_s I_{si} + L_s \dot{I}_{si} \]
\[ (28) \]
\[ 0 = M_1^T \dot{I}_{si} + M_1^T \dot{I}_{si} \]
\[ (29) \]
The above expressions can be rewritten considering only the subsequent derivatives of the stator current. Then, the state space system is simplified, where \( I_s \) and \( V_s \) are the state and input variables, respectively, as follows.

\[
\dot{I}_s = -L_s^{-1} R_s I_s + L_s^{-1} V_s
\]

(30)

Now, solving and simplifying \( \dot{I}_s \) is a function of \( I_s \) with a unitary matrix \( C \).

\[
y(t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} I_{sa} \\ I_{sb} \\ I_{sc} \end{bmatrix}, \quad u(t) = \begin{bmatrix} V_{sa} \\ V_{sb} \\ V_{sc} \end{bmatrix}
\]

Also, according to the three-phase IM model

\[
x = \dot{I}_s = \begin{bmatrix} I_{sa} \\ I_{sb} \\ I_{sc} \end{bmatrix}, \quad \dot{x} = I_s = \begin{bmatrix} I_{sa} \\ I_{sb} \\ I_{sc} \end{bmatrix}, \quad A = -[L_S]^{-1}[R_S], \quad B = [L_S]^{-1}
\]

where \( L_s, R_s \) and \( m_{sr} \) are defined as follows, according to [20]

\[
L_S = \begin{bmatrix} L_{sa} + m_{sr} & -0.5 m_{sr} & -0.5 m_{sr} \\ -0.5 m_{sr} & L_{sb} + m_{sr} & -0.5 m_{sr} \\ -0.5 m_{sr} & -0.5 m_{sr} & L_{sc} + m_{sr} \end{bmatrix}, \quad R_S = \begin{bmatrix} R_{sa} & 0 & 0 \\ 0 & R_{sb} & 0 \\ 0 & 0 & R_{sc} \end{bmatrix}, \quad m_{sr} = \frac{2}{3} l_m
\]

Now, solving and simplifying \( A = -[L_S]^{-1}[R_S] \) and \( B = [L_S]^{-1} \) it is obtained that

\[
A = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} = \begin{bmatrix} -\frac{A1}{k1} R_{sa} & \frac{A2}{k1} R_{sb} & \frac{A3}{k1} R_{sc} \\ -\frac{A1}{k1} R_{sa} & -\frac{A5}{k1} R_{sb} & -\frac{A6}{k1} R_{sc} \\ -\frac{A3}{k1} R_{sa} & -\frac{A6}{k1} R_{sb} & -\frac{A9}{k1} R_{sc} \end{bmatrix}
\]

(31)

\[
B = \begin{bmatrix} b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33} \end{bmatrix} = \begin{bmatrix} a_{1} & a_{2} & a_{3} \\ a_{4} & a_{5} & a_{6} \\ a_{7} & a_{8} & a_{9} \end{bmatrix}
\]

(32)

\[
C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

(33)

where:

\[
A1 = 3 m_{sr}^2 + 4 L_{sb} L_{sc} + 4 L_{sb} m_{sr} + 4 L_{sc} m_{sr}
\]

\[
A2 = 3 m_{sr}^2 + 2 L_{sc} m_{sr}
\]

\[
A3 = 3 m_{sr}^2 + 2 L_{sb} m_{sr}
\]

\[
A5 = A2 + 4 L_{sa} L_{sc} + 4 L_{sa} m_{sr} + 2 L_{sc} m_{sr}
\]

\[
A6 = 3 m_{sr}^2 + 2 L_{sa} m_{sr}
\]

\[
A9 = A3 + 4 L_{sa} L_{sb} + 4 L_{sa} m_{sr} + 2 L_{sb} m_{sr}
\]

\[
k1 = 3 L_{sa} m_{sr}^2 + 3 L_{sb} m_{sr}^2 + 3 L_{sc} m_{sr}^2 + 4 L_{sa} L_{sb} L_{sc} + 4 L_{sa} L_{sb} m_{sr}
\]

\[
+ 4 L_{sa} L_{sc} m_{sr} + 4 L_{sb} L_{sc} m_{sr}
\]
4. Fault Diagnosis Based on Stator Current Reference Frame

Once the vectors and matrices concerned from (30) are identified, the method of parity equations is applied, which initially consists of calculating the $T$ matrix defined in (5) where $A$ and $C$ are obtained from (31) and (33), respectively. Then $T$ and $Q_u$ are given as:

$$T = \begin{bmatrix} C & C \cdot A & C \cdot A^2 \\ C & C \cdot A & C \cdot A^2 \\ C & C \cdot A & C \cdot A^2 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

(34)

$$Q_u = \begin{bmatrix} 0 & 0 & 0 \\ C & B & 0 \\ C & A & B \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & L_{sa} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ R_{sa} & L_{sa}^2 & 1 & L_{sa} & 0 & 0 \\ K_f N_p & L_{sa} & 0 & 0 & 0 & 0 \\ J & L_{sa} & 0 & 0 & 0 & 0 \end{bmatrix}$$

(35)

Now, considering a system with no disturbances and no external faults, it is necessary that a matrix $W$ that fulfills the condition $w^T T = 0$ to ensure that the parity space if the vectors of $W$ are linearly independent. A procedure to find the matrix $W$ is to analyze separately the rows of $W$ that multiply the matrix $T$ and ensure the null space. For this case, it must be considered that the matrix $T$ has a range of $9 \times 3$, so the range of $W$ can be $3 \times 9$ in the following way, which will allow us to subsequently obtain three residuals.

$$W = \begin{bmatrix} w1^T & w2^T & w3^T \end{bmatrix} = \begin{bmatrix} w11 & w21 & w31 \\ w12 & w22 & w32 \\ w13 & w23 & w33 \end{bmatrix}$$

(36)

According to the position of the matrices $W$ and $T$, it can be separated by rows as follows:

$$w1^T \cdot C + w2^T \cdot C \cdot A + w3^T \cdot C \cdot A^2 = 0$$

or

$$w11 \cdot C + w21 \cdot CA + w31 \cdot CA^2 = 0$$

$$w12 \cdot C + w22 \cdot CA + w32 \cdot CA^2 = 0$$

$$w13 \cdot C + w23 \cdot CA + w33 \cdot CA^2 = 0$$

(37)

For this case, it is necessary to find three equations to isolate the faults per phase, so $w3i \cdot CA^2$ must be neglected making $w3^T = 0$ or $w31 = w32 = w33 = 0$. Furthermore, it is observed that the matrix $C$ is unitary and then the expression is reduced as:


\[ w1^T = -w2^T \cdot A \]

or

\[ w11 = -w21 \cdot A \]
\[ w12 = -w22 \cdot A \]
\[ w13 = -w23 \cdot A \]

(38)

Now, the task is to find \( w11, w12, w31 \) or \( w21, w22, w23 \) that satisfies \( W \cdot T = 0 \) and, at the same time, determine the fault isolation per phase in the residual equation \( r(t) \) expressed in (13). For this case study, we found that the following \( w1^T \) is the best simplified proposal to detect and isolate faults per phase.

\[
W1^T = \begin{bmatrix}
0 & R_{sb} & R_{sc} \\
R_{sa} & 0 & R_{sc} \\
R_{sa} & R_{sb} & 0
\end{bmatrix}
\]

(39)

Then

\[ w2^T = -\frac{W1^T}{A} \]

Collecting terms and simplifying for \( W \)

\[
W = \begin{bmatrix}
0 & R_{sb} & R_{sc} & -m_{sr} & (I_{sb} + \frac{m_{sr}}{2}) & (I_{sc} + \frac{m_{sr}}{2}) & 0 & 0 & 0 \\
R_{sa} & 0 & R_{sc} & (L_{sa} + \frac{m_{sr}}{2}) & -m_{sr} & (I_{sc} + \frac{m_{sr}}{2}) & 0 & 0 & 0 \\
R_{sa} & R_{sb} & 0 & (I_{sa} + \frac{m_{sr}}{2}) & (I_{sb} + \frac{m_{sr}}{2}) & -m_{sr} & 0 & 0 & 0
\end{bmatrix}
\]

(40)

Then, the residual set obtained for this general case study is

\[ r(t) = W \cdot Y(t) - WQ_u U(t) \]

\[
r_5(t) = R_{sb} \cdot I_{sb}(t) + L_{sb} \frac{d}{dt} [I_{sb}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sb}(t)] - V_{sb}(t) + R_{sc} \cdot I_{sc}(t)
+ L_{sc} \frac{d}{dt} [I_{sc}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sc}(t)] - V_{sc}(t) - m_{sr} \frac{d}{dt} [I_{sa}(t)]
\]

\[
r_6(t) = R_{sa} \cdot I_{sa}(t) + L_{sa} \frac{d}{dt} [I_{sa}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sa}(t)] - V_{sa}(t) + R_{sc} \cdot I_{sc}(t)
+ L_{sc} \frac{d}{dt} [I_{sc}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sc}(t)] - V_{sc}(t) - m_{sr} \frac{d}{dt} [I_{sb}(t)]
\]

\[
r_7(t) = R_{sa} \cdot I_{sa}(t) + L_{sa} \frac{d}{dt} [I_{sa}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sa}(t)] - V_{sa}(t) + R_{sb} \cdot I_{sb}(t)
+ L_{sb} \frac{d}{dt} [I_{sb}(t)] + 0.5 \ m_{sr} \frac{d}{dt} [I_{sb}(t)] - V_{sb}(t) - m_{sr} \frac{d}{dt} [I_{sc}(t)]
\]

(41)

Now, using the residual set above it is possible to identify the failure phase in \( R_{sir}, V_{si} \) and \( L_{si} \) it, although in \( I_{si} \) is not possible (see Table 2). In this case, theoretically, derivatives involved should not be ignored because there are no DC components, as in the previous DQ model [13]. However, heuristically, the magnitudes of the derivative terms can be neglected with respect to the magnitudes of the remaining terms, which involve the signals from voltage and current sensors and, finally, the residual set is simplified as follows. So, the fault diagnosis matrix allows us to detect the failure phase of \( I_s \), but the fault detection of \( L_s \) is lost.

\[
r_5(t) = R_{sb} \cdot I_{sb}(t) - V_{sb}(t) + R_{sc} \cdot I_{sc}(t)
\]

\[
r_6(t) = R_{sa} \cdot I_{sa}(t) - V_{sa}(t) + R_{sc} \cdot I_{sc}(t)
\]

\[
r_7(t) = R_{sa} \cdot I_{sa}(t) - V_{sa}(t) + R_{sb} \cdot I_{sb}(t)
\]

(42)

Note that, \( R_{sir}, L_{sir}, I_{sir}, \) and \( V_{si} \) have the same signature, but in combination with the fault detection using DQ reference frame it is possible to fully identify the affected parameter, as shown in Table 3.
Table 2. Fault detection matrix in the stator current reference frame: (a) Unsimplified residual set with derivative terms, (b) Simplified residual set without derivative terms.

(a)

<table>
<thead>
<tr>
<th>Faults</th>
<th>$r_5$</th>
<th>$r_6$</th>
<th>$r_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sb}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$L_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sb}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$I_s$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$I_{sb}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_{sc}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Faults</th>
<th>$r_5$</th>
<th>$r_6$</th>
<th>$r_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sb}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$L_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sb}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$I_s$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$I_{sb}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_s$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_{sc}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

"I" represents change positive or negative.

Table 3. Full fault detection matrix using DQ and Three-phase model for fault diagnosis.

<table>
<thead>
<tr>
<th>Faults</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>$r_5$</th>
<th>$r_6$</th>
<th>$r_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sa}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$R_{sb}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$L_s$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sa}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$L_{sb}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$I_s$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$I_{sb}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_s$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_{sa}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$V_{sc}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

"I" represents change positive or negative.
It can also be noted from Table 2 that the fault diagnosis matrix with derivative terms cannot distinguish the fault between $L_s$ and $V_s$, although it is possible to identify the damaged phase. This is a problem of the DQ detection model [13]. However, when the fault diagnosis matrix without derivative terms is considered, the detection range is increased. For example, fault detection on $V_s$ is isolated and fault detection on $I_s$ is added, although fault detection in $L_s$ is lost (see Table 2).

The logical evaluation of the residual set can be easily carried out using the effective value or RMS value per cycle for each residual signal and compensate the steady state errors attributed to the proposed linearized fault diagnosis model based on the stator current reference frame. Another important point to consider in an experimental way is the detection of the zero crossing of the residual signals before the evaluation of the RMS value per cycle.

5. Discussion and Results

The simulation schematic in Figure 3 shows the full fault diagnosis system using the blocks based on the DQ reference frame and based on the stator current reference frame, which has its diagnosis matrix represented in Table 3. In this work we only focus on the complementary fault diagnosis block based on the stator current reference frame. Regarding the simplified Equation (42), the failure analysis using experimental and simulation tests focus on $R_s$, $I_s$, and $V_s$ (particularly for phase a).

![Figure 3. Full residual simulation scheme using DQ and stator current reference frame.](image)

5.1. Fault Detection Scheme for Experimental and Simulation Setup

Figure 3 shows the simulation scheme to emulate the parametric fault in the stator resistance. In this case, for the fault in $R_{sa}$, when $t < 1.5$ s, the switch S1 is enabled for the fault-free case, when $t > 1.5$ s, the switch S1 is disabled, and a resistance R is added to the stator resistance and the under-fault case is generated.

Figure 4 shows the experimental scheme to emulate the stator resistance fault in $R_{sa}$. A instrumental block diagram to measure $I_s$ and $V_s$ in healthy and under-fault conditions is shown in Figure 4a. Regarding a practical point of view, using only one current probe and only one voltage differential probe, triggering with a voltage phase, in this case
$V_{sat}$ is a good practical tip, since the uncertainty and unbalance of the measurement, attributed to the calibration of the current and voltage sensors, is reduced. Figure 4b shows the experimental setup for this case and the signals set measured with the oscilloscope and stored in USB memory are subsequently processed using a mathematical software which calculates the original and compensated-RMS residual set, as shown in Figure 6, respectively. The fault transient in $R_s$, $I_s$ and $V_s$ for phases b,c are omitted to simplify the residual experimental test.

![Experimental scheme to emulate stator resistor fault](image)

**Figure 4.** Experimental scheme to emulate stator resistor fault: (a) Block diagram of the experimental setup, (b) Image of the experimental setup.

### 5.2. Fault Analysis for Experimental and Simulation Test

Simulation and experimental results of the residual set ($r_5$, $r_6$ and $r_7$) with compensated RMS value in healthy and under-fault conditions are shown in Figures 5 and 6, respectively. Figure 5a,b show the simulation residual transient in healthy and under-fault condition for $R_{sat}$, using the equations obtained in (41) and (42), respectively. Figure 6a,c,e show the residual signal before compensation RMS value, using the simplified Equation (42) in healthy and under-fault condition.

Regarding the sensor faults, similarly to the previous case, in Figure 5c–e a pair of switches are used to generate additive faults in the current and voltage sensors $I_{sa}$ and $V_{sa}$, respectively. That is, at $t < 1.5$ s, the healthy condition is carried out and at $t > 1.5$ s, a new connection path is generated to provide a zero value in the current or voltage input of the fault detection block based on the stator current reference frame, which uses the equations in (41) and (42), respectively.

Figures 5 and 6b,d,f show the simulation and experimental results using the simplified equation proposed. Likewise, the trends consistent with the proposed fault diagnosis matrix of Table 2b regarding fault in $R_{sat}$, $I_{sa}$, or $V_{sa}$ is observed. The different magnitude is due to the use of motors of different power for both the simulation and experimental tests. In this way, for larger capacity motors, as in this experimental case, the magnitudes of the residues are larger and therefore the measurement in the diagnosis system is easier. It should not be forgotten that the proposed system complements the scheme developed in [13], which allows identifying the affected phase if the fault is $R_s$, $I_s$ or $V_s$.

Regarding the experimental test of Figure 6b,d,f, a smoothed fault transient is shown when the fault appears in $t = 185$ ms. It is important to mention that the fault transient during the fault-free to under-fault case of Figure 6b,d,f is omitted because the measurements were made during the steady state operation of the residue, which does not apply to the simulation results of Figure 5. On the other hand, the manufacturing imbalance of both the induction motor and the source AC generator, used in the experimental tests, causes non-symmetrical phases and therefore non-constant residuals. Additionally, data used with long sampling periods and forced triggering in single mode, cause a shift in the signals at the extremes of the synchronization, which are manifested in non-symmetrical and non-constant values during the residual or RMS calculation, respectively.
In the simulation and experimental tests an IM of 0.5 HP and 1.5 HP was used, respectively. The main idea was to check the similar trend of the residuals, as shown in Figures 5 and 6.

Figure 5. Cont.
Figure 5. Cont.
Figure 5. Residual simulation test: (a) Fault in $R_{sa}$ using derivative terms, (b) Fault in $R_{sa}$ without derivative terms, (c) Fault in $I_{sa}$ using derivative terms, (d) Fault in $I_{sa}$ without derivative terms, (e) Fault in $V_{sa}$ using derivative terms, (f) Fault in $V_{sa}$ without derivative terms.
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Figure 6. Residual experimental test using the simplified equation: (a) Original residual measurement with healthy and under-fault $R_{sa}$, (b) Compensated-RMS residual measurement with healthy and under-fault $R_{sa}$, (c) Original residual measurement with healthy and under-fault $I_{sa}$, (d) Compensated-RMS residual measurement with healthy and under-fault $I_{sa}$, (e) Original residual measurement with healthy and under-fault $V_{sa}$, (f) Compensated-RMS residual measurement with healthy and under-fault $V_{sa}$.
6. Conclusions

The IM modeling for fault diagnosis using the parity equation has, as its main assumption, the steady state behavior of three-phase induction motor. In this way, it is convenient to consider, heuristically, a fault diagnosis dead time at start-up according to the stabilization time. Regarding the fault diagnosis for IM in the DQ reference frame, the obtained result allows us to detect electrical and mechanical faults because the IM model deduced is matched to the DC motor model, so the existence of parity space is achieved. However, the isolation of the phase corresponding to the damaged parameter is not obtained due to the DQ transformation. Now, with respect to fault diagnosis for IM in stator current reference frame, the residual obtained only allows to detect the damage phase without determining the damaged parameter. Then, the two previous reference frames are used to generate a full detection matrix. Finally, the simplified residual set obtained in this work is very simple to implement in any digital processor, since the operators are addition, subtraction, and multiplication without recursion. Nevertheless, the fault detection in $L_s$ is lost. On the other hand, the unsimplified residual set is more complex and the fault detection in $I_s$ is lost, but the detection of $L_s$ is obtained. The fault detection in current sensors is slightly affected and fault magnitudes in $L_s$ are almost negligible. Maybe, the main problem of the full fault diagnosis system is that the parameters of the IM must be known a priori, and false alarms attributed to load changes occur. So future work aims to add robustness to load and input-signal variations through adaptive thresholds in the decision block.
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