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Abstract: With the aim of addressing the problem of the trajectory tracking control of quadrotor
unmanned aircraft robots (UARs), in this study, we developed a neural network and event-triggering
mechanism-based adaptive control scheme for a quadrotor UAR control system. The main tech-
nologies included this scheme are as follows. (1) Under the condition that only the quadrotor’s
position information can be obtained, a modified high-gain state observer-based adaptive dynamic
surface control (DSC) method was applied and the tracking control of quadrotor UARs was acquired.
(2) An event-triggered mechanism for UARs was designed, in which the energy consumption was
greatly reduced and the communication efficiency between the system and the control terminal was
improved. (3) By selecting appropriate parameters, appropriate initial conditions for the adaptive
laws, and establishing a high-gain state observer, a tracking performance of L∞ could be achieved.
Finally, simulation results of the hardware-in-loop strategy are presented. The control method we
propose here outperformed the traditional backstepping sliding mode control (BSMC) scheme.

Keywords: quadrotor control system; dynamic surface control; event-triggered

1. Introduction

The problem of controlling quadrotor systems has recently attracted significant at-
tention. It has been commonly applied in the fields of rescue missions and agricultural
service; however, a problem continues to disrupt the control of quadrotor systems [1–4].
Because of factors including measurement errors, quadrotor unmanned aircraft robots
(UARs) are modeled as complex nonlinear systems, which increases the difficulty involved
in controlling these systems [5–8]. Therefore, the question of how to choose a reasonable
and effective adaptive algorithm for the accurate control of quadrotor UARs has become
an urgent problem.

In practical applications, external disturbances are always ignored in the process of
controller design, which results in lower system robustness. Thus, the design of the con-
troller is the key to obtaining a good performance in trajectory tracking under the influence
of external disturbances. In [9,10], a proportional-integral-derivative (PID) controller pro-
vided active interference suppression by combining active disturbance rejection technology
with the PID control method to ensure the rapid observation of errors. In [11], the uncer-
tainty and the model’s measurement noise were generated by means of a neural network
approximator. A robust compensator was proposed to eliminate any approximation errors
and achieve effective high-precision trajectory tracking control. In [12–15], to improve the
control precision of a quadrotor system, an algorithm based on the BSMC approachwas
proposed, which overcame the nonlinear effects of the quadrotor.
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However, another problem remains, in that a “differential explosion” can occur when
the design of the controller steps relies on the BSMC control scheme.To deal with the
differential explosion problems, refs. [16,17] combined the extended state observer and the
dynamic surface schemes to propose a control method for quadrotor trajectory tracking,
which ensured the stability of the control system and effectively solved the differential
explosion problem. In [18], a dynamic model of quadrotor flight height was established.
Ref. [18] achieved this by comparing the traditional first-order SMC algorithm with the
second-order SMC algorithm to obtain a new quadrotor height control algorithm. However,
the proposals introduced thus far involve strong assumptions and require all states of the
quadrotor to be available.

In addition, the process of signal transmission also has an important role in the
quadcopter control system. In [19], to cope with the high-pressure problem of constant
signal transmissions from the quadcopter and the console, a control scheme based on a
fixed-time-triggered mechanism was introduced into the steps of controller design, which
relieved the communication pressure by using periodic transmissions to update the control
signals. However, when the control performance is unsatisfactory, a method used to
improve the control performance is to reduce the sampling period. At present, if the control
signal is still updated at the previous frequency, this inevitably leads to unwanted resource
waves [20]. In [21,22], control schemes based on an event-triggered mechanism were
applied to cope with the fixed-time triggering approach, which showed good performance.

The previous trigger moment influences the event-triggered mechanism and deter-
mines the next trigger moment. At the time of triggering,the console and the quadrotor do
not need to communicate; therefore, the communication pressure of the quadrotor can be
decreased. However, the event triggering mechanism may suffer from Zeno behavior, in
which the trigger event can be triggered numerous times in a narrow timeframe [23–25]. In
relation to this issue, the basic properties of the minimum event-triggered intervals in event-
triggered mechanisms were studied in [26]. In [27–30], the event-triggered mechanism was
introduced into the design of the controller, which greatly reduced the transmission pres-
sure of the control signal. Therefore, a feasible method involves adding an event-triggered
mechanism into the process of controller design for quadrotors in order to decrease the
pressure of quadrotor communication. The application of event triggering mechanisms has
been examined in several studies with respect to the controller design process for quadrotor
UARs. However, the authors mentioned above, such as [22], have not considered the
problem of quadrotor position tracking control when a quadrotor UAR can only measure
its position in relation to certain pieces of information.

In summary, many algorithms have been developed to solve control problems related
to quadrotor UARs. However, according to our recent search results, coping with the
control problems of quadrotor UARs remains a challenging issue. To solve these problems,
based on [12,13,20,31], a neural network and event-triggering-mechanism-based adaptive
control method for a quadrotor UAR control system is proposed in this paper. An unknown
air drag coefficient, aerodynamic drag coefficient, and rotational inertia are approximated
by means of a neural network. The trajectory tracking control of a quadrotor UAR’s
positioning is achieved by means of the DSC technique and a controller design involving
state feedback. The trajectory tracking control of a quadrotor UAR’s attitudeis addressed
by means of an output feedback controller. The main innovations of this paper are:

(1) To our best knowledge, for the first time we present an adaptive DSC scheme with a
modified high-gain observer that has been designed for quadrotor UARs under the
condition that only the position data of the quadrotor system are available, along
with the testing of the quadrotor UAR controller in the hardware-in-loop simulation
platform. Thus, the underactuation problem in quadrotor UARs is perfectly solved,
and precise tracking performance is obtained.

(2) By designing an event triggering mechanism for quadrotor UARs, the control signal
can be updated immediately when threshold conditions are triggered. Therefore,
compared with the time-triggered control mechanism, the energy consumption can be
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greatly reduced, and the communication pressure between the system and the control
terminal is lowered using the event triggering mechanism.

(3) By setting the original conditions of the high-gain state observer, adaptive control
laws, and the appropriate controller parameters, a tracking performance of L∞ for
underactuated quadrotor UARs is achieved.

2. Problem Statement
2.1. Model Construction

The quadrotor body coordinate system and ground coordinate system are shown in
Figure 1, wherein the quadrotor has a total of six degrees of freedom in the output, with
translational degrees of freedom in three directions and rotational degrees of freedom in
three directions. Moreover, the thrust of the UARs is produced by four motors, which
located at the corners of the quadrotor body. Among these, F2 and F4 are driven by two
positive propeller motors, and F1 and F3 are driven by two anti-positive propeller motors.
However, this structure leads to the need for the balancing of yaw torque as required. For
example, under the condition in which the lift force is greater than the quadrotor’s mass,
the quadrotor will rise vertically when increasing the output power of the four motors at
the same time. Moreover, if F2 > F4, F1 = F3, a pitching motion will be observed and the
machine will exhibit translational motion along the y-axis. Hence, by adjusting the speed
of the motors, attitude control and position control of the UAR can be attained.

Z

X Y

roll

yaw
pitch

Xe
Ze Ye

F4 F3

F1 F2

Figure 1. Quadrotor body coordinate system and ground coordinate system.

Faced with the control problem of quadrotor UARs, here the rigid body transdynamics,
as well as the Newton–Euler equations are used to model the quadrotor. We have [φ, θ, ψ] ∈
R3 and [p, q, r] ∈ R3, with φ, θ, ψ designating the roll, pitch and yaw angles with regard
to the ground coordinates, which are represented by Oxeyeze, and p, q, r are the angular
speed the of roll, pitch, and yaw movements with respect to the body coordinates, which
are denoted by Oxbybzb. An explanation of the other symbols is given in Table 1. To clarify
the connections among the inertial coordinate system and the body coordinate system, we
use conversion equations. Choosing the x-axis as an example [32]

X = x,

Y = cos φy− sin φz, (1)

Z = sin φy + cos φz,
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where X, Y, Z are the inertial coordinate system and x, y, z are the quadrotor body coordi-
nate system. The transformation matrix can be expressed as

R(x, φ) =

 1 0 0
0 cos φ − sin φ
0 sin φ cos φ

 (2)

Table 1. The notation for the quadrotor.

Symbol Nomenclature

Fi, i = 1, 2, 3, 4 Lift force
KX , KY , KZ Unknown coefficients of air resistance

m Mass of quadrotor
g Acceleration of gravity
ω̄ Relative speed of the cross-coupled rotor

Ix, Iy, Iz Rotary inertia for all axis
Ir Moment of inertia for all motors

dφ, dθ , dψ Coefficient of unknown aerodynamic drag
l Distance from the center to the rotor

τi, i = 1, 2, 3, 4 Torque
dX(t), dY(t), dZ(t), d1(t), d2(t), d3(t) Bounded external disturbances

The rotation matrix of the Y axis and the Z axis can be obtained as follows:

R(y, θ) =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 (3)

R(z, ψ) =

 cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

 (4)

Then the overall conversion relationship between the inertial coordinate system and the
body coordinate system is:

R(φ, θ, ψ) =

 cos θ cos ψ A C
cos θ sin ψ B D
−sin θ cos θ sin φ cos φ cos θ

 (5)

with A = cos ψ sin φ sin θ − cos φ sin ψ, B = cos φ cos ψ + sin φ sin θ sin ψ, C = sin φ sin ψ +
sin φ cos ψ sin θ, D = cos φ sin θsinψ− cosψsinφ. FE = F1 + F2 + F3 + F4. Then, the motion
model, as well as the angular motion of the quadrotor with respect to the ground coordinate
system, can be expressed as:

Ẍ =
[
FE(sin φ sin ψ + cos φ cos ψsinθ)− KXẊ

]
/m + dX(t)

Ÿ =
[
FE(cos ψ sin θ sin ψ− cos ψsinφ)− KYẎ

]
/m + dY(t)

Z̈ =
[
FE(cos φ cos θ)− KZŻ−mg

]
/m + dZ(t) (6)

φ̈ =
[
θ̇ψ̇
(

Iy − Iz
)
− Ir θ̇ω̄− dφφ̇ + l(F4 − F2)

]
/Ix + d1(t)

θ̈ =
[
φ̇ψ̇(Iz − Ix)− Ir θ̇ω̄− dθ θ̇ + l(F3 − F1)

]
/Iy + d2(t)

ψ̈ =
[
φ̇θ̇
(

Ix − Iy
)
− dψψ̇ + (τ2 + τ4 − τ1 − τ3)

]
/Iz + d3(t)
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with ω̄ = ω2 +ω4−ω1−ω3. We can determine that xX,1 = X, xX,2 = Ẋ, xY,1 = Y, xY,2 = Ẏ,
xZ,1 = Z, xZ,2 = Ż, x1 = φ, x2 = φ̇, x3 = θ, x4 = θ̇, x5 = ψ, x6 = ψ̇. Then, Equation (6) can
be rewritten as follows

ẋX,1 = xX,2,
ẋX,2 = (cos x1 sin x3 cos x5 + sin x1 sin x5)U4 − a1xX,2 + dX(t),
ẋY,1 = xY,2,
ẋY,2 = (cos x1 sin x3 sin x5 − sin x1 cos x5)U4 − a2xY,2 + dY(t),
ẋZ,1 = xZ,2,
ẋZ,2 = (cos x1 cos x3)U4 − a3xZ,2 + dZ(t)− g,
yi = xi,1, i = X, Y, Z,
ẋ1 = x2,
ẋ2 = a4x4x6 + a5ω̄x4 − a6x2 + U1 + d1(t),
ẋ3 = x4,
ẋ4 = a7x2x6 + a8ω̄x2 − a9x4 + U2 + d2(t),
ẋ5 = x6,
ẋ6 = a10x2x4 − a11x6 + U3 + d3(t),
yj = x2∗j−1, j = 1, 2, 3,

(7)

with a1 = KX/m, a2 = KY/m, a3 = KZ/m, a4 =
(

Iy − Iz
)
/Ix, a5 = Ir/Ix, a6 = dφ/Ix,

a7 = (Iz − Ix)/Iy, a8 = Ir/Iy, a9 = dθ/Iy, a10 =
(

Ix − Iy
)
/Iz, a11 = dψ/Iz are unknown;

U1, U2, U3 and U4 are the control inputs, wherein U1 = l(F4 − F2)/Ix, U2 = l(F3 − F1)/Iy,
U3 = (τ2 + τ4 − τ1 − τ3)/Iz, U4 = (F1 + F2 + F3 + F4)/m.

Remark 1. It should be noted that the bounded external disturbances dX(t), dY(t), dZ(t), d1(t),
d2(t), and d3(t) considered in this paper could denote the force of the wind, wind gusts, noise,
electromagnetism, and bad weather while the quadrotor system is working.

2.2. Radial Basis Function Neural Networks (RBFNNs)

In this work, under Lemma 1, any continuous function on the compact sets can be
approximated by applying the RBFNNs.

Lemma 1 (see [33]). With fi(ξi) : Ωξi → R, i = X, Y, Z, are smooth and Ωξi ⊂ Rq being
compact sets, ξi represents the RBFNN’s input, and q is the input dimension for any εm > 0, by
properly selecting ηi and ξk ∈ Rq, k = 1, . . . , N, then, for some sufficiently large integer N, an
RBFNN is factored in and expressed as:

fi(ξi) = ψT
i (ξi)ϑ

∗
i + εi, i = X, Y, Z

∀ξi ∈ Ωξi ⊂ Rq, |εi| ≤ εm (8)

where Yi(ξi) is the output of the RBFNN, and ϑ∗i denotes the optimal weight vector of ϑi and is

expressed as ϑ∗i = arg min
ϑi∈RN

{
supξi∈Ωξi

|Yi(ξi)− fi(ξi)|
}

, ψk(ξ) = exp
(
− ‖ξ−ξk‖

2η2

)
. This is the

basis function, where η > 0 serves as the width of the basis function and ξk ∈ Rq is the center of the
basis function, which serves as a constant vector, with εi representing the approximated errors, with
εi = fi(ξi)− ϑ∗Ti ψi(ξi).

For proof, let

UX=(cos x1 sin x3 cos x5 + sin x1 sin x5)U4

UY=(cos x1 sin x3 sin x5 − sin x1 cos x5)U4 (9)

UZ=(cos x1 cos x3)U4,

and fX(x) = −a1xX,2, fY(x) = −a2xY,2, fZ(x) = −a3xZ,2. Therefore, (7) can be expressed as
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

ẋX,1 = xX,2,
ẋX,2 = UX + fX(x) + dX(t),
ẋY,1 = xY,2,
ẋY,2 = UY + fY(x) + dY(t),
ẋZ,1 = xZ,2,
ẋZ,2 = UZ + fZ(x) + dZ(t)− g,
yi = xi,1, i = X, Y, Z,
ẋ1 = x2,
ẋ2 = a4x4x6 + a5ω̄x4 − a6xZ,2 + U1 + d1(t),
ẋ3 = x4,
ẋ4 = a7x2x6 + a8ω̄x2 − a9x4 + U2 + d2(t),
ẋ5 = x6,
ẋ6 = a10x2x4 − a11x6 + U3 + d3(t),
yj = x2∗j−1, j = 1, 2, 3.

(10)

Note that the air drag coefficients are KX, KY, KZ, whereas the continuous functions
represented by system parameters a1, a2, and a3 are also unknown. Thus, the above proof
can be approximated by means of RBFNNs in Lemma 1.

To define x5r, it is important to define the desired trajectories of the yaw angle. The
next step is to realize the control scheme. To achieve this, the following assumptions are
required [34]:

A1: The reference trajectories are yri, i = X, Y, Z, and x5r are the smooth and bounded
functions, [yri, ẏri, ÿri]

T , which are part of a set of known compact , Ωr when t > 0.
A2: The external disturbances can be represented as di(t) ≤ d̄i, wherein d̄i are positive

constants, i = 1, 2, 3, X, Y, Z.
A3: The angles of roll and pitch are limited to (−π/2, π/2) in accordance with the physical

meaning. In particular, the yaw angle range of (−π/2, π/2) was selected for the
purposes of this study.

3. Proposed Methodology

In this paper, we present a neural network and event-triggered-mechanism-based
adaptive control method. The architecture of the control method is presented in Figure 2.
The output-feedback controller is designed to achieve the position model part from the
quadrotor. The part of the model related to the attitude of the quadrotor can be realized
using the state-feedback method.

Desired
Trajectory

Output-feedback 
Dynamic Surface 

Controller

State-feedback 
Dynamic Surface 

Controller

Inverse
Transformation

Xr,Yr,Zr

ψr

Quadrotor

, ,  

, ,    

State
Observer

X,Y,Z

U4

UX,UY,UZ

,r r 

Event-Triggerd
Mechanism

U1,U2,U3

X,Y,Z,ψ

Figure 2. The architecture of the proposed control method.
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3.1. Controller Design for Positioning Trajectory Tracking

The position model of the quadrotor is expressed as follows:

ẋi = Aixi + ΨT
i (ξi)ϑ

∗
i + εi + Dib(t) + Gi + biUi

yi = xi,1 (11)

with Ai =

[
0 1
0 0

]
, ϑ∗i =

[
0

ϑ∗i,2

]
, bi =

[
0
1

]
, ΨT

i =

[
0 0
0 ψi,2

]
, εi =

[
0

εi,2

]
, GX =

GY =

[
0
0

]
, GZ =

[
0
−g

]
, Dib(t) =

[
0

di(t)

]
, i = X, Y, Z. Let Bi = εi + Dib(t) + Gi, and

Ai,0 = Ai − qieT
i,1 =

[
−qi,1 1
−qi,2 0

]
, where qi =

[
qi,1
qi,2

]
, and Ai,0 denotes a Hurwitz matrix

determined by selecting the proper vector qi. It follows that

ẋi = Ai,0xi + qiyi + ΨT
i (ξi)ϑ

∗
i + Bi + biUi,0

yi = eT
1 xi, i = X, Y, Z. (12)

Inspired by [4,35–37] the high-gain K-filter observer is used to estimate the unmea-
sured states, and the K-filter observer is designed by:

v̇i,0 = ki Ai,0vi,0 + ∆−1
i ei,2Ui,0

ς̇i,0 = ki Ai,0ςi,0 + kiqiyi (13)

Ξ̇i = ki Ai,0Ξi + ∆−1
i ΨT

i ,

where i = X, Y, Z, ki ≥ 1 denote the positive design parameters, and ei,2 is the second
coordinate vector in R2 with

∆i = diag{1, ki}. (14)

From (13) and (14), the estimated state vector is used as follows:

x̂i = ∆iςi,0 + ∆ivi,0 + ∆iΞiϑ
∗
i . (15)

Then, for the estimation error we can obtain:

εi = xi − x̂i, (16)

with:
ε̇i = ẋi − ˙̂xi = Aiεi − ki∆iqiεi,1 + Bi (17)

where εi,1 is the first entries of εi. Since ϑ∗i is unknown, the actual states can be estimated
with the estimated value ϑ̂i of ϑ∗i , and it follows that:

ˆ̂xi = ∆iςi,0 + ∆ivi,0 + ∆iΞiϑ̂i. (18)

Lemma 2. The quadratic function can be described by:

Vεi := εT
i Piεi (19)

with Pi =
(

∆−1
i

)T
P̄i∆−1

i , wherein P̄i = P̄T
i > 0 is a positive definite metrix, which satisfies

AT
i,0P̄i + P̄T

i Ai,0 = −2I, (20)
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For ki ≥ 1, it follows that:

V̇εi ≤ −
ki

λmax(P̄i)
Vεi + ki(

‖P̄i‖‖Bi‖max
k2

i
)2. (21)

Proof. Please see the proof of Lemma 2 in Appendix A.

Design of Controller with Dynamic Surface Control Method

Step 1: The error from the first surface can be expressed as

Si,1 = yi − yri. (22)

Then, Ṡi,1 is defined as
Ṡi,1 = ẏi − ẏri = xi,2 − ẏri. (23)

From (16), we have:

xi,2 = x̂i,2 + εi,2

= kiςi,(0,2) + kivi,(0,2) + kiΞi,(2)ϑ
∗
i + εi,2 (24)

where Ξi,(2) denotes the second row of Ξi. Furthermore, we have

Ṡi,1 = kiςi,(0,2) + kivi,(0,2) + kiΞi,(2)ϑ
∗
i + εi,2 − ẏri

= kiςi,(0,2) + ki

(
vi,(0,2) − v̄i,(0,2)

)
+ ki v̄i,(0,2) + kiΞi,(2)ϑ

∗
i + εi,2 − ẏri (25)

where v̄i,(0,2) denote the signals of virtual control. It follows that

v̄i,(0,2) =
(
−li,1Si,1 − kiςi,(0,2) − ϑ̂T

i kiΞT
i,(2)

+ ẏri

)
/k (26)

where li,1 are design constants and ϑ̂i is the estimated values of ϑ∗i .
ϑ̂i denotes the update law, which is expressed as

˙̂ϑi = γϑi

[
kiΞT

i,(2)Si,1 − σϑi ϑ̂i

]
. (27)

Let v̄i,(0,2) be expressed as the first-order low-pass filter input; it follows that:

zi,2 + τi,2żi,2 = v̄i,(0,2), zi,2(0) = v̄i,(0,2)(0) (28)

Step 2: Let Si,2 be expressed as

Si,2 = vi,(0,2) − zi,2. (29)

Then, Ṡi,2 is defined as
Ṡi,2 = −kiqi,2vi,(0,1) + k−1

i Ui,0 − żi,2. (30)

The final control law is obtained as

Ui,0 = ki

(
kiqi,2vi,(0,1) − li,2Si,2 + żi,n

)
. (31)

Then, the event-triggered-mechanism-based adaptive controller can be expressed as

Ŭi(t) = Ui,0 − gi,1tanh

(
k−1Si,2gi,1

ρi

)
, (32)
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The trigger events are expressed as:

Ui(t) = Ŭi(tn), ∀t ∈ [tn, tn+1),

tn+1 = inf{t > tn||ei(t)| ≥ gi}, (33)

where tn, n ∈ Z+, ρi > 0, gi,1 > gi denote the designed parameters, which are positive, and
ei(t) = Ŭi(t)−Ui(t) represent the errors of measurement. When the trigger events occur,
then the control signals Ui(t) are updated to Ŭi(tn+1) and the control signals Ui(t) = Ŭi(tn)
are satisfied when t ∈ [tn, tn+1).

According to (9), it can be seen that UX, UY, UZ denote the designed control signals.
However, there are four variables in (9) , which are given as x1, x3, x5 and U4, respectively.
These four unknown variables must be calculated. However, it is commonly known that the
above unknown variables can not be solved by means of three equations. For this reason, an
extra signal must be provided in the control scheme. In this paper, the yaw angle, which is rep-
resented by x5r, is given and the designed control signal U3 guarantees that the state x5 will
converge to the reference x5r. Then, reference signals x1r, x3r of x1, x3 and U4 can be obtained
by solving Equation (9) as follows: x3r = arctan((UX cos x5r + UY sin x5r)/UZ), x1r =
arctan((UX sin x5r −UY cos x5r) cos x3r/UZ), U4 = UZ/(cos x1r cos x3r).

3.2. Controller Design of Attitude Trajectory Tracking

The mathematical model of the quadrotor’s attitude can be rewritten as:
ẋ2∗j−1 = x2∗j
ẋ2∗j = ΘT

αj
Γαj + Uj,0 + dj(t)

yj = x2∗j−1

(34)

where j = 1, 2, 3, Θα1 = [a4, a5, a6]
T , Θα2 = [a7, a8, a9]

T , Θα3 = [a10, a11]
T ,

Γα1 = [x4x6,−vx4,−x2]
T , Γα2 = [x2x6, vx2,−x4]

T , Γα3 = [x2x4,−x6]
T .

Step 1: Define the error of the first surface as:

S2∗j−1 = x2∗j−1 − x(2∗j−1)r. (35)

For analysis, let Lyapunov functions be defined as:

V2∗j−1 =
1
2

S2
2∗j−1. (36)

Then, the time derivatives of V̇2∗j−1 yield

V̇2∗j−1 = S2∗j−1Ṡ2∗j−1

= S2∗j−1

(
x2∗j − x(2∗j)d

)
+ S2∗j−1x(2∗j)d − S2∗j−1 ẋ(2∗j−1)r. (37)

Based on the virtual control law x(2∗j)d, it follows that:

x(2∗j)d = −k2∗j−1S2∗j−1 + ẋ(2∗j−1)r. (38)

We define z2∗j, which can be acquiredby a first-order low-pass filter. It follows that

z2∗j + ι2∗j ż2∗j = x(2∗j)d, z2∗j(0) = x(2∗j)d(0) (39)

where x(2∗j)d and ι2∗j represent the input as well as the positive time constants of the
first-order low-pass filter, respectively. We have

V̇2∗j−1 = S2∗j−1(S2∗j − k2∗j−1S2∗j−1) + S2∗j−1y2∗j. (40)
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Step 2: Define S2∗j as
S2∗j = x2∗j − z2∗j. (41)

Then, the time derivatives of S2∗j yield

Ṡ2∗j = ẋ2∗j − ż2∗j

= ΘT
αj

Γαj + Uj,0 + dj(t)− ż2∗j. (42)

Define the following Lyapunov functions as:

V2∗j =
1
2

S2
2∗j +

1
2rΘαj

Θ̃2
αj

. (43)

Then, we have:

V̇2∗j = S2∗jṠ2∗j +
1

rΘαj

Θ̃T
αj

˙̂Θαj

=S2∗j(ΘT
αj

Γαj + Uj,0 + dj(t)− ż2∗j) +
1

rΘαj

Θ̃T
αj

˙̂Θαj . (44)

Therein, the final control law can be obtained as follows:

Uj,0 = −k2∗jS2∗j − S2∗j − Θ̂T
αj

Γαj + ż2∗j (45)

where ϑ̂αj are updated by:

˙̂Θαj = rΘαj

(
Γαj S2∗j−σΘαj

Θ̂αj

)
. (46)

Then, the event-triggering-mechanism-based adaptive controller can be expressed as

Ŭj(t) = (1 + δj)

[
Uj,0 − ψ̄j tanh

(
S2ψ̄j

β j

)]
, (47)

and the trigger events are designed as follows:

Uj(t) = Ŭj(tk), ∀t ∈ [tk, tk+1),

tk+1 = inf
{

t > tk|
∣∣∣e′j(t)∣∣∣ ≥δjUj(t) + ψj

}
, (48)

where tk, k ∈ Z+, β j > 0, 0 < δj < 1, ψj > 0, ψ̄j ≥ ψj/(1 − δj) are the positive design
parameters and e′j(t) =Ŭj(t)−Uj(t) are the errors of measurement.

3.3. L∞ Performance and the Stability of the Control Scheme

Let the errors from the output and input of the first-order low-pass filters be expressed as

yi,2 = zi,2 − v̄i,(0,2), i = X, Y, Z,

y2∗j = z2∗j − x(2∗j)d, j = 1, 2, 3. (49)

One has

ẏi,2 = −yi,2

τi,2
+

(
li,1Ṡi,1 + ki ς̇i,(0,2) +

[
ki

˙̂ϑiΞT
i,(2)

]′
− ÿri

)
/ki (50)

ẏ2∗j = −
y2∗j

τ2∗j
+ k2∗j−1Ṡ2∗j−1 − ẍ(2∗j−1)r. (51)
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Then, we have ∣∣∣∣ẏi,2 +
yi,2

τi,2

∣∣∣∣ ≤ Bi,2
(
Si,1, yi,2, ϑ̃i,yri, ẏri, ÿri

)
, (52)∣∣∣∣∣ẏ2∗j +

y2∗j

τ2∗j

∣∣∣∣∣ ≤ B2∗j

(
S2∗j−1, y2∗j, ẍ(2∗j−1)r

)
, (53)

where Bi,2 and B2∗j are continuous functions.
Then, from (25) and (26), (30), (36), (40) and (42), one has

Si,1Ṡi,1 = −li,1S2
i,1 + kiSi,1(Si,2+yi,2)− ϑ̃T

i ΞT
i,(2)Si,1 + εi,2Si,1 (54)

Si,2Ṡi,2 =− kiqi,2vi,(0,1)Si,2 − ż2Si,2 + k−1
i UiSi,2 (55)

S2∗j−1Ṡ2∗j−1 = S2∗j−1(S2∗j − k2∗j−1S2∗j−1) + S2∗j−1y2∗j (56)

S2∗jṠ2∗j = S2∗j

(
ΘT

αj
Γαj + Uj + dj(t)− ż2∗j

)
(57)

wherein i = X, Y, Z, j = 1, 2, 3, εi,2, denoting the second row of εi. Then, we can obtain the
Lyapunov function as:

V = ∑
(

1
2 S2

i,1 +
1
2 S2

i,2+
1
2 y2

i,2 +
1

2rϑi
ϑ̃T

i ϑ̃i + Vεi

)
+ ∑6

j=1
1
2 S2

j + ∑3
j=1

(
1

2rΘαj
Θ̃2

αj
+ 1

2 y2
2∗j

)
. (58)

Therein, Θ̃αj = Θ̂αj −Θαj , ϑ̃i = ϑ̂i − ϑ∗i , i = X, Y, Z, and j = 1, 2, 3 denote the estimation
errors.

Combining the results of the above control schemes, we can observe the following.
Theorem 1: According to the quadrotor model given in (10) and the adaptive control

laws containing the unknown parameters in (27) and (46), as well as the actual control
signals obtained through the event-triggered mechanism in (32) and (47), if V(0) in (58)
satisfies V(0) ≤ G1, wherein G1 can be arbitrarily given as a positive number, then all
signals in the quadrotor systems are semi-globally uniformly and ultimately bounded,
which can be made arbitrarily small by choosing the fitness design parameters ki, li,1, li,2,
rϑi , σϑi , k2∗j−1, k2∗j, rΘαj

, σΘαj
, along with the time constants τi,2, as well as τ2∗j In addition,

the L∞ norm of the tracking errors Si,1, S2∗j−1, i = X, Y, Z, j = 1, 2, 3 can be made arbitrarily
small by applying the technique of initialization.

Theorem 1. In the event triggering mechanism, there must be a time interval t
′
> 0 satisfying

tn+1 − tn > t
′
, ∀n ∈ Z+, which indicates that the time interval has a lower bound.

Proof. Please see the details about Theorem 2 in Appendix A.

4. Experiments

The hardware-loop platform was used for testing the proposed control method.
Figures 3 and 4 show the environment used for the actual experiment and the structure of
the experimental system, respectively, where the following components were included: (1)
a rapid control prototype (RCP), (2) a real-time simulator (RTS), (3) an adapter plate, and
(4) a host computer.

Remark 2. It should be noted that the control system was implemented in the hardware-in-loop
simulation stage, as shown in Figure 3 (page 12), where the whole experimental platform was
composed of four parts, namely, a real-time simulator (RTS), a rapid control prototype (RCP), an
adapter plate, and a host computer. Compared with simulations conducted only on a host computer,
hardware in the loop simulations are closer to actual physical control experiments conducted in
real-world applications. In future works we will focus on field-testing the control of quadrotor UARs
in the real world.
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Host computer

Adapter plate
MT RCP

(NI PXIe-1071) MT RTS

(NI PXIe-1082)

Figure 3. The environment used for the actual experiment.
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Figure 4. The structure of the experimental system.

In the experiment, the reference trajectories {Xd, Yd, Zd, ψd} were selected as
{cos(t), sin(t), 0.5t, 0}. The parameters of the control model are shown in Table 2.

Table 2. The design parameters of the quadrotor.

Symbol Value Units

m 1.4 kg
k 2.98 10−6N · s2 · rad−2

l 0.2 m
τ 1.14 10−7N · s2 · rad−2

dφ, dθ , dψ 1.2 10−2N · s2 · rad−2

Jx 1.8 N · s2 · rad−2

Jy 1.8 N · s2 · rad−2

Jz 2.4 N · s2 · rad−2

Remark 3. It should be noted that the instantaneous position of the quadrotor can be tracked
accurately by looking for the experimental data at the corresponding time, and the real-time control
based on the DSC method can also be achieved on the hardware-in-loop simulation platform.

For the high-gain-state observer in (13) we have Ai,0 =

[
−qi,1 1
−qi,2 0

]
, q1 = q2 =

[
5
3

]
,

q3 =

[
1
10

]
, ki = 2, ∆−1

i =

[
1 0
0 1/ki

]
, i = X, Y, Z.
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The control algorithm parameters were chosen as follows: lX,1 = 16, lY,1 = 56,
lZ,1 = 10, lX,2 = 48, lY,2 = 168, lZ,2 = 100, k1 = 20, k2 = 60, k3 = 20, k4 = 60, k5 = 10,
k6 = 26, γϑX = γϑY = γϑZ = 3, σϑX = σϑY = σϑZ = 0.5, rΘα1

= 2, rΘα2
= 0.02, rΘα3

= 0.5,
σΘα1

= 0.1, σΘα2
= 0.002, σΘα3

= 0.2, gX,1 = 1, ρX = 0.02, gX = 0.001, gY,1 = 3, ρY = 0.05,
gY = 0.001, gZ,1 = 2, ρZ = 0.06, gZ = 0.001, δ1 = δ2 = 0.005, ψ̄1 = ψ̄2 = 6, ψ1 = ψ2 = 0.05,
β1 = β2 = 8, δ3 = 0.02, ψ̄3 = 0.0002, ψ3 =, 0.08, β3 = 0.0001. In addition, we included the
time constants of a low-pass filter: τX,2 =τY,2 =τZ,2 =τ2 =τ4 =τ6 = 0.05.

For the design of the position controller, the RBFNNs ψi(ξi), i = X, Y, Z all had
seven nodes. The centers of the base functions were –1, –0.8, –0.4, 0, 0.4, 0.8, 1, with the
corresponding width ηi,n, n = 1 . . . 7 and with ξi =

( ˆ̂xi,2
)
. Furthermore,

ΨT
i (ξ) =

[
0 0
0 ψi,2(ξi)

]
=

[
0 0
0 ψi1,1(ξi,1), . . . , ψi1,7(ξi,1)

]
(59)

According to [12], a comparative simulation which combined the BSMC scheme and
the event-triggering mechanism was conducted.Moreover, the same model parameters and
external disturbance of the quadrotor were also applied. Then, the tracking effects and
tracking errors of the reference trajectories for the two methods, as well as the parameters
of the control signal and the adaptive law, were presented in the simulation. Then, the
reference trajectories of the roll and pitch angle were designed in the process of the control
scheme. Thus, different control schemes would result in different attitude angle reference
trajectories.

The experimental results of the positioning trajectory tracking are presented in
Figures 5–8 and the attitude tracking and errors are presented in Figures 9–11. The control
performance of the model presented in this paper can be observed in Figures 6–11. Smaller
tracking errors and a better tracking performance could be obtained compared to the BSMC
method. Figure 12 presents the actual control signals U1 to U4, and Figure 13 shows the
control signals UX , UY, UZ obtained in position tracking. As can be seen in Figures 12 and 13,
the updated frequencies of control signals were significantly reduced after the introduction
of the event triggering mechanism. Figure 14 depicts the estimated values of ϑX , ϑY, ϑZ and
the unknown parameters ϑ̂X , ϑ̂Y, ϑ̂Z. In addition to evaluating the accuracy of the proposed
scheme, the mean average error MAE = ∑ N

i=iss
|S1(i)|/(N − iss), N = 20, 000, iss = 12,000

and the root mean squared error RMSE =
√

∑ N
i=iss

S2
1(i)/(N − iss), N = 20, 000, iss = 12,000

were selected as metrics for study. The MAE and RMSE of the designed control strategy, as
well as those of BSMC, are presented in Tables 3 and 4.

Table 3. MAE and RMSE of position tracking.

Scheme
MAE RMSE

X Y Z X Y Z

BSMC 0.427% 1.247% 0.779% 0.520% 1.344% 0.845%
Our proposed

method 0.092% 0.156% 0.322% 0.104% 0.171% 0.352%

Table 4. MAE and RMSE of angle tracking.

Scheme
MAE RMSE

φ θ ψ φ θ ψ

BSMC 2.258% 2.288% 1.137 × 10−6 2.264% 2.299 % 1.306 × 10−6

Our proposed
method 0.082% 0.098% 1.148 × 10−8 0.093% 0.108% 1.282 × 10−8
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Figure 5. Diagram of the control performance in space.

Figure 6. The control performance and tracking errors in relation to x.

Figure 7. The control performance and tracking errors in relation to y.
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Figure 8. The control performance and tracking errors in relation to z.

Figure 9. The control performance and tracking errors in relation to the roll angle.

Figure 10. The tracking performance and tracking errors in relation to the pitch angle.
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Figure 11. The control performance and tracking errors in relation to the yaw angle.

Figure 12. Control signals U1 to U4.
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Figure 13. The control signals.
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Figure 14. The estimation of adaptive parameters ϑX , ϑY , ϑZ.

5. Conclusions

A neural network and event-triggered-mechanism-based adaptive control method
for the tracking control of a quadrotor UAR’s trajectory was proposed in this study. The
system stability analysis and the experimental results showed that: (1) The unmeasurable
state in the system was estimated by constructing a high gain filter observer, combined
with the output feedback method. Under conditions in which position information was
available, the “differential explosion” problem was overcome by means of a DSC control
scheme, and good performance was obtained. (2) The update signal of the frequency
was reduced by using the event-triggering control method properly and the robustness
of our proposed method was tested. (3) The L∞ tracking performance of the system was
achieved by adopting the initialization technique and choosing the appropriate controller
parameters. (4) Based on the outcomes of the hardware-in-loop simulation, we observed
that our proposed control method exhibited good performance compared to that of the
BSMC scheme. The proposed scheme provided 0.335%, 1.091%, 0.457%, 2.176%, 2.19%,
and 1.126 × 10−6 lower mean average error (MAE) values compared to those of the BSMC
algorithm in relation to X, Y, Z, φ, θ, and ψ, respectively.

Author Contributions: Conceptualization, X.Z. and G.Z.; methodology, C.-Y.S.; software, M.L.;
validation, P.L. and M.L.; formal analysis, P.L. and M.L.; investigation, P.L. and M.L.; data curation,
P.L. and M.L.; writing—original draft preparation, P.L. and M.L.; writing—review and editing, X.Z.;
visualization, P.L. and M.L.; supervision, X.Z., G.Z. and Z.L.; project administration, X.Z. and G.Z.;
funding acquisition, X.Z. and G.Z. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by the Science and Technology Research Project of Education
Department of Jilin Province grant number JJKH20220115KJ; Science and Technology Project of Jilin
Province grant number 20210509053RQ; Innovation and Entrepreneurship Talent Funding Project of
Jilin Province grant number 2021Y005.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Machines 2022, 10, 617 18 of 23

Appendix A

Appendix A.1. Proof of Lemma 2

Define the following error transfer function:

ε̂i =∆−1
i εi (A1)

˙̂εi = ki Ai,0ε̂i+∆−1
i Bi (A2)

ˆ̂xi = ∆iςi,0 + ∆ivi,0 + ∆iΞiϑ̂i. (A3)

where Ai,0 denotes a Hurwitz matrix, and P̄i is the symmetric positive definite matrix that
makes Equation (20) true and defines the quadratic function

Vε̂i = ε̂T
i P̄i ε̂i. (A4)

V̇ε̂i = −2ki ε̂
T
i ε̂i + 2ε̂T

i P̄i∆−1
i Bi

≤ −2ki‖ε̂i‖2 + 2‖ε̂i‖‖P̄i‖‖Bi‖max/ki. (A5)

Through Young’s inequality, we can further obtain

V̇ε̂i ≤ −2ki‖ε̂i‖2 + ki‖ε̂i‖2 + 2ki(
‖P̄i‖‖Bi‖max

k2
i

)2

≤ − ki

λmax(P̄i)
ε̂T

i P̄i ε̂i + 2ki(
‖P̄i‖‖Bi‖max

k2
i

)2 (A6)

where λmax(P̄i) denotes the maximum eigenvalue of P̄i.
It follows that

Vεi = εT
i Piεi =ε̂T

i P̄i ε̂i =Vε̂i , ∀t ≥ 0. (A7)

Appendix A.2. Proof of Theorem 1

Define

Ωi,1 =
{
(yri, ẏri, ÿri) : y2

ri + ẏ2
ri + ÿ2

ri ≤ Gi,0

}
Ωi,2 = S2

i,1 + S2
i,2+y2

i,2 +
1

rϑi

ϑ̃2
i + 2εT

i Piεi ≤ 2p

Πj,1 =
{(

yrj, ẏrj, ÿrj
)

: y2
rj + ẏ2

rj + ÿ2
rj ≤ H

i,0

}
Πj,2 = S2

2∗j−1 + S2
2∗j+y2

2∗j +
1

rΘαj

Θ̃2
αj
≤ 2p′ (A8)

with Gi,0 and Hi,0 being positive constants. In the compact Ωi,1 × Ωi,2, the continuous
function Bi,2 has the maximum value Mi,2,i = X, Y, Z. Then, V̇ in (58); it follows that

V̇ = ∑
(

Si,1Ṡi,1 + Si,2Ṡi,2+yi,2ẏi,2 +
1

rϑi

ϑ̃T
i

˙̂ϑi + V̇εi

)
+

6

∑
j=1

SjṠj +
3

∑
j=1

(
1

rΘαj

Θ̃T
αj

˙̂Θαj + y2∗jẏ2∗j

)
. (A9)
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By using (52) and (53), we arrive at

yi,2ẏi,2 ≤ −
y2

i,2

τi,2
+

y2
i,2M2

i,2

2κi
+

κi
2

y2∗jẏ2∗j ≤ −
y2

2∗j

τ2∗j
+

y2
2∗j M

2
2∗j

2υ2∗j
+

υ2∗j

2
(A10)

where κi and υ2∗j are positive constants.
Since ε̂i =∆−1

i εi, we have ε2
i,2= k2

i ε̂2
i,2 ≤

[
k2

i /λmin(P̄i)
]
Vε̂i =

[
k2

i /λmin(P̄i)
]
Vεi . Using

Young’s inequality, we can see that

Si,1εi,2 ≤
k2

i
2

S2
i,1+

1
λmin(P̄i)

Vεi . (A11)

From (25), (56) and (A11), we can conclude that

Si,1Ṡi,1≤ −
(

li,1−
ki
2
−

k2
i

2

)
S2

i,1+
ki
2

y2
i,2 + kiSi,1Si,2−ϑ̃T

i kiΞT
i,(2)Si,1+

1
2λmin(P̄i)

Vεi (A12)

S2∗j−1Ṡ2∗j−1≤− (k2∗j−1 − 1)S2
2∗j−1 +

1
2

S2
2∗j +

1
2

y2
2∗j. (A13)

Similarly, using (30), one observes that

Si,2Ṡi,2 =− kiqi,2vi,(0,1)Si,2 + k−1
i UiSi,2 − ż2Si,2 (A14)

For ∀t ∈
[
tj, tj+1

)
, we have ∣∣Ŭi(t)−Ui(t)

∣∣ ≤ g, (A15)

and there is always a λ(t) satisfying λ
(
tj
)
= 0, λ

(
tj+1

)
= ±1, that is, |λ(t)| ≤ 1, and thus,

(A15) with:
Ŭi(t) = Ui(t) + λ(t)g. (A16)

From (A14) and (A16), one can observe that

Si,2Ṡi,2 =− kiqi,2vi,(0,1)Si,2 + k−1
i Si,2

(
Ŭi(t)− λ(t)g

)
− ż2Si,2 (A17)

Substituting (32) into (A17), it follows that:

Si,2Ṡi,2 =− li,2S2
i,2 + k−1

i Si,2

(
−g1tanh

(
k−1Si,2g1

ρ

)
− λ(t)g

)
. (A18)

Note that tanh(·) denotes the hyperbolic tangent function, which has the following
characteristics:

0 ≤ |α| − α tanh
(

α

β

)
≤ 0.2785β (A19)

where α > 0, β ∈ R. From (A18) and (A19), it follows that

Si,2Ṡi,2 ≤− li,2S2
i,2 + 0.2785β. (A20)

In the same way, we have:

S2∗jṠ2∗j ≤ −k2∗jS2
2∗j −

1
2

S2
2∗j − Θ̃T

αj
Γαj S2∗j +

1
2

d2
j (t) + 0.2785ρ. (A21)
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Noting the adaptive law (27), it follows that:

1
rϑi

ϑ̃T
i

˙̂ϑi = ϑ̃T
i kiΞT

i,(2)Si,1 − σϑi ϑ̃
T
i ϑ̂i

1
rΘαj

Θ̃T
αj

˙̂Θαj = Θ̃T
αj

Γαj S2∗j−σΘαj
Θ̃T

αj
Θ̂αj (A22)

According to the definition of ϑ̃i and Θ̂αj , we can observe that

−σϑi ϑ̃
T
i ϑ̂i= −σϑi ϑ̃

T
i
(
ϑ̃i + ϑ∗i

)
≤ −

σϑi

2
ϑ̃T

i ϑ̃i+
σϑi

2
ϑ∗Ti ϑ

∗
i

−σΘαj
Θ̃T

αj
Θ̂αj = −σΘαj

Θ̃T
αj

(
Θ̃αj + Θαj

)
≤ −

σΘαj

2
Θ̃T

αj
Θ̃αj +

σΘαj

2
ΘT

αj
Θαj . (A23)

Substituting (A10), (A13), (A20), and (A21)–(A23) into (A9), it follows that:

V̇ ≤ ∑
[
−
(

li,1−ki −
k2

i
2

)
S2

i,1−
(

li,2 − ki
2

)
S2

i,2 −
σϑi
2 ϑ̃T

i ϑ̃i+
σϑi
2 ϑ∗Ti ϑ

∗
i

+

(
ki
2 −

1
τi,2

+
M2

i,2
2κi

)
y2

i,2 + 0.8355β +
(

1
2λmin(P̄i)

− ki
λmax(P̄i)

)
Vεi

+2ki(
‖P̄i‖‖Bi‖max

k2
i

)2
]
+ ∑3

j=1

[
−(k2∗j−1 − 1)S2

2∗j−1 − k2∗jS2
2∗j +

1
2 y2

2∗j

+ 1
2 d2

j (t)−
σΘαj

2 Θ̃T
αj

Θ̃αj +
σΘαj

2 ΘT
αj

Θαj −
y2

2∗j
τ2∗j

+
y2

2∗j M
2
2∗j

2υ2∗j
+

υ2∗j
2 + 0.8355ρ

]
.

(A24)

By choosing the following design parameters:

ki ≥ 2λmax(P̄i)ci,1 + λmax(P̄i)/2λmin(P̄i)

li,1 ≥ k2
i /2 + ki + ci,1

li,2 ≥ ki/2 + ci,1

1
τi,2
≥ ki/2 + M2

i,2/(2κi) + ci,1

σϑi≥ 2ci,1/rϑi

ci,2 = σϑi ϑ
∗T
i ϑ
∗
i /2 + ki/2 + 2ki(‖P̄i‖‖Bi‖max/k2

i )
2 + 0.8355β (A25)

1/τ2∗j ≥ 1/2 + M2
2∗j/(2υ2∗j) + cj,1

k2∗j−1≥ 1+cj,1

k2∗j ≥ cj,1

σΘαj
≥ 2cj,1/rΘαj

cj,2 = σΘαj
ΘT

αj
Θαj /2 + υ2∗j/2 + d2

j (t)/2 + 0.8355ρ

where ci,1 and cj,1 satisfy ci,1 ≥ ci,2/(2G1) and cj,1 ≥ cj,2/(2G1), i = X, Y, Z, j = 1, 2, 3,
respectively. According to (A24), one has

V̇ ≤ −2C1V + C2 (A26)

where C1 = min{cX,1, cY,1, cZ,1, c1,1, c2,1, c3,1}, C2 = cX,2 + cY,2 + cZ,2 + c1,2 + c2,2 + c3,2. It
can be seen that V̇ ≤ 0, whereas V = G1, which means that V(t) ≤ G1 is an invariant set.
For all t ≥ 0, if V(0) ≤ G1, there must be V(t) ≤ G1. Therefore, V is uniformly bounded.
By solving the inequality in (A26), we have:

V(t) ≤ C2/(2C1) + e−2C1t[V(0)− C2/(2C1)], ∀t ≥ 0, (A27)
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which implies that lim
t→∞

V(t) ≤ C2/(2C1). It should be noted that the value of C1 in (A26)

is chosen based on the minimum value of ci,1, i = X, Y, Z, 1, 2, 3. This indicates that when
the above design parameters values are large enough, a large enough value of C1 can be
obtained.Thus, C2 is a constant defined in (A26), meaning that C2/(2C1) can also be small
enough.

In order to obtain L∞ tracking performance, let:

yri(0)= yi(0)

Si,1(0)= 0

vi,0(0)= 0

ςi,(0,1)(0)= 0

Ξi(0)= 0 (A28)

ϑ̂i(0)= 0

S2∗j−1(0)= 0

Θ̂αj(0)= 0

x(2∗j−1)r(0)= x2∗j−1(0).

where ςi,(0,1)(0) = yi(0) = x
i,1
(0). We have V(t) ≤ C2/(2C1) + ∑ λmax(P̄i)‖εi(0)‖2/k2

i ,

i = X, Y, Z. According to (A24), we have
∥∥S2∗j−1

∥∥
∞ = sup

t≥0

∣∣S2∗j−1
∣∣ = ‖x1 − x1r‖∞ ≤√

C2/(2C1), ‖Si,1‖∞ = sup
t≥0
|Si,1| = ‖xi,1 − yri‖∞ ≤

√
C2/(2C1) + ∑ λmax(P̄i)‖εi(0)‖2/k2

i ,

i = X, Y, Z, j = 1, 2, 3, which means that the tracking error of L∞ norm ‖Si,1‖∞,
∥∥S2∗j−1

∥∥
∞,

could be made arbitrarily small by selecting the appropriate parameters. The proof of
Theorem 1 is completed.

Appendix A.3. Proof of Theorem 2

Take the event-triggered controller designed for the position subsystem as an example.
Thus, we have t ∈ [tn, tn+1), from (33), wherein:

d
dt
|e| = sign(e)ė ≤

∣∣∣ ˙̆Ui(t)
∣∣∣. (A29)

From (32), one has:

˙̆Ui(t) = U̇i(t)−
g2

i,1k−1

εi cosh2
(

k−1Si,2gi,1
εi

) . (A30)

Since each item in (A30) is globally bounded, we can observe that ˙̆Ui(t) are continuous
and bounded; that is, there must be µ > 0 such that

∣∣∣ ˙̆Ui(t)
∣∣∣ ≤ µ. Furthermore, at tn,

e(tn) = 0, as well as when t → tn+1, e(tn+1) = gi. Therefore, there must be a positive
constant t′ = tn+1 − tn that satisfies t′ > gi/µ, which indicates that the time interval t′

of event triggering has a lower bound; thus, Zeno behavior can be avoided. In the same
way, the controller based on an event-triggered mechanism has been designed for attitude
tracking, which can also effectively avoid the occurrence of Zeno behavior.
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