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Abstract: In the highway intelligent monitoring system, it is difficult to find the target vehicle through
millions of pictures because of the presence of fake-licensed vehicles. In order to solve this problem,
a vehicle comparison and re-identification (Re-ID) system is built in this paper. By introducing Circle
loss and Generalized-Mean(GeM) pooling, vehicle feature extraction and storage, vehicle comparison
and vehicle search can be realized. Experimental results show that the proposed algorithm reaches
95.79% of the mean Average Precision (mAP) on the vehicle search task, which meets the requirements
of practical applications.

Keywords: vehicle re-identification; deep learning; convolutional neural network (CNN); residual
network

1. Introduction

With the rapid development of highways, the traditional vehicle recognition methods
based on the technology of license plate recognition and electronic toll collection (ETC)
no longer meet the needs of the intelligent monitoring system. The vehicles with fake
plates and unlicensed vehicles increase the difficulties of localizing the target vehicle from
a gallery set of images. To solve these problems, it is necessary to recognize the vehicle
accurately by virtue of other features. In this work, we use the front image of a vehicle as the
main feature to complete the task of vehicle re-identification (Re-ID). There are three main
methods to implement vehicle Re-ID, which are traditional feature extraction algorithms,
hash retrieval algorithms and deep learning. Researchers in the field of computer vision
have designed many feature extraction algorithms, including global feature extraction and
local feature extraction. The global feature abstractly expresses the global information of the
image [1,2]. The local feature emphasizes the line change trend of the image, and expresses
the information through local changes [3,4]. Traditional feature recognition algorithms are
based on manually extracting features, which have good results, and have the advantages of
repeatability, distinguishability, and high efficiency. However, compared with the image of
the whole vehicle, there are fewer effective features on the front of the vehicle. At the same
time, factors such as illumination changes and partial occlusion reduce the effectiveness
of artificial features, which means the accuracy of this approach cannot achieve as high as
that of deep learning.

On the other hand, the main idea of the hash retrieval algorithm is to map the original
data from the high-dimensional space to the low-dimensional space through a series of
hash functions. It maintains the similarity of the original data in the high-dimensional
space during the mapping process, thereby achieving the purpose of reducing calculation
and storage overhead. The existing hash algorithms can be roughly divided into three
categories: unsupervised [5], semi-supervised [6] and supervised methods [7]. With its
powerful feature learning capabilities, the hash algorithm based on deep learning surpasses
the traditional hash method based on hand-designed features. However, the goal of
the hash method is to obtain a binary code, so the discrete value constraints are often
encountered in the optimization process, so it is generally difficult to use gradient-based
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methods to optimize the objective function. Deep learning was first applied to person Re-ID,
enabling it to achieve inspiring performance on the widely used benchmarks [8]. Recently,
there have been a lot of theoretical studies on the open-world setting, but compared with
the close-world one, there are some problems with the effectiveness of learning. At the same
time, it is difficult to put it into practical applications since the performance of unsupervised
learning cannot keep up with supervised learning. In this paper, a vehicle Re-ID algorithm
based on strong-baseline [9] is proposed as a supplement to license plate recognition. The
main contributions of this paper are summarized as follows: (i) A vehicle Re-ID dataset
which contains 102,187 images of 5924 vehicles is collected at the Expressway toll stations
to train the model for practical applications. (ii) The functions of vehicle feature extraction
and storage, vehicle comparison, and vehicle search are realized in the system, which can
be used in video surveillance and intelligent transportation. Only the global features are
trained in the algorithm, which eliminates the system’s dependence on other auxiliary
annotations such as vehicle colors, vehicle types and license plates. (iii) By introducing
Circle loss and Generalized-mean(GeM) pooling, the accuracy of the system is improved.
The storage of the vehicle features also decreases the time of inference. The experiments
show that the performance of our algorithm performs better than the alternative one and
other Re-ID algorithms on the dataset.

The remainder of this paper is organized as follows. Section 2 introduces the related
works, including the convolutional neural network and its application in Re-ID tasks.
The framework and the main steps of the algorithm are depicted in Section 3. Section 4
presents the experimental results. Finally, the conclusions are given in Section 5.

2. Related Work

The vehicle comparison and Re-ID systems are performed in a network consisting of
multiple surveillance cameras. It has many similarities with deep person Re-ID, which
commonly uses a convolutional neural network (CNN) to extract features from images.

2.1. Convolutional Neural Network

CNN is an effective feature extraction method that contains three parts: (i) the convo-
lution operator extracts local features; (ii) the activation function increases the nonlinearity
in the output; (iii) the pooling operator provides spatial invariance to the extracted features.
The effectiveness of CNN on feature extraction enables it to perform well in vision appli-
cations such as object detection, object recognition, object categorization and other tasks.
Re-ID is one of the tasks making use of CNN to extract the feature of the image and search
the same target according to the similarity between the features.

2.2. Person Re-Identification

A standard deep person Re-ID system contains feature representation learning and
deep metric learning [10]. Feature representation learning strategies use CNN to extract
representation features and treat the Re-ID task as a classification problem. The representa-
tion features can be divided into four categories: (i) global feature [11]; (ii) local feature [12];
(iii) auxiliary feature [13,14]; (iv) video feature [15].

Deep metric learning is widely used in the field of image retrieval, which aims to learn
the similarity of two images through a network. The widely used loss functions include
contrastive loss [16], triplet loss [17] and quadruplet loss [18].

2.3. Vehicle Re-Identification

Many methods of person Re-ID algorithm can be applied to vehicle Re-ID, while
the latter is more complex and challenging than the former [19]. The same vehicle varies
greatly in appearance in different surveillance cameras due to multiple viewpoints and
blurry photos, and different vehicles may also have similar colors and shapes, especially
when they belong to the same manufacturer [20,21]. Some studies focused on license
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plate recognition to complement vehicle Re-ID [22]. Spatio-temporal path proposals and
viewpoint information have also been proved to make vehicle Re-ID more effective [23,24].

The methods above are designed specifically for certain datasets with auxiliary annota-
tions. It is difficult to apply them to practice as the supplement to license plate recognition
and the accuracy of vehicle comparison may be affected by the redundant information.
In this paper, CNN is used to acquire camera-independent features based on the strong-
baseline [9], which is a baseline of person Re-ID. By training with the dataset collected by
the surveillance cameras at the expressway toll stations, the system can be used in general
situations of highway surveillance systems. Only the vehicle ID is utilized as the label in
the algorithm, which reduces the manual labeling work. The experiments show that the
algorithm can achieve better performance than those using auxiliary annotations.

3. System Description

This section first introduces a framework of the algorithm, and then briefly describes
the main steps in the framework.

3.1. Framework

The framework of the algorithm contains the following seven stages: pre-processing;
backbone; aggregation; head; loss; metric distance; and post-processing shown in Figure 1,
which can be divided into two main parts: training and inference. In the training part,
the original images are input to the neural network, the network parameters need to be
trained, and finally, the images are extracted into 1 × 2048 dimensional features. In the
inference part, the image features in the gallery are sorted by comparing the measured
distance with the one in the query, and finally the images most likely to be the same vehicle
are selected.

Pre-processing

Training

Backbone

Aggregation

Head

Loss

Metric Distance

Post-processing

Inference

FeatureImage Output

Figure 1. A framework of the vehicle Re-ID system.

3.2. Pre-Processing

Before entering the network, the original image needs to be resized and normalized to
unify the image size. In addition, data enhancement needs to be applied to enhance the
robustness of the model, including horizontal flipping, random cropping, filling, and color
dithering. Here, we apply the auto-augment method proposed in [25] to achieve effective
data enhancement. Automatic enhancement uses a search algorithm based on reinforcement
learning to find the best choice and sequence of enhancement operations so that the neural
network can obtain better verification set accuracy.
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3.3. Backbone

ResNet is the abbreviation of the residual network, which is a CNN architecture.
It introduces a residual network and uses shortcut connections to solve the problem of
gradient disappearance in deep neural networks. The backbone aims to infer the image
as a feature map. In order to obtain the feature map with increased spatial size, the last
step of ResNet is changed from 2 to 1, which brings a significant improvement by slightly
increasing the computational cost. On the basis of ResNet, the instance batch normalization
(IBN-Net) [26] module is added to the backbone to improve cross-domain capabilities. IBN-
Net unifies instance normalization (IN) and batch normalization (BN) in an appropriate
way. The IN and BN features remain in the shallow layer, while the BN features remain in
the deeper layer. It turns out that IBN-Net improves the performance of Re-ID problems.

3.4. Aggregation

After obtaining the feature maps from the backbone, the network uses a pooling layer
to aggregate them into a global feature. The pooling layer takes a 3D tensor X of W×H×C
dimensions as an input, and produces a vector f of 1× 1× C dimensions as an output. C is
the number of feature maps while W and H are the width and the height of a feature map.
Different from the two common operations in Re-ID, global average pooling and maximum
pooling, generalized mean (GeM) pooling in [27] is applied after ResNet to obtain better
results in the target dataset. The functions of global vector f = [ f1, . . . , fc, . . . , fC] and the
set of feature maps X = [X1, . . . , Xc, . . . , XC] are as follows:

Max Pooling: fc = max
x∈Xc
{x} (1)

Average Pooling: fc =
1
|Xc| ∑

x∈Xc

x (2)

GeM Pooling: fc = (
1
|Xc| ∑

x∈Xc

xp)
1
p (3)

where p is a pooling parameter to be learned. GeM pooling can turn into max pooling or
average pooling by changing p. By increasing p, the feature map responses will become
more localized. The experimental results show that the GeM pooling performs better on
the dataset.

3.5. Head

Inspired by the BN-Neck, which is introduced by the strong-baseline, we use classifi-
cation learning and pairwise learning to train the model, respectively. The framework of
the head stage is shown in Figure 2. Getting through the pooling layer, the feature of the
image was descended into 1 × 2048 dimension, which is marked as ft. It is trained with
pairwise learning. After a Batch Normalization (BN) layer, feature ft is transformed into
fi to be trained using classification learning. The BN layer helps to smoothen the feature
distribution, which improves the performance of classification learning.
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Feature map tf if

Triplet Loss Circle Loss

Pooling BN Layer

Figure 2. The framework of the Head.

3.6. Loss Function

The total loss function includes triplet loss [28] and Circle loss [29] as follows:

Ltotal = Ltri + Lcircle (4)

The optimization objective of the triplet loss function is to minimize the distance
between the anchor image and the positive image (the images of the same vehicle), and to
maximize the distance between the anchor image and the negative image of a different
vehicle. The formula is as follows:

Ltri = [dp − dn + α]+ (5)

where dp represents the distance between the anchor image and the positive image; dn
represents the distance between the anchor image and the negative image. α is a margin
and [x]+ means max(x, 0).

Because of the large dataset, there are numerous possible combinations of triplets.
To improve the generalization of the network, the hardest samples are chosen to train the
network. For each anchor image, a hardest positive sample and a hardest negative sample
will be selected to form a triplet. Softmax cross-entropy loss is commonly used in the Re-ID
models, including the strong-baseline. Meanwhile, the Cosface loss normalizes the feature
and weight vector to eliminate radial changes, and reformulates the traditional softmax
loss as a cosine loss. Their functions are given below:

LSo f tmax+CE = − log
eγzy

eγzy + ∑j 6=y eγzj
= log[1 + ∑

j 6=y
eγ(zj−zy)] (6)

LCos f ace = − log
eγ(sy−m)

eγ(sy−m)) + ∑j 6=y eγsj
= log[1 + ∑

j 6=y
eγ(sj−sy+m)] (7)

where γ is a scale factor. Softmax cross-entropy loss uses the inner product between feature
and weight zj to denote the activation of a fully connected layer, while Cosface loss uses
the cosine of the angle between feature and weight sj. zy and sy mean the within-class
similarity score of the feature and its ground truth. m is a cosine margin term introduced
by Cosface loss to further maximize the decision margin in the angular space.

In this paper, Circle loss is used in the network to replace softmax cross-entropy loss
since it has better performance in Re-ID tasks. Similar to Cosface loss, Circle loss uses
cosine similarity sp and sn to represent within-class similarity and between-class similarity,
respectively. It is assumed that there are K within-class similarity scores and L between-class
similarity scores associated with the target feature. Each similarity is able to learn at its own
speed by introducing non-negative weighting factors αp and αn, which bring more flexible
optimization and more definite convergence to the model. ∆p and ∆n are the between-class
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margin and inter-class margin, respectively. Our task is to use classification training to train
the feature fi. Suppose there are N training classes. There is only one within-class similarity
score and N − 1 between-class similarity scores. The function conversion of Circle loss is
as follows:

Lcircle = − log
eγ(ap(sp−∆p))

eγ(ap(sp−∆p)) + ∑N−1
j=1 eγ(aj

n(s
j
n−∆j

n))

= log[1 +
N−1

∑
j=1

eγα
j
n(s

j
n−∆n)e−γαp(sp−∆p)]

(8)

3.7. Distance Metrics

The feature fi ∈ R1×2048 is used to infer the closer image of the target image in the
query. Cosine similarity is implemented to compare the metric distance between two
features. The similarity between two features f1 and f2 is calculated as:

Similarity( f1, f2) =
f1 f T

2
‖ f1‖2 · ‖ f2‖2

(9)

To ensure that the parameters in the training process and the inference process are
consistent, the cosine similarity is also used in the triple function to replace the Euclidean
distance to represent the distance between the features.

3.8. Post-Processing

In order to reduce the search time, the images in the gallery are first extracted as
1 × 2048 dimensional features and saved. When the target image is input into the algorithm,
its features can be directly used to calculate the distance to the saved feature. At the same
time, excluding photos taken by the same camera can improve retrieval efficiency. In order
to visually view the results, a visualization tool is provided. The images in the gallery are
sorted by distance, with the nearest at the top. The visualization tool displays the predicted
first 10 images.

4. Experiments

In this section, the details of the experiments are described. The algorithms and models
are based on Python 3.8 environments and the platform framework is based on PyTorch
1.6, CUDA 10.1. The experiments are trained on 4 TITAN Xp GPUs. Firstly, the collection
of the dataset and the evaluation indicators are introduced. Then the thresholds of metric
distance are discussed for vehicle comparison. Finally, the comparative experiments and
the ablation experiments of vehicle Re-ID are conducted on the public dataset VeRi [30]
and our own dataset.

4.1. Dataset

Traditional vehicle Re-ID datasets such as VeRi [30] and VehicleID [31] are not well
suited for realistic highway scenarios due to their collection locations and recording dura-
tion. To use the algorithm in the expressway monitoring system, a dataset is collected at
the expressway toll stations. The images are captured by the surveillance cameras when
the vehicles pass through the station. The license plate numbers are saved as labels, which
reduces the time of annotation. The dataset contains 102,187 images of 11,854 vehicles. We
put one image of a vehicle into the query set and the rest into the gallery set. They are
split in half into a test set and a training set, each containing the frontal face images of 5924
vehicles. The images are resized to 128 × 256.

Meanwhile, to compare our algorithm with those methods using auxiliary annotations,
the public dataset VeRi is used to evaluate the proposed method. The dataset contains
over 50,000 images of 776 vehicles annotated with vehicle ID and vehicle attribution.
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The 576 vehicles with 37,781 images are annotated as the training set and the rest 200
vehicles with 11,579 images are set as the test set.

4.2. Evaluation Indicators

Precision and recall are two performance measures commonly used in the evaluation of
information retrieval. Precision is the fraction of retrieved documents that are relevant to the
query, while recall is the fraction of the relevant documents that are successfully retrieved.

For the Re-ID system, there are three widely used evaluation indexes, including Rank-
n, mean average precision(mAP) and mean inverse negative penalty (mINP). Rank-n means
the probability that the first n images in the search result are the correct results. Generally,
the average value is taken through multiple experiments. mAP is widely used to measure
the retrieval abilities of the system. The function of mAP is shown as follows:

mAP =
1
n

n

∑
i=1

APi (10)

APi =
1

mi

mi

∑
j=1

Precisionj
i (11)

where n is the number of the images in the query. mi means the number of relevant images
in the gallery for the target vehicle. Precisionj

i represents the precision for each additional
correct image.

mINP is used to evaluate the ability of a model to search for the most difficult samples.
The function of mINP is shown as:

mINP =
1
n

n

∑
i=1

(1− NPi) (12)

NPi =
Rhard

i − Gi

Rhard
i

(13)

where NPi is a computationally efficient metric that measures the plenty to find the hardest
correct match for query i. Gi indicates the total number of correct matches, and Rhard

i
represents the rank position of the hardest match.

4.3. Vehicle Comparison

The task of vehicle comparison is to determine whether the two input images belong
to the same vehicle. After training, the network can extract the corresponding feature from
each image, and its dimension is 1 × 2048. By measuring the metric distance between
two image features in the cosine space, their similarity can be obtained. Table 1 shows the
similarities between different images.

Table 1. The similarity between different images.

Similarity 01_c1 01_c2 02_c1 02_c2 03_c1

01_c1 1.0000 0.7476 −0.0209 −0.0482 0.0562
01_c2 0.7476 1.0000 −0.0075 −0.0247 0.1228
02_c1 −0.0209 −0.0075 1.0000 0.8781 −0.0241
02_c2 −0.0482 −0.0247 0.8781 1.0000 −0.0648
03_c1 −0.0562 0.1228 −0.0241 −0.0648 1.0000

The number in the front represents the vehicle number, and the number starting with
c in the back represents the camera number. The similarity ranges from −1 to 1. The closer
the similarity is to 1, the closer the two images are. Therefore, it is necessary to select a
threshold to determine whether the two images belong to one vehicle. It is difficult to



Machines 2022, 10, 799 8 of 11

increase the precision rate and recall rate at the same time. Table 2 shows the average
precision and average recall rate of all vehicles under different thresholds.

Table 2. The average precision and recall of all vehicles under different thresholds.

Measure 0.60 0.62 0.64 0.66 0.68 0.70

Precision 90.23 92.70 94.46 95.75 96.75 97.45
Recall 97.11 96.34 95.32 94.06 92.50 90.50

4.4. Vehicle Re-ID

The task of Vehicle Re-ID is to search the target vehicle in a gallery with amounts
of images captured by surveillance cameras. It is important to improve the speed and
accuracy of the search.

4.4.1. Comparison with Attribute Based Methods on VeRi Dataset

Table 3 lists the mAP and the matching rates of our proposed method and other
vehicle Re-ID algorithms using auxiliary annotations. Our method achieves a mAp of
81.6% without using other annotations such as spatio-temporal path information [23,24]
and vehicle types [20,21].

Table 3. Comparison with attribute based methods on VeRi dataset.

Method Rank-1 Rank-5 mAP

AGNet [20] 90.90 96.20 66.32
SAN [21] 93.30 97.10 72.50

PROVID [23] 81.56 95.11 53.42
Siamese-CNN+Path-LSTM [24] 83.49 90.04 58.27

Ours 96.6 97.0 81.6

4.4.2. Ablation Studies

To verify the improvement strategies for the method proposed in this paper, ablation
experiments are conducted based on the test set. The result of the experiment is shown in
Table 4.

Table 4. The ablation experiments.

GeM Pooling Circle Loss Feature Stored Rank-1 mAP Inference-Time

97.47 91.25 8.52 ms
X 98.12 92.47 8.61 ms

X 98.42 93.96 8.53 ms
X 97.47 91.25 2.13 ms

X X X 98.62 95.79 2.34 ms

The introduction of Circle loss and GeM pooling improves the accuracy of the al-
gorithm with little cost to inference speed. Meanwhile, the features of the images in the
gallery are stored in advance, which saves the time of extracting them from the images
before computing the metric distances between them and the target image.

4.4.3. Comparison with State-of-the-Art Methods on Our Dataset

The proposed method is compared with state-of-the-art Re-ID methods on our dataset.
AGW [10] is a baseline for person Re-ID. Designed on top of the strong-baseline [9], it
achieves competitive performance on both image and video Re-ID tasks. MGN [32] is
a multi-branch deep network architecture consisting of global feature representations
and local feature representations. Transreid [33] introduces the transformer model as the
backbone to extract vehicle features. The results are shown in Table 5. By improving
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the strong-baseline and introducing methods such as GeM pooling and Circle loss, our
algorithm achieves the best performance among the methods, with mAP of 95.79% and
mINP of 85.52%.

Table 5. Comparison with State-of-the-Art Re-ID methods on our dataset.

Model Rank-1 Rank-5 mAP mINP

Strong-baseline 97.47 98.94 91.25 74.39
Transreid 93.88 97.80 80.99 55.01

MGN 94.34 98.16 84.61 62.85
AGW 97.79 99.16 92.98 78.36
Ours 98.62 99.04 95.79 85.52

The experimental results show that the mAP of our algorithm on the dataset can reach
95.79% and the inference time per 128 images can reach 0.293 s. The search results are
presented by visualization as shown in Figure 3.

The image on the left is the target image that needs to be retrieved in the query. Ten
images retrieved from the gallery are displayed in the upper right corner of the figure.
The vehicle images below are photos of this target vehicle taken at different locations.
The red frame means the same vehicle while the blue one means not. At the same time,
by visualizing the 100 vehicles with the lowest accuracy in the query, it was found that
62 of them are caused by data labeling errors. An example of incorrect labeling results is
shown in Figure 3b.

(a) The example of the right results

(b) The example of the wrong results

Figure 3. The example of the search results.
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Despite the wrong label, the predicted vehicle is similar to the target vehicle. In other
wrong predictions, the target images are severely distorted due to exposure effects or
darkness, and the predicted images are also distorted. In summary, the trained model
performs well on the vehicle frontal dataset and meets the requirements of the Re-ID task
in the original scenes.

5. Conclusions

In this article, a dataset is collected at the highway toll stations to train a vehicle com-
parison and Re-id system for practical application in the highway intelligent monitoring
system. With a lack of auxiliary annotations, the global features of the vehicle images are
extracted to accomplish the vehicle comparison and Re-ID task. The Circle loss and Gem
pooling are introduced based on the strong-baseline to improve the accuracy. Compared
with other attributed-based algorithms, our method achieves higher accuracy with 81.6%
of mAP on the public dataset VeRi. The experiments also indicate that our method per-
forms well with 95.79% of mAP among the state-of-the-art Re-Id networks on our dataset.
By saving the vehicle features in advance, the inference process is simplified by sorting
the features in the gallery by the cosine similarities with the feature extracted from the
target image. The inference time for each vehicle was reduced to 2.34 ms. In the future, we
will focus on studying how to re-identify vehicles from different viewpoints in different
weather. We will try to use more efficient and intelligent algorithms to train the feature
extraction network.
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