Early Fault Diagnosis of Rolling Bearing Based on Threshold Acquisition U-Net
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Abstract: Considering the problem that the early fault signal of rolling bearing is easily interfered with by background information, such as noise, and it is difficult to extract fault features, a method of rolling bearing early fault diagnosis based on the threshold acquisition U-Net (TA-UNet) is proposed. First, to improve the feature extraction ability of U-Net, the channel spatial threshold acquisition network (CS-TAN) and the dilated convolution module (DCM) based on different dilated rate combinations are introduced into the U-Net to construct the TA-UNet. Among them, the CS-TAN can adaptively learn the threshold, reduce the interference of noise in the signal, and the DCM can improve the multi-scale feature extraction ability of the network. Then, the TA-UNet is used for early fault diagnosis, and the method is divided into two steps: The model training phase and the vibration signal fault feature extraction phase. In the first step, additive gaussian white noise is added to the vibration signal to obtain the noise-added vibration signal, and the TA-UNet is trained to learn how to denoise the noise-added vibration signal. In the second step, the trained TA-UNet is used to extract the fault features of vibration signals and diagnose the early fault types of rolling bearing. The two-step method solves the problem that U-Net, as a supervised neural network, needs corresponding labeled data to be trained, as it realizes the fault diagnosis of unlabeled data. The feature extraction capability of the TA-UNet is evaluated by denoising the simulated signal of rolling bearing. The effectiveness of the proposed diagnostic method is demonstrated by the early fault diagnosis of open-source datasets.
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1. Introduction

Vibration monitoring is one of the most effective tools for the fault diagnosis of rolling bearings [1–3]. When a local fault occurs, the bearing can generate different characteristic frequencies depending on which surface the fault affects, and people diagnose the fault by analyzing the vibration signal [4,5]. Wear is the inevitable progressive material loss of a part and is one of the most common forms of failure of parts (e.g., bearing, gear) [6]. For example, foreign matter entering the bearing causes excessive grinding damage, pockmarks, and abrasions or grooves on the rolling elements and raceway, etc. [7], and the failure gradually becomes serious over time, eventually leading to more serious consequences. However, the fault feature is very weak in the initial stage of the bearing wear [8], and with the interference of the surrounding environment (collectively referred to as noise in this paper), the vibration signal becomes complex, resulting in a decrease in the accuracy of diagnosis [9]. Therefore, it is imperative to effectively extract the fault characteristic of rolling bearing vibration signals under noise background.

In recent years, scholars have proposed many signal processing methods and applied them to the vibration signal fault feature extraction of rolling bearing. Yu et al. [10] used
empirical mode decomposition (EMD) and the Hilbert spectrum for bearing fault diagnosis. Guo et al. [11] proposed a multi-stage reduction method based on ensemble empirical mode decomposition (EEMD), wavelet denoising, and modulation signal bispectrum (MSB) to extract fault characteristics and diagnose early bearing faults. Liu et al. [12] proposed an Integral Extension LMD (IELMD) method and used it in wind turbine denoising and fault diagnosis. Gu et al. [13] proposed an adaptive stochastic resonance denoising method based on variational mode decomposition (VMD) and quantum particle swarm optimization. Ni et al. [14] proposed a fault information-guided VMD method (FIVMD), which solves the limitations of the VMD method in selecting the mode number and bandwidth control parameters, and avoids parts interfering with bearing signal. Pang et al. [15] proposed a recursive variational mode extraction (RVME) signal decomposition algorithm based on VME. This method can adaptively determine the initial center frequency and penalty factor of specific stator component reconstruction to adaptively decompose the signal and extract weak fault features in the signal. Lu et al. [16] also proposed a new dynamic modeling method: the graphical modeling wavelet packet coefficient (GMWPC) realized the fault warning and identification of rolling bearings.

Deep learning (DL) has recently been widely developed and successfully applied to various signal-processing tasks [17–19]. The fundamental purpose of the DL is to map the original data to the feature space by learning a nonlinear input function under the multi-layer neural network structure to extract the original data’s implicit features [20]. Convolution neural network (CNN), a deep neural network among many deep neural networks, is very popular because of its sparse connection and weight-sharing feature [21]. Notably, CNNs [22,23] have brought many significant breakthroughs in image recognition. Inspired by CNNs in image recognition, Ronneberge et al. [24] proposed a fully convolutional neural network, U-Net, with an encoder–decoder architecture for medical image segmentation. U-Net is widely used in various image processing tasks due to its small training set and high segmentation accuracy. For example, Cai et al. [25] proposed Dense-U-Net, which integrates dense connections based on U-Net to deepen the depth of the network architecture and achieve feature reuse to segment the multiphoton microscopy (MPM) images of skin cells more accurately. Furthermore, Feng et al. [26] proposed a pixel-level segmentation framework for fatigue steel crack detection accuracy by improving U-Net.

U-Net has achieved great success in image processing and its application has been promoted in other fields. Of these, Qiu et al. [27] proposed an ECG signal noise reduction system. First, the improved U-Net is used for denoising, and DR-net is used for detail recovery. Stoller et al. [28] also proposed a Wave-U-Net that can be directly used for time-domain signals, which avoids the error caused by converting time-domain signals into the frequency domain for audio source separation. Additionally, Hao et al. [29] combined dilated convolution and conditional generative adversarial networks (CGAN) to improve the effect of speech enhancement under low signal-to-noise ratio (SNR) conditions (up to $-20$ dB). In this paper, U-Net is used for the fault feature extraction of rolling bearing vibration signals, and the following problems are encountered:

- U-Net has a weak ability to extract fault features of vibration signals under low SNR conditions.
- U-Net is a kind of deep supervised learning network that needs corresponding label data to be trained [30]. This is a difficult task under actual conditions since labeling the condition monitoring data of rolling bearings would take more human and material resources than just recording them [31].

To solve the above problems, an improved U-Net, namely, the threshold acquisition U-Net (TA-UNet), is proposed, which is used for the early fault diagnosis of rolling bearing.

First, the channel spatial threshold acquisition network (CS-TAN) obtains the threshold by extracting the channel and spatial information of the feature map. The dilated convolution module (DCM) uses a combination of dilated convolution with different expansion rate to obtain a multi-scale feature extraction capability. Then, the CS-TAN and the
DCM are introduced into the U-Net to construct the TA-UNet, which has a robust feature extraction ability.

Finally, the TA-UNet is used for bearing early fault diagnosis. U-Net, as a deeply supervised network, needs corresponding labels to be trained. In this paper, Transfer Learning (TL) is used to solve this problem. TL focuses on using the knowledge gained from a problem to solve a different but related problem. TL has been applied to the research of fault diagnosis. Wen et al. [32] proposed a deep transfer learning method for fault diagnosis based on sparse autoencoder that can learn common features across different working conditions. Wang et al. [33] developed a multi-scale deep intra-class transfer learning model with conditional maximum mean discrepancy (MMD), and applied it to bearing fault diagnosis. Zhang et al. [34] proposed a supervised contrastive learning-based domain adaptation network (SCLDAN) for the cross-domain fault diagnosis of the rolling bearing. Therefore, using the TA-UNet’s super feature extraction ability and TL, a two-stage rolling bearing fault diagnosis method is proposed. In the first stage, the TA-UNet is trained with the noise-added vibration signal, and in the second stage the fault characteristics of the vibration signal are extracted with the trained TA-UNet and the fault type is diagnosed by envelope spectrum analysis.

The remainder of this paper is organized as follows. In Section 2, the TA-UNet, which integrates CS-TAN and DCM into U-Net, and a two-stage fault diagnosis method of rolling bearing based on the TA-UNet are proposed. In Section 3, the TA-UNet proposed in Section 2 is used to de-noise the simulation signals with different SNR and compare them with different models to prove their feature extraction capability. In Section 4, the fault diagnosis method proposed in Section 2 is used to diagnose the two sets of open-source datasets early and compare the RMS method to prove the superiority of the proposed fault diagnosis method. Conclusions are drawn in Section 5.

2. Methodology

2.1. Channel Spatial Threshold Acquisition Network

Zhao et al. [35] proposed DRSN to solve the problem that noise in vibration signals affects fault diagnosis accuracy. To a certain extent, the working principle of DRSN can be understood as follows: the network adaptively acquires a set of soft thresholds [36] to reduce noise interference in the signal when the network extracts signal features. The function of soft threshold, as shown in Equation (1).

\[
y = \begin{cases} 
  x - \tau & x > \tau \\
  0 & -\tau \leq x \leq \tau \\
  x + \tau & x < -\tau 
\end{cases}
\]  

(1)

where \(x\) is the input feature, \(y\) is the output feature, and \(\tau\) is the threshold.

Figure 1 shows the structure of the channel threshold acquisition network (C-TAN) and channel spatial threshold acquisition network (CS-TAN). The C-TAN is shown in Figure 1a. The global average pooling (GAP) is applied to the absolute value of the feature map \(X\) to get a 1-D vector containing the channel information of the feature map \(X\). The 1-D vector is passed into a two-layer full connection (FC) network to obtain the channel scale parameter, and it is scaled to the range \((0, 1)\) through the sigmoid function, as shown in Equation (2).

\[
\sigma(c) = \frac{1}{1 + e^{-z(c)}}
\]  

(2)

where \(z(c)\) is the channel scale parameter, \(\sigma(c)\) is the corresponding scaling parameter, and \(c\) is the channel information of the feature map \(X\).
Finally, $\tau(c)$ and 1-D vector are multiplied to get the thresholding containing the channel information of the feature map $X$, as shown in Equation (3).

$$\tau(c) = \sigma(c) \cdot G_c |X|$$  \hspace{1cm} (3)

where $G_c |X|$ is the 1-D vector, $\tau(c)$ is the channel threshold of feature map $X$.

The CS-TAN is shown in Figure 1b. Based on C-TAN, a branch of spatial thresholding is added to the network, and the threshold acquisition by the network contains the channel and spatial information of feature map $X$ so that the accuracy of threshold acquisition is improved. Specifically, on the spatial thresholding acquisition branch, the GAP is applied to the absolute values of the feature map $X$ to get a 2-D vector containing the spatial information of the feature map $X$. The 2-D vector is passed into a two-layer Conv2d network to obtain the spatial scale parameter, and it is also scaled to the range (0, 1) through the sigmoid function, as shown in Equation (4).

$$\sigma(s) = \frac{1}{1 + e^{-z(s)}}$$  \hspace{1cm} (4)

where $z(s)$ is the spatial scale parameter, $\sigma(s)$ is the corresponding scaling parameter, and $s$ is the spatial information of the feature map $X$.

Later, $\sigma(s)$ and 2-D vector are multiplied to get the thresholding containing the spatial information of the feature map $X$, as shown in Equation (5).

$$\tau(s) = \sigma(s) \cdot G_s |X|$$  \hspace{1cm} (5)

where $G_s |X|$ is the 2-D vector, $\tau(s)$ is the spatial threshold of the feature map $X$.

Finally, $\tau(c)$ and $\tau(s)$ are multiplied to obtain the thresholding $\tau$ containing the channel and spatial information of the feature map $X$, as shown in Equation (6).

$$\tau = \tau(c) \cdot \tau(s)$$  \hspace{1cm} (6)

2.2. Dilated Convolution Module

The receptive fields of the convolutional networks refer to the area size that can be mapped on the original data by the pixel points on the output feature map [37]. The larger the receptive field is, the more extensive the range of the original feature map it learns is. Notably, it may contain more comprehensive information and higher-level features in the feature map. The dilated convolution is to inject holes (points with a value of 0) into ordinary convolution to expand the convolution kernel. Thus, the size of receptive fields is enlarged [38].
For a 2-D input $x[i,j]$, the output $y[i,j]$ of convolution on it with a filter $\omega[m,n]$ of size $[m,n]$ is shown in Equation (7).

$$y[i,j] = (x * \omega)(i,j) = \sum_{m,n} x[i+m,j+n] \omega[m,n]$$  \hspace{1cm} (7)

Compared with the ordinary convolution, the dilated rate $r$ is added to the dilated convolution. The output of a dilated convolution is expressed by Equation (8).

$$y_r[i,j] = \sum_{m,n} x[i + r \cdot m,j + r \cdot n] \omega[m,n]$$  \hspace{1cm} (8)

The receptive field calculation of 2-D dilated convolution is shown in Equation (9).

$$F_{i+1} = \left(2^{i+2} - 1\right) \times \left(2^{i+2} - 1\right)$$  \hspace{1cm} (9)

where $F_{i+1}$ is the receptive fields of the 2-D dilated convolution, and $i + 1$ is the dilated rate.

Figure 2 shows the dilated convolution module (DCM) with exponentially increasing dilated rate ($r = 1, 2, 4$), stride = 1, kernel size = 3. As shown in Figure 2, the DCM’s dilated convolution layer adopts branches to obtain information on different scales and improve the network’s computing efficiency [39]. Subsequently, input the same data for different dilated convolution branches and add them together. Then, output the result of the DCM after the outcome of dilated convolution layer is fused by the ReLU layer and thresholding acquisition layer (TAL).

![Figure 2. Dilated convolution module with exponentially increasing dilated rate (r = 1, 2, 4), stride = 1, kernel size = 3.](image)

The dilated convolution output of the dilated rate ($r = 1, 2, 4$) in the DCM is recorded as $y_{r1}, y_{r2}, y_{r3}$, then the output $y_r$ of dilated convolution layer is shown in Equation (10).

$$y_r = y_{r1} + y_{r2} + y_{r3}$$  \hspace{1cm} (10)

If the threshold obtained is $\tau_b$, the output $f_b$ of the DCM is shown in Equation (11).

$$f_b = \begin{cases} \max(0, y_r) - \tau_b & x > \tau_b \\ 0 & -\tau_b \leq x \leq \tau_b \\ \max(0, y_r) + \tau_b & x < -\tau_b \end{cases}$$  \hspace{1cm} (11)

where $\max(0, y_r)$ is the output of the ReLU layer.

2.3. TA-UNet

Figure 3 shows the structure of TA-UNet. As shown, the TA-UNet is improved based on U-Net, mainly composed of four parts: encoder, decoder, DCM, and copy and add. The encoder and decoder are composed of four down-sampling modules and four up-sampling modules in cascade. The DCM is consistent with that proposed in Section 2.2. The principle of U-Net for signal noise reduction is that the hidden features of the signal are extracted by down-sampling the signal, and then the signal is reconstructed by up-sampling to achieve noise reduction. The differences between TA-UNet and U-Net: (1) the CS-TAN is added to the down-sampling module to reduce the signal's noise interference...
when extracting the signal’s implicit feature; (2) the DCM is added at the bottleneck to improve the multi-scale feature extraction ability of the network; (3) up-sampling changes from transposed convolution to bilinear interpolation combined with Conv2d, avoiding checkerboard pattern [40].

Figure 3. Structure of the proposed TA-UNet.

2.3.1. Down-Sampling Module

When the down-sampling module is working, the channels of the feature map are doubled through a DoubleConv (DoC) layer (including two $3 \times 3$ Conv2d, one Batchnorm2d, and two ReLU). Then, $j$ threshold acquisition (TA) layers are used to reduce the interference of noise in the feature map, and finally, the down-sampling (Maxpool, Mp) layer is used to halve the size of the feature map. Each pass through a down-sampling module, the size of the feature map is halved, and the number of channels is doubled. If the input of the $i$th down-sampling module of TA-UNet is $x^i_d$, the corresponding output $y^i_d$ is shown in Equation (12).

$$y^i_d = F^i_d\left(x^i_d\right) = F^i_{MP}\left(F^i_{TA}\left(F^i_{DoC}\left(x^i_d\right)\right)\right) \tag{12}$$

where $F^i_d(\cdot)$ is the mapping of the down-sampling module, $F^i_{MP}(\cdot)$ is the feature mapping of the Mp layer, $F^i_{TA}(\cdot)$ is the feature mapping of the TA layer, and $F^i_{DoC}(\cdot)$ is the feature mapping of the DoC layer.
2.3.2. Up-Sampling Module

When the up-sampling module is working, the size of the feature map is doubled through an up-sampling (bilinear interpolation, BI) layer. Considering that the details of the shallow network are well preserved, the down-sampling feature map with the same resolution corresponding to the copy and add fusion is used. Finally, the channel is halved through the DoC layer. Each pass through an up-sampling module, the size of the feature map is doubled, and the number of channels is halved. If the input of the kth up-sampling module of TA-UNet is \( x^k_u \), the output of the up-sampling module shown in Equation (13).

\[
y^k_u = F^k_{UI} (x^k_u) = F^{k}_{Doc} \left( CAT^k \left( F^{5-k}_{TA} (x^{5-k}_d), F^k_{BL} \left( x^k_u \right) \right) \right)
\]  

where \( F^k_{UI} (\cdot) \) is the mapping of the up-sampling module, \( CAT^k(\cdot) \) is the kth copy and add, \( F^{5-k}_{TA}(\cdot) \) is the feature map of the corresponding down-sampling module with the same resolution, and \( F^k_{BL}(\cdot) \) is the output of the BI layer.

2.4. Early Fault Diagnosis Method of Rolling Bearing

Figure 4 shows the dimension reduction of six vibration signals and their implicit feature by t-SNE [41]. In this paper, 3 types of 6 vibration signals are randomly selected, including vibration signal \( V_1 \) and its noise-added vibration signal with SNR = \(-5\) dB \((V_1\,-5)\) and SNR = \(-10\) dB \((V_1\,-10)\), vibration signal \( V_2 \) and its noise-added vibration signal with SNR = \(-5\) dB \((V_2\,-5)\) and vibration signal \( V_3 \). As shown in Figure 4a, t-SNE is used to reduce the dimensions of the above vibration signals directly, and then the results are visualized. It was found that the signals were clustered together, and the relationship between signals could not be distinguished. As shown in Figure 4b, this paper uses CNN to extract the hidden features of six vibration signals, reduce the dimensions of the hidden features, and then visualize the results. It was found that the signals were clustered into three categories, and the aggregated categories were consistent with the actual categories of the signals. Thus, we consider that the vibration signal and noise-added vibration signal have a certain invariance in the hidden characteristics, as shown in Equation (14).

\[
F_{Conv2d}(X) \rightarrow F'_{Conv2d}(X) = F'_{Conv2d}(X_N) \leftrightarrow F_{Conv2d}(X_N)
\]

where \( X \) is the vibration signal, and \( X_N \) is the noisy vibration signal, \( F_{Conv2d}(X) \) and \( F_{Conv2d}(X_N) \) denote the implicit features of the signals, and \( F'_{Conv2d}(X) = F'_{Conv2d}(X_N) \) denotes the invariant content of the implicit feature of the vibration signal \( X \) and the noise-added vibration signal \( X_N \).

![Figure 4](https://example.com/fig4.png)

**Figure 4.** t-SNE reduces the dimension of the vibration signal and the implicit feature of the vibration signal. (a) t-SNE reduces the dimension of the vibration signal; (b) t-SNE reduces the dimension of the implicit feature of the vibration signal.
Figure 5 shows the fault diagnosis method of rolling bearing proposed in this paper. In this paper, using the excellent feature extraction ability of TA-UNet and the invariance of the implicit feature of vibration and noisy vibration signals, a fault diagnosis method of rolling bearing based on TA-UNet is proposed.

The fault diagnosis method is divided into two stages. In the first stage, the vibration signal and vibration signal with additive white gaussian noise (noise-added vibration signal) are sampled by sliding window and then the sample is converted into the gray matrix to make the dataset. Finally, the dataset is used to train the TA-UNet, so it can learn to extract the hidden feature of the noise-added vibration signal and realize the noise-reduced vibration signal. Because the implicit features of vibration and noise-added vibration signal have certain invariances, this paper believes that the network has learned how to extract the implicit feature of vibration signals (how to reduce the noise of vibration signals) to a certain extent. In the second stage, the trained network is used to reduce the noise of the vibration signal, and envelope spectrum analysis of the noise-reduced vibration signal is conducted to diagnose bearing faults. The fault diagnosis method can be expressed by Equation (15).

\[ F_{TA}(X_N) \rightarrow F'_{TA}(X) \]  

where \( F_{TA}(X_N) \) denotes the noise reduction of the noisy vibration signal by the TA-UNet, \( F'_{TA}(X) \) denotes the noise reduction of the vibration signal by the trained TA-UNet.
3. Validation of TA-UNet Noise Reduction Capability

3.1. The Dataset of the Simulation Signal

To verify the noise reduction capability of the TA-UNet, this paper uses a fault model to simulate the impact signal of the bearing outer ring fault, as shown in Equation (16). Firstly, the impact signal is sampled by a sliding window with a step size of 1800. Each sample contains 16,384 sampling points, and the number of samples is 300. Then, the noise was added to the 300 samples to simulate the early fault simulation signal of the bearing outer ring. Finally, the 1-D signal was converted to $128 \times 128$ and was divided into training, validation, and test sets according to the proportion of 5:3:2.

$$
x(t) = s(t) + n(t) = \sum_{i} A_i h(t - iT - \tau_i) + n(t)
$$

$$
h(t) = e^{-Ct} \sin(2\pi f_n t)
$$

$$
A_i = 1 + A_0 \sin(2\pi f_n t)
$$

where $s(t)$ is the periodic impact signal, $n(t)$ is Gaussian white noise, $x(t)$ is the simulation signal, $A_0 = 0.3$ is the initial value of amplitude, $f_n = 20$ Hz is the rotational frequency, $C = 700$ is the attenuation coefficients, $f_0 = 3000$ Hz is the resonant frequency, $f_i = 1/T = 80$ Hz is the feature frequency of outer ring fault, $f_s = 20$ kHz is the sampling frequency, and the sampling time lasts for 50 s.

3.2. Comparison of Noise Reduction Results

Figure 6 shows the result of the TA-UNet noise reduction for simulation signals with $\text{SNR} = -45$ dB. During the training stage, this paper uses the training samples mentioned in Section 3.1 as the training set and standardizes the data. The networks are optimized using the Adam gradient descent algorithm, and this paper sets the decay rates $\beta_1 = 0.6$ and $\beta_2 = 0.9$ and batch size = 32. This paper set the learning rate = 0.0002 and the training epoch = 100. During the testing stage, the network was tested through the test samples mentioned in Section 3.1 and the network noise reduction effect was evaluated through the SNR of the noise reduction signal. The SNR calculation method is shown in Equation (17). Figure 6 shows this paper’s selection of 2000 points of one of the results. The TA-UNet reverts to the periodic impact signal after noise reduction of the simulation signal with $\text{SNR} = -45$ dB, and the SNR of the noise reduction signal was 13.6 dB.

$$
\text{SNR} = 10\log \left( \frac{\sum_{i=1}^{n} x(t)^2}{\sum_{i=1}^{n} (x(t) - x'(t))^2} \right) \text{(dB)}
$$

where $x(t)$ is the original signal, $x'(t)$ is the signal after noise reduction, and $n$ is the signal length.

Figure 7 shows the noise reduction effect of different models on different SNR simulation signals. To further verify the noise reduction capability of the TA-UNet in this paper, the TA-UNet was used to reduce the noise of simulation signals with $\text{SNR}$ from 0 dB to $-45$ dB and compared with different networks, including U-Net, Res18-UNet [42], PreRes18-UNet, RA-UNet [43], and AG-UNet [44]. We chose the same training set and experimental setting for all approaches during the training stage. During the test stage, each model randomly selected five training results for the test set, tested 32 samples each time, calculated the average SNR, and compared the noise reduction effect of different models.
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Figure 6. TA-UNet noise reduction results for simulation signal with SNR = −45 dB. (a) Simulation signal with SNR = −45 dB; (b) Noise reduction results of simulation signal by TA-UNet; (c) Impulse signal.

Figure 7. Noise reduction results of different networks for different SNRs.

Figure 8 shows the process of the TA-UNet noise reduction for SNR = −45 dB simulation signal, with an epoch from 10 to 100. To further understand the performance of the TA-UNet, this paper analyzed the process of the TA-UNet noise reduction for the simulated signal with SNR = −45 dB. As shown in Figure 8, when epoch = 40, the basic waveform was recovered, but the details were lacking, so we continued to train the network. When epoch = 80, the noise reduction effect was already excellent. Therefore, to further improve the stability of the network, 20 epochs were trained.
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Figure 8. Training Process of TA-UNet for SNR = −45 dB simulation signal noise reduction. (a) outer fault impulse signal; (b) simulation signal with SNR = −45 dB; (c) training process of TA-UNet, epochs are 10 in turn, 20, 30, 40, 60, 80, 100 (from left to right).

4. Verification of Diagnostic Method
4.1. Case 1

The open-source dataset one is used in Case 1, as shown in Figure 9 [45]. In dataset one, the four Rexnord ZA-2115 double-row bearings were in the same shaft. A radial load of 6000 pounds was applied to the shaft and bearing. Simultaneously, an acceleration sensor was installed in the axial direction and radial direction of each bearing. The motor speed was 2000 r/min, data were collected every 10 min, 20,480 points were collected each time, and the sampling frequency was 20 kHz. The test ended when the outer ring of bearing 1 failed completely. Case 1 used the vibration data of bearing 1 for analysis and research, and the fault frequency of the outer ring, $f_i$ was 236.43 Hz.

Figure 9. The layout of the bearing accelerated degradation test rig of Case 1.

Figure 10 shows the root mean square (RMS) trend of bearing vibration signal in Case 1. The trend of RMS reflects the whole process of the bearing operation. As shown in Figure 10, the bearing runs relatively stably before 5320 min. When operating at 5320 min, the RMS slowly rose after a slight mutation, indicating that the bearing status was abnormal. At 7020 min, the RMS had a large jump, indicating that the fault was aggravated, and reached the maximum at 9790 min, at which the bearing had reached the service life limit.

To evaluate the method proposed in this paper, Case 1 selected vibration signals from 5100 min to 5200 min for early fault diagnosis. First, the method mentioned in Section 3.1 was used to make a dataset for the selected data, and then we trained the network to learn to reduce the noise of noise-added vibration signal. Then, the trained network was applied to the selected data, and the noise reduction signal was obtained after noise reduction. Finally, the envelope spectrum of the noise reduction signal was analyzed to diagnose the fault type.
Figure 10. The RMS trend of bearing vibration signal in Case 1.

For Case 1, considering that the fault characteristic of the vibration signal is relatively weak and basically drowned out by noise, the SNRs of the noise-added vibration signal used for TA-UNet training were set to $-10 \, \text{dB}$, $-15 \, \text{dB}$, $-20 \, \text{dB}$, and $-25 \, \text{dB}$. Through this operation, the number of fault characteristics in the vibration signal to be processed by the trained TA-UNet can be informed in advance: weak, which can further improve the feature extraction ability of the trained TA-UNet on the vibration signal. The trained TA-UNet obtained by using the above three noise-added vibration signals was applied to the vibration signal, respectively, and the effect of feature extraction was compared. In Case 1, the SNR = $-20 \, \text{dB}$ noise-added vibration signal was finally chosen.

Figure 11 shows the waveform and the envelope spectrum of the vibration signal and noise-reduced vibration signal in Case 1. As shown in Figure 11a, it can be seen from the waveforms of the two signals that the vibration signal has been denoised. To more accurately prove that the vibration signal has been denoised, the index of vibration signal entropy is selected in this paper. Entropy is an indicator that can reflect the complexity and randomness of the signal. The lower the entropy, the higher the certainty of the signal, that is, the less noise the signal contains. In this paper, three common entropies are selected: approximate entropy, fuzzy entropy, and sample entropy. Table 1 shows the approximate entropy, sample entropy, and fuzzy entropy of the vibration signal and the noise reduction vibration signal in Case 1. The entropy values of the noise-reduced vibration signal decreased by 27.4%, 30.4%, and 12.0%, respectively, indicating that the noise-reduced vibration signal was more deterministic, suggesting that the vibration signal was denoised.

As shown in Figure 11b, the envelope spectrum of the vibration signal was observed, and the frequency was found to be disordered. The fault feature frequency $f_i$ components were not obvious, so the bearing fault could not be diagnosed. As shown in Figure 11c, the envelope spectrum of the noise-reduced vibration signal shows prominent components $f_i/3$, $2f_i/3$, $5f_i/3$, and $7f_i/3$ related to the fault frequency $f_i$ of the outer ring. The theory is consistent with the practice, which proves the effectiveness of the fault diagnosis method proposed in this paper, and the bearing fault was found 2 h earlier than with the RMS method.

Figure 12 shows the envelope spectrum of the noise reduction vibration signal obtained by EEMD, VMD, WPD, and the proposed method in Case 1. To highlight the advantages of the proposed method, several common vibration signal feature extraction methods are selected for comparison with the proposed method, including EEMD, VMD, and WPD. For EEMD and VMD, after obtaining IMFs, this paper selects appropriate IMFs for reconstruction through the correlation coefficient method and determines the number of WPD decomposition layers according to sample entropy. The noise reduction signals are analyzed by envelope spectrum, and the results are shown in Figure 12. From the figure, it is obvious to see the superiority of the proposed method.
that is, the less noise the signal contains. In this paper, three common entropies are selected: approximate entropy, fuzzy entropy, and sample entropy. Table 1 shows the approximate entropy, sample entropy, and fuzzy entropy of the vibration signal and the noise reduction vibration signal in Case 1. The entropy values of the noise-reduced vibration signal decreased by 27.4%, 30.4%, and 12.0%, respectively, indicating that the noise-reduced vibration signal was more deterministic, suggesting that the vibration signal was denoised.

As shown in Figure 11b, the envelope spectrum of the vibration signal was observed, and the frequency was found to be disordered. The fault feature frequency $f_i$ components were not obvious, so the bearing fault could not be diagnosed. As shown in Figure 11c, the envelope spectrum of the noise-reduced vibration signal shows prominent components $f_i/3$, $2f_i/3$, $f_i$, $5f_i/3$, and $7f_i/3$ related to the fault frequency $f_i$ of the outer ring. The theory is consistent with the practice, which proves the effectiveness of the fault diagnosis method proposed in this paper, and the bearing fault was found 2 hours earlier than with the RMS method.

**Figure 11.** Waveform and envelope spectrum of vibration signal and noise-reduced vibration signal in Case 1. (a) Waveform of vibration signal and noise-reduced vibration signal; (b) Envelope spectrum of vibration signal; (c) Envelope spectrum of noise reduction signal.

**Table 1.** Entropy values of vibration and noise reduction signal in Case 1.

<table>
<thead>
<tr>
<th></th>
<th>Approximate Entropy</th>
<th>Sample Entropy</th>
<th>Fuzzy Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>The vibration signal</td>
<td>2.029</td>
<td>1.936</td>
<td>0.193</td>
</tr>
<tr>
<td>The noise-reduced vibration signal</td>
<td>1.473</td>
<td>1.346</td>
<td>0.170</td>
</tr>
<tr>
<td>The amount of the decrease in entropy after the signal is denoised</td>
<td>27.4%</td>
<td>30.4%</td>
<td>12.0%</td>
</tr>
</tbody>
</table>
Figure 12. The envelope spectrum of the noise reduction vibration signal obtained by EEMD, VMD, WPD, and the proposed method in Case 1. (a) EEMD; (b) VMD; (c) WPD; (d) The proposed method.

Figure 13 shows the envelope spectrum of vibration signal and different noise-canceling vibration signals in Case 1. As shown in Figure 13, to further verify the feature extraction ability of the TA-UNet, the three networks with the highest noise reduction ability in Section 3 are selected, the TA-UNet, the U-Net, and the AG-UNet, to use the fault diagnosis method proposed in this article to diagnose the early fault of rolling bearing. It can be found that the U-Net and the AG-UNet can extract the fault characteristics of rolling bearings to a certain extent, but the ability to extract fault features is weak. The above two networks are prone to misjudgment compared with the TA-UNet. Figure 13 can prove the feature extraction ability of the TA-UNet and the effectiveness of the fault diagnosis method in this paper.

Figure 13. Envelope spectrum of vibration signal and different noise-reduced vibration signals in Case 1. (a) Envelope spectrum of vibration signal; (b) Envelope spectrum of noise-reduced vibration signal by AG-UNet; (c) Envelope spectrum of noise-canceling vibration signal by U-Net; (d) Envelope spectrum of noise-canceling vibration signal by TA-UNet.
4.2. Case 2

The open-source dataset two was used in Case 2, as shown in Figure 14 [46]. The vibration data in the horizontal direction of a bearing with an inner ring fault was adopted in Case 2, whose speed was 2400 r/min, a radial force of 10 kN was applied, and the bearing ran for 25 h 15 min until it completely failed. Notably, the fault type was the bearing with an inner ring fault. The fault feature frequency of the bearing inner \( f_i \) is 196.8 Hz.

![Figure 14. The layout of the bearing accelerated degradation test rig of Case 2.](image)

Figure 14 shows the RMS trend of the vibration signal in Case 2. As shown in Figure 15, since 990 min, there has been a significant fluctuation in the RMS, which indicates that the rolling bearing had started to appear abnormal. In Case 2, signals from 900 to 910 min were selected to diagnose the early fault of the rolling bearing, and the SNR = −20 dB noise-added vibration signal was finally chosen.

![Figure 15. The RMS trend of vibration signal in Case 2.](image)

Figure 15 shows the waveform and envelope spectrum of the bearing vibration signal before and after noise reduction in Case 2. As shown in Figure 16a, the waveforms of the two signals were observed, and the vibration signal was denoised.

As shown in Table 2, the approximate entropy, sample entropy and fuzzy entropy before and after signal noise reduction are calculated, and after noise reduction, it is reduced by 11.2%, 15.0%, and 12.4%, respectively, indicating that the signal is denoised.
Figure 16. Waveform and envelope spectrum of vibration signal and noise reduction signal in Case 2. (a) Waveform of vibration signal and noise reduction signal; (b) Envelope spectrum of vibration signal; (c) Envelope spectrum of noise reduction signal.

Table 2. Entropy values of vibration and noise reduction signal in Case 2.

<table>
<thead>
<tr>
<th></th>
<th>Approximate Entropy</th>
<th>Sample Entropy</th>
<th>Fuzzy Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>The vibration signal</td>
<td>2.211</td>
<td>2.171</td>
<td>0.161</td>
</tr>
<tr>
<td>The noise-reduced vibration signal</td>
<td>1.964</td>
<td>1.852</td>
<td>0.141</td>
</tr>
</tbody>
</table>

As shown in Figure 16b,c, compared with the vibration signal, the noise-reduced vibration signal envelope spectrum showed an obvious $0.5 \times$, $1 \times$, and $1.5 \times$ feature frequency related to the inner ring fault feature frequency $f_i$. Figure 16 further verified the superiority of the early diagnosis method for rolling bearings proposed in this paper, and the bearing fault was found 1.3 h earlier than with the RMS method.

Figure 17 shows the envelope spectrum of different noise-canceling vibration signals in Case 2. As shown in Figure 17, like Figure 12, the effectiveness of the TA-UNet’s feature extraction ability and fault diagnosis method proposed in this paper can be further demonstrated. The superiority of the proposed method is further demonstrated.
Figure 17. The envelope spectrum of the noise reduction vibration signal obtained by EEMD, VMD, WPD, and the proposed method in Case 2. (a) EEMD; (b) VMD; (c) WPD; (d) The proposed method.

Figure 18 shows the envelope spectrum of vibration signal and different noise-canceling vibration signals in Case 2. As shown in Figure 18, similar to Figure 13, the effectiveness of the TA-UNet’s feature extraction ability and fault diagnosis method proposed in this paper can be further demonstrated.

Figure 18. Envelope spectrum of vibration signal and different noise reduction signals in Case 2. (a) Envelope spectrum of vibration signal; (b) Envelope spectrum of noise reduction signal by AG-UNet; (c) Envelope spectrum of noise reduction signal by U-Net; (d) Envelope spectrum of noise reduction signal by TA-UNet.

5. Conclusions

A two-stage method of the early fault diagnosis of rolling bearing based on the TA-UNet is proposed to improve the accuracy of early fault diagnoses of rolling bearing.

First, based on the U-Net, the TA-UNet is proposed by combining the CS-TAN and the DCM. The CS-TAN reduces the noise interference in the signal during the down-sampling,
and the DCM improves its multi-scale feature extraction capability. This paper proves that the TA-UNet has super noise reduction ability by reducing the noise of simulation signals of different SNRs and is superior to the typical deep learning model in performance. For the simulation signal with SNR = −45 dB, the SNR of the simulation signal after the TA-UNet noise reduction reached 13.6 dB, which was 2 dB higher than that of the U-Net and 1 dB higher than that of the AG-UNet.

Second, the TA-UNet is used to diagnose the early fault of the rolling bearing by its strong feature extraction ability and the invariance of the implied feature of vibration signal and noise-added vibration signal. The early fault types of Case 1 and Case 2 are successfully diagnosed, which proved the method’s effectiveness, and were 2 h and 1.3 h ahead of the RMS method, respectively.

In summary, this study reveals a new method for bearings’ fault detection. Future work will focus on how to improve the speed of diagnosis and expand this work to more application scenarios.
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