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Abstract: How to express emotions through motion behaviors of robots (mainly for robotic arms) to achieve human–robot emotion interactions is the focus of this paper. An artificial emotion expression method that accords with human emotion that can deal with external stimuli and has the capability of emotion decision-making was proposed based on the motion behaviors of robot. Firstly, a three-dimensional emotion space was established based on the motion indexes (deviation coefficient, acceleration, and interval time). Then, an artificial emotion model, which was divided into three parts (the detection and processing of external events, the generation and modification of emotion response vectors, and the discretization of emotions) was established in the three-dimensional emotion space. Then emotion patterns (love, excited, happy, anxiety, hate) and emotion intensity were calculated based on the artificial emotion model in human–robot interaction experiments. Finally, the influence of motion behaviors of humanoid robot NAO on the emotion expression of experimenters was studied through human–robot emotion interaction experiments based on the emotion patterns and emotion intensity. The positive emotion patterns (love, excited, happy) and negative emotion patterns (anxiety, hate) of the experimenters were evaluated. The experimental results showed that the personalized emotion responses could be generated autonomously for external stimuli, and the change process of human emotions could be simulated effectively according to the established artificial emotion model. Furthermore, the experimenters could recognize the emotion patterns expressed by the robot according to the motion behaviors of the robot, and whether experimenters were familiar with robots did not influence the recognition of different emotion patterns.
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1. Introduction

With the advent of the intelligence era and experience economy, it is highly important for robots to communicate with humans through humanoid emotions and behaviors to complete their tasks in public daily life, which can promote harmonious human–robot interactions. Robots can communicate with humans in three ways, namely, speech [1], facial expressions [2], and gestures [3], as shown in Figure 1. Although the most effective emotion transmission method may be based on facial expressions [4], body movement can express richer emotions in daily communication interaction [5]. Body movement can not only combine with face expressions to transmit emotion information, but it can also help to identify the information conveyed by ambiguous facial expression [6]. Through body movement expressions, robots can influence and change the ideological state of human partners [7] and can also directly or indirectly change their decisions [8].

In this situation, the effective emotion expression of robots through body movements can be varied by controlling the motion behaviors of robots [9,10]. At present, the related research on emotion expression of robots through body movements mainly focuses on
how to design the motion behaviors of robot to express emotions. Pollick et al. [11] distinguished different basic emotions by observing human arm motions and used the motion capture system to obtain the position information of experimenters’ human arms. Camurri et al. [12] identified different emotions from dance performances, and the motion characteristics of these emotions were described when experimenters completed different tasks as required. Wallbott et al. [13] summarized gestures and body motions according to different emotions. Nayak et al. [14] designed robot models through computer technology, and the body movements in various states were simulated to express specific emotions. Sial et al. [15] established a relationship model between the motion parameters (speed and acceleration) of a robot and the emotion valence, arousal, and dominance. Wei et al. [16] established a three-dimensional emotion space based on motion indexes, and a relationship model between the motion indexes and eight emotions in the three-dimensional emotion space was established. However, the above research on expressing emotions by designing the motion behaviors of robots only defined several solidified main emotion types based on dimensional emotion space such as PAD emotion space. The emotion types did not really form a mapping relationship with the motion behaviors of robots, and the ability of emotion expression of robots through body movements could be limited.

Figure 1. The traditional emotion expression method: speech-based expression, face-based expression, and gesture: (a) speech; (b) face; (c) gesture.

Nevertheless, when humans were stimulated by the external environment, their emotion states and personality characteristics can be expressed spontaneously or consciously through body movements to form body language, but if robots want to produce personalized emotions and express emotions automatically through body movements when stimulated by the external environment like a human, artificial emotion models must be established. At present, most of the artificial emotion models combine machine learning algorithms with dimensional emotion theory. Picard [17] proposed the hidden Markov emotion model, which can capture emotion changes exhibited by external states such as changes in facial expressions, heart rate changes, voice fluctuations, and so on. Kestern et al. [18] established a distributed emotion state model based on neural network algorithms for event processing, which could convert the external emotion events into corresponding emotion states by using neural network algorithms. Samani et al. [19] proposed a composite artificial emotion system, which consisted of three modules: probability-based emotion matching (PLA), emotion-based artificial endocrine system (AES), and emotion state transition (AST). Broekens and Jacobs [20] proposed an emotion model based on reinforcement learning theory, which aimed to calculate the relationship between human adaptive behavior and emotion. Esteban et al. [21] proposed an autonomous emotion model, which was divided into three parts: emotion generation, mood model, and behavior selection. However, the above artificial emotion models were abstract models, and the artificial emotion models were not quantified and could not be applied to the motion planning of robots, so that a quantitative relationship between the motion behaviors of robot and artificial emotion models could not be established to realize human–robot emotion interactions.
The focus of this research was to establish a quantifiable artificial emotion expression method based on the motion behaviors of robot (mainly for robotic arms) to realize human–robot emotion interactions. In this paper, an artificial emotion expression method that accords with human emotion and that can deal with external stimuli and has the ability of emotion decision-making was proposed based on the motion behaviors of robots. The main contributions of the paper can be summarized as follows:

- A three-dimensional emotion space was established based on the motion indexes (deviation coefficient, acceleration, and interval time). The emotion quantification of the degree of similarity or difference between emotion states could be obtained by using the coordinate information of the deviation coefficient, acceleration, and interval time in the three-dimensional emotion space.
- An artificial emotion model, which can respond to external stimuli automatically, was established in the three-dimensional emotion space. Furthermore, personality and mood models were introduced in the artificial emotion model to achieve personalized emotion responses through body movements.
- A discretization method of the emotion response vectors was proposed, and emotion intensity was calculated on the basis of specific emotion types.
- Human–robot emotion interaction experiments were carried out by combining the motion behavior of a humanoid robot NAO with the artificial emotion model. The experimental results showed that the personalized emotion responses through body movements could be generated autonomously for external stimuli, and the change process of human emotions could be simulated effectively according to the established artificial emotion model.

2. Designing Motion Behaviors of Robots Based on Motion Primitives

The motion primitives in human arm motion can not only explain the rules of human arm motion and improve human cognition of their own motion, but they can also serve as carriers to transfer the motion experience from a human arm to a robotic humanoid arm, so that the humanoid arm has humanoid motion characteristics. The human arm’s motion primitives provide a new idea for designing motion behaviors of humanoid arms [16].

2.1. The Structure and Motion Expression of the Human Arm

The structure of the human body can be described in the form of a tree diagram as shown in Figure 2a. The nodes in the tree represent the physiological joints of the human body, such as shoulder joints, elbow joints, etc. There are two attributes on each node: the position (R) attribute and the posture (P) attribute. The posture attribute represents the change of joint posture, while the position attribute represents the change of joint position.

![Skeleton-tree model: (a) human body; (b) arm tree.](image)

The details of node attributes are shown in Figure 3. The structure of the human arm in this paper is described in the form of a tree diagram with three nodes representing the shoulder joint (S), elbow joint (E), and wrist joint (W), as shown in Figure 2b. Five core
motion elements, namely, $S_R$, $E_R$, $E_S$, $W_P$, and $W_S$, were set. These five motion elements corresponded to different attributes of different joints.

![The core action element library](image)

**Figure 3.** The attributes of the shoulder, elbow, and wrist joints.

### 2.2. The Extraction of Motion Primitives

A total of ten motion primitives was extracted in our previous work, as shown in Table 1. These motion primitives can be divided into two types: movement motion primitive (MMP), and function motion primitive (FMP). Movement motion primitives describe the natural motion of the arm when the arm end position changes. Function motion primitives describe special motions with constant end positions, such as obstacle avoidance and self-motion. As shown in Table 1, the node refers to the motion primitives with active changes in physiological joints, that is, changes in the posture attributes. The degree of freedom represents the maximum degree of freedom of the motion primitive. Its degree of freedom configurations are shown in Figure 2b (3 degrees of freedom for the shoulder, 1 degree of freedom for the elbow, and 3 degrees of freedom for the wrist).

<table>
<thead>
<tr>
<th>Node</th>
<th>Motion Primitives</th>
<th>DOF</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$S_E E_P W_F$</td>
<td>3</td>
<td>Motion</td>
</tr>
<tr>
<td>$E$</td>
<td>$E_R W_F$</td>
<td>1</td>
<td>Motion</td>
</tr>
<tr>
<td>$S + E$</td>
<td>$S_E E_P W_F$</td>
<td>4</td>
<td>Motion</td>
</tr>
<tr>
<td>$S + W$</td>
<td>$S_E W_P$</td>
<td>6</td>
<td>Motion</td>
</tr>
<tr>
<td>$S$</td>
<td>$S_E W_P$</td>
<td>3</td>
<td>Motion</td>
</tr>
<tr>
<td>$S + W$</td>
<td>$S_E W_P$</td>
<td>6</td>
<td>Motion</td>
</tr>
<tr>
<td>$E + W$</td>
<td>$E_R W_P$</td>
<td>4</td>
<td>Motion</td>
</tr>
<tr>
<td>$S + W + E$</td>
<td>$S_E E_P W_P$</td>
<td>7</td>
<td>Motion</td>
</tr>
<tr>
<td>$S$</td>
<td>$S_E E_R W$</td>
<td>3</td>
<td>Function</td>
</tr>
<tr>
<td>$W$</td>
<td>$W_R$</td>
<td>3</td>
<td>Function</td>
</tr>
</tbody>
</table>

### 2.3. The Realization of Motion Primitives

The motion primitives combine the joint and task space, as shown in Figure 4. The next section will show the trigger conditions and specific motion form of each motion primitive.

**MMP-1 $S_E E_P W$:** This primitive represents the motions of shoulder joint around its rotation axis. Only the positions of the elbow and wrist change in the process of motion. At the same time, the distance between the shoulder and target point should be the same as the distance between the shoulder and wrist.
MMP-2 $EwW_r$: This primitive represents the motions of flexion and extension of the elbow. The target point should lie in the human arm’s triangle plane constructed by the wrist, elbow, and shoulder. At the same time, the distance between the elbow and target point should be the same as the distance between the elbow and wrist.

MMP-3 $SeEnW_r$: This primitive represents the reaching point motions without considering the change of elbow posture attribute. At the same time, the distance between the shoulder and target point should not be the same as the distance between the shoulder and wrist. Furthermore, the distance between the elbow and target point should be not the same as the distance between the elbow and wrist.

MMP-4 $SeEnW_r$: This primitive represents the motions that only the angle between the lower arm and upper arm remains unchanged in the process of motion. The distance between the shoulder and target point should be the same as the distance between the shoulder and wrist.

MMP-5 $SeW_r$: This primitive represents the motion of shoulder joint rotation with the big arm as the rotation axis. The attributes of the elbow joint have not changed, so the primitive is composed of the influence of the element generation by generation. According to the intergenerational transmission, the change of shoulder posture drives the wrist motion.

MMP-6 $SeW_r$: The motion represented by this motion primitive is similar to MMP-5. However, the difference is that the wrist joint changes its position while its posture attributes change actively during the motion.

MMP-7 $ErW_r$: The motion described by this motion primitive is similar to MMP-2. However, the difference is that the wrist joint changes its position while its posture attributes change actively during the motion.

MMP-8 $SeEnW_r$: The motion represented by the motion primitive is mainly driven by the shoulder joint, elbow joint, and wrist joint. The attributes of each motion element have changed.

FMP-1,2 $SeEnW_r$ and $W_r$: The robots detect the obstacle and re-plan the planned joint trajectories through the self-motion that can be described by these two primitives.

The design of the behaviors of the robot through motion primitives has the following two advantages: (1) Various human arm motions can be simulated by robots. (2) This method classifies the robot’s motion to generate robot humanoid motion, which reduces the amount of calculation of robot humanoid motion. At the same time, the robot can perform multiple tasks by selecting the different motion primitives, as shown in Figure 5.

**Figure 4.** Mapping of the robot between the joint and task space.

**Figure 5.** Designing robot behaviors based on the motion primitives.
3. Three-Dimensional Emotion Space Based on Motion Indexes

In this paper, a new emotion dimension space to express different emotions was proposed based on the above studies. Three motion indexes, namely, $D$, $A$, and $T$, were extracted from human motion characteristics, as shown in Table 2. The motion index $D$ is a deviation coefficient that represents the magnitude of arm pose deviation from the standard pose. When the arm pose is predicted, the emotions are usually not taken into account. At this time, the arm pose without considering emotions can be defined as the standard pose. The standard pose can be obtained from indexes [22] or other methods [23]. The motion index $A$ is acceleration, which represents wrist acceleration. The motion index $T$ is the interval time, which represents the time interval between two motions. The emotion quantification of the degree of similarity or difference between emotion states can be obtained by using the coordinate information of the deviation coefficient, acceleration, and interval time in the three-dimensional emotion space, as shown in Figure 6. The three-dimensional emotion space could be defined as DAT emotion dimension space in this paper.

Table 2. Indexes extracted from the characteristics of arm motion.

<table>
<thead>
<tr>
<th>Index</th>
<th>Definition</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Deviation Coefficient</td>
<td>0–1.5</td>
</tr>
<tr>
<td>$A$</td>
<td>Acceleration</td>
<td>0–0.1 (m/s²)</td>
</tr>
<tr>
<td>$T$</td>
<td>Interval Time</td>
<td>0–1.2 (s)</td>
</tr>
</tbody>
</table>

Figure 6. DAT emotion dimension space.

As shown in Figure 6, the three dimensions of the DAT emotion dimension space are the three motion indexes, the coordinates or vectors of the emotion state are represented by $\mathbf{e} = [D, A, T]$, and the origin of the three-dimensional coordinate system is $(D = 1, A = 0.05, T = 0.5)$. Relative to the origin of the coordinate system, the increase is indicated by the symbols “+”, and the decrease relative to the origin of coordinate system is indicated by the symbols “−”. These three motion indexes divide the dimension space into eight subspaces. One of the original emotions is represented by each subspace. The original emotions are derived from the emotion theory of Plutchik [24], the eight basic emotions of the emotion theory of Plutchik are improved according to the motion behaviors of the robot, and the motion behaviors of the robot could be reflected by the motion indexes. The parameters of each subspace are shown in Table 3.

The parameters of each subspace in Table 3 can be obtained through the human motion experiments. In total, 30 students and 10 teachers majoring in acting were invited to participate in experiments. Furthermore, they randomly completed any task (walking, grasping, talking, and so on) with any of the eight original emotions shown in Figure 6 in
the human motion experiments. The motion information could be obtained through a motion capture system. A total of 4000 sets of motion data was collected in this paper (the more motion data collected, the more accurate the parameters of each subspace), and the motion data could be analyzed by the LMA method [25,26]. The differences of the motion behavior in different emotion states were discovered and obtained from the three-dimensional motion data of actors. Then these behavior differences can be reflected by the different combinations of the three motion indexes. The motion index value of each original emotion is the average value of each actor’s motion data. Finally, the values of the three motion indexes can be established through experience. Different intensities of the same emotion in the same subspace can be represented by different values of motion indexes.

<table>
<thead>
<tr>
<th>Field</th>
<th>Emotions</th>
<th>Deviation Coefficient D</th>
<th>Acceleration A</th>
<th>Interval Time T</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>(D+, A+, T+)</td>
<td>Happy</td>
<td>1.15</td>
<td>0.055</td>
</tr>
<tr>
<td>E2</td>
<td>(D+, A+, T−)</td>
<td>Angry</td>
<td>1.30</td>
<td>0.090</td>
</tr>
<tr>
<td>E3</td>
<td>(D−, A+, T+)</td>
<td>Anxiety</td>
<td>0.65</td>
<td>0.075</td>
</tr>
<tr>
<td>E4</td>
<td>(D−, A+, T+)</td>
<td>Love</td>
<td>0.85</td>
<td>0.055</td>
</tr>
<tr>
<td>E5</td>
<td>(D−, A−, T+)</td>
<td>Sad</td>
<td>0.75</td>
<td>0.030</td>
</tr>
<tr>
<td>E6</td>
<td>(D−, A−, T−)</td>
<td>Relaxed</td>
<td>0.95</td>
<td>0.040</td>
</tr>
<tr>
<td>E7</td>
<td>(D+, A−, T−)</td>
<td>Excited</td>
<td>1.45</td>
<td>0.075</td>
</tr>
<tr>
<td>E8</td>
<td>(D+, A−, T+)</td>
<td>Hate</td>
<td>1.15</td>
<td>0.025</td>
</tr>
</tbody>
</table>

4. Establishing Artificial Emotion Expression Model in DAT Emotion Dimension Space

In this paper, an artificial emotion model was established based on the above DAT emotion dimension space, which could deal with the external stimuli and produce corresponding emotion responses. The artificial emotion model can be divided into three parts: (1) The detection and processing of external events. The external emotion stimuli are detected and quantified to generate the external stimuli vectors, and the external stimuli vectors are input into the artificial emotion model. (2) The generation and modification of DAT emotion response vectors. The generalized regression neural network (GRNN) can be trained by the emotion samples to make the input external stimuli produce autonomous emotion responses, that is, DAT emotion response vectors are generated. Then the personality and mood are modeled to modify DAT emotion response vectors. (3) The discretization of emotions. The modified DAT emotion response vectors and original DAT emotion vectors can be compared and classified by using the random forest classification algorithm. The specific emotion types can be obtained, and the emotion intensity can be calculated.

4.1. Annotating External Stimuli

The external stimuli were classified, and the stimuli intensity and internal characteristic of robots were extracted according to different external event types. Three types of events (robots are praised or criticized, robots are greeted, and robots are asked to perform instructions or tasks) were selected for annotation in this paper. The annotation process is shown in Figure 7. A three-dimensional external stimuli annotation vector can be constituted by the external stimuli types, the external stimuli intensity of the robot, and the internal characteristic of the robot as follows:

$$s_{\text{outside}} = [C_{\text{outside}}, F_{\text{outside}}, I_{\text{outside}}]$$ (1)

where $C_{\text{outside}}$, $F_{\text{outside}}$, and $I_{\text{outside}}$ represent the types of the external stimuli, the internal characteristics of the robot, and the external stimuli intensity, respectively.
4.1.1. Calculating the Degree of Desire for Praise

Assuming that the robot receives more and more praise with each successive interaction, its desire for praise tends to the general level. The robot’s degree of desire for praise, $d_k^d(0 \leq d_k^d \leq 1)$, in the $k$-th interaction is as follows:

$$
d_k^d = \begin{cases} 
0.5, & k = 1; \\
0.5 \sum_{j=1}^{k-1} (1 - r_j)/2(k-1) + 0.5, & k > 1;
\end{cases}
$$

where $r_j$ represents the degree of praise or criticism obtained by the robot in the $j$-th interaction; $r_j \in [-1, 1]$, $r_j < 0$ represents criticism and $r_j > 0$ represents praise; $k$ represents the number of instances of praise or criticism received from starting to work to obtaining new praise or criticism.

4.1.2. Calculating the Busyness Degree or Fatigue Degree

Assume that the longer the robot performed tasks in the previous interaction and the more difficult the task was, the busier the robot was. The robot’s busyness degree, $d_k^b(0 \leq d_k^b \leq 1)$, in the $k$-th interaction is as follows:

$$
d_k^b = \begin{cases} 
1 - \sum_{j=1}^{k-1} (1 - c_j) t_j/(2\Delta t), & c_j < 0; \\
1 - \sum_{j=1}^{k-1} c_j t_j/(2\Delta t), & c_j > 0;
\end{cases}
$$

where $c_j$ represents the difficulty of the $j$-th task, $c_j \in [-1, 1]$; $t_j$ represents the time spent completing the $j$-th task; $\Delta t$ represents the time interval from starting the task to receiving a new task; $k$ represents the number of tasks performed from starting the task to receiving a new task.

4.2. Generating the Emotion Response Vectors

4.2.1. Collecting Samples of DAT Emotion Responses

The emotion measurement method based on the behavioral response in the human–human interaction was used to measure emotion changes of testees due to the external...
stimuli. Thirteen testees (7 male, 6 female) were recruited to participate in the experiments. A real interaction scene was designed to evoke emotions of the thirteen testees. The escape or attack behaviors on the right arms of the thirteen testees were observed to obtain the emotion responses when the testees perceived external stimuli (thirteen testees were praised or criticized, thirteen testees were greeted, and thirteen testees were asked to perform instructions or tasks). Ten interactive participants interacted with thirteen testees in eleven kinds of interactive action behaviors. The thirteen testees completed eleven interactive actions with neutral states (1, 0.05, 0.5). Therefore, there were 143 interactive actions. The motion index data of thirteen testees’ right arms could be obtained by the motion capture system. The eleven kinds of interactive actions are shown in Figure 8.

1. An interactive participant waved hello to the testee with great enthusiasm, and the testee waved hello in response, as shown in Figure 8a;
2. The interactive participant waved hello to the testee, who was not enthusiastic enough, and the testee waved hello in response, as shown in Figure 8b;
3. The interactive participant asked the testee to complete the reaching point motion of point A, as shown in Figure 8c;
4. After praising the testee, the interactive participant asked the testee to complete the reaching point motion of point B, as shown in Figure 8d;
5. After criticizing the testee, the interactive participant asked the testee to complete the reaching point motion of point C, as shown in Figure 8e;
6. The interactive participant asked the testee to complete the motion of grabbing the small wood block from point D to point E, as shown in Figure 8f;
7. After criticizing the testee, the interactive participant asked the testee to complete the motion of grabbing the small wood block from point D to point F, as shown in Figure 8g;
8. After praising the testee, the interactive participant asked the testee to complete the motion of grabbing the small wood block from point D to point G, as shown in Figure 8h;
9. The interactive participant asked the testee to complete the motion of grabbing the small wood block in the order of 1–2–3–4–5–6, as shown in Figure 8i;
10. After criticizing the testee, the interactive participant asked the testee to complete the motion of grabbing the small wood block in the order of 1–2–3–4–5–6, as shown in Figure 8j;
11. After praising the testee, the interactive participant asked the testee to complete the motion of grabbing the small wood block in the order of 1–2–3–4–5–6, as shown in Figure 8k.
Figure 8. The eleven kinds of interactive actions: (a) the 1th interactive action; (b) the 2th interactive action; (c) the 3th interactive action; (d) the 4th interactive action; (e) the 5th interactive action; (f) the 6th interactive action; (g) the 7th interactive action; (h) the 8th interactive action; (i) the 9th interactive action; (j) the 10th interactive action; (k) the 11th interactive action.

For each interactive action, there are seven effective interactive actions between each testee and interactive participant. The average value of these seven effective action data can be the sample data finally applied to the artificial emotion model. Then the DAT emotion vector \( e \) can be calculated. Taking testee 6 as an example, the calculated data are shown in Table 4.

Table 4. The standardized interactive actions sample data of the sixth experimenter.

<table>
<thead>
<tr>
<th>Action Number</th>
<th>Event Annotation Vectors</th>
<th>( D )</th>
<th>( A )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(−1 0 0.75)</td>
<td>1.05</td>
<td>0.055</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>(−1 0.50 0.25)</td>
<td>1.30</td>
<td>0.090</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>(0 1 0.25)</td>
<td>0.65</td>
<td>0.075</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>(1 0.75 0.50),(0 0.75 0.25)</td>
<td>0.85</td>
<td>0.055</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>(1 0.25 −0.50),(0 0.60 0.25)</td>
<td>0.75</td>
<td>0.030</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>(0 0.50 −0.25)</td>
<td>0.95</td>
<td>0.040</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>(1 0.6 −0.25),(0 0.40 −0.25)</td>
<td>1.45</td>
<td>0.075</td>
<td>0.7</td>
</tr>
<tr>
<td>8</td>
<td>(1 0.40 0.50),(0 0.25 −0.25)</td>
<td>1.15</td>
<td>0.025</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>(0 0.25 −0.50)</td>
<td>0.95</td>
<td>0.040</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>(1 0.75 −0.50),(0 0.60 −0.50)</td>
<td>1.45</td>
<td>0.075</td>
<td>0.7</td>
</tr>
<tr>
<td>11</td>
<td>(1 0.50 0.50),(0 0 −0.50)</td>
<td>1.15</td>
<td>0.025</td>
<td>0.3</td>
</tr>
</tbody>
</table>

4.2.2. Generating DAT Emotion Response Vectors

The Min–Max normalization method can be used to normalize the original interactive action sample data [27]. The DAT emotion vectors \( e \) can be obtained. The processed emotion samples do not include the influence of people’s personalities and moods on emotions. A set of three-input and three-output samples can be composed of DAT emotion vectors \( e \) and external stimuli annotation vectors \( s_{outside} \). These samples can be used to train machine learning algorithms to make the robot realize the autonomous emotion responses to external stimuli. In this paper, the generalized regression neural network (GRNN) [28] was used to train the GRNN network to generate emotion response vectors \( \hat{e} = [\hat{A} \; \hat{a} \; \hat{T}] \) corresponding to the external stimuli.
Firstly, the reliability of 143 interactive actions in “Section 4.2.1” was tested. A total of 132 interactive action samples met the requirements, that is, 132 groups of effective samples were obtained. Then 125 groups of the 132 groups were randomly selected to train the GRNN network. The remaining 7 groups were used to test the fitting effect of the GRNN network. The input layer and output layer of the GRNN network contained three neurons each. The hidden layer included one mode layer and one sum layer. The GRNN network topology for the generation of emotion response vectors is shown in Figure 9.

![GRNN network topology for the generation of emotion response vectors.](image)

In the process of network training, the spread of the radial basis function needs to be determined. The spread parameters are traversed from 1 to 2 with a distance of 0.1, and the spread of the radial basis function is determined to be 2 by using the 10-fold cross-validation method when the test set is closest to the prediction result. The fitting effect of the network is tested by the simple cross-test method. The average fitting error can reach less than 0.1, and the minimum fitting mean square error of the single optimal can reach 0.03. The average fitting errors of the GRNN network in each dimension of DAT are shown in Figure 10. It can be seen that the average fitting errors reached below 0.1 (±0.03). Compared with the data in Table 3, the change trend of each dimension of DAT could not be changed by the error. It could be considered that the network had reached the model requirements and could realize the independent emotion response to the external stimuli.

![The average fitting errors of the GRNN network in each dimension of DAT.](image)

4.3. Correcting DAT Emotion Response Vectors

4.3.1. Personality Correction of Emotion

A widely accepted personality theory is the Big Five personality factor theory proposed by the psychologist Goldberg [29]. The theory divides people’s personalities into five categories, as shown in Table 5.
Table 5. Big Five personality factors table.

<table>
<thead>
<tr>
<th>Big Five Personality Factor</th>
<th>Variable</th>
<th>Variable Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>E_x</td>
<td>Outgoing, Lively</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>A_g</td>
<td>Gentle, Tolerance</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>C_o</td>
<td>Reliable, Self-discipline</td>
</tr>
<tr>
<td>Emotional stability</td>
<td>S_t</td>
<td>Anxiety, Passive</td>
</tr>
<tr>
<td>Sophistication</td>
<td>S_o</td>
<td>Creative, Intelligent</td>
</tr>
</tbody>
</table>

The statistical analysis fitting method proposed by Mehrabiana [30] was used to obtain the correlation between the DAT emotion dimension and the different personality traits in this paper as follows:

\[
\begin{align*}
D &= 0.21 E_x + 0.59 A_g + 0.19 S_t \\
A &= 0.30 A_g - 0.56 S_t + 0.15 S_o \\
T &= 0.60 E_x - 0.32 A_g + 0.25 S_t + 0.17 C_o
\end{align*}
\]  

(4)

The average score of each human dimension obtained by the Big Five personality scale is taken as the reference point for each dimension. The position of the reference point is taken as the neutral point, and the part beyond the neutral point is taken as the factor affecting DAT emotion. The emotion response vectors after personality correction are as follows:

\[
\hat{e}_p = \hat{e} + \hat{e}_p = \begin{bmatrix}
0.21 & 0.59 & 0.19 & 0 & 0 \\
0 & 0.30 & -0.56 & 0.15 & 0 \\
0.60 & -0.32 & 0 & 0.25 & 0.17 \\
\end{bmatrix}
\]  

(5)

where \(\hat{e}_p\) is the emotion response vectors corrected by the Big Five personality factor; \(\hat{e}_p\) is the corrected value of the Big Five personality factor in the three dimensions of D, A, and T; \(E_x, A_g, S_t, S_o,\) and \(C_o\) are the average scores in the five dimensions obtained from the Big Five personality scale, which are 0.70, 0.73, 0.61, 0.60, and 0.60 respectively. \(E_x, A_g, S_t, S_o,\) and \(C_o\) can be used as the neutral level of robot personality.

4.3.2. Mood Correction of Emotion

According to the discrete octagonal PAD space proposed by Mehrabian [31], the mood structure model of octagonal DAT space could be established by using the discrete octagonal method in this paper, as shown in Table 6.

Table 6. The mood structure model of octagonal DAT space.

<table>
<thead>
<tr>
<th>Field</th>
<th>Mood</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D+, A+, T+)</td>
<td>Exuberant</td>
</tr>
<tr>
<td>(D+, A+, T−)</td>
<td>Bored</td>
</tr>
<tr>
<td>(D+, A−, T−)</td>
<td>Dependent</td>
</tr>
<tr>
<td>(D+, A−, T+)</td>
<td>Hostile</td>
</tr>
<tr>
<td>(D−, A−, T−)</td>
<td>Relaxed</td>
</tr>
<tr>
<td>(D−, A−, T+)</td>
<td>Anxious</td>
</tr>
<tr>
<td>(D−, A+, T−)</td>
<td>Disdainful</td>
</tr>
<tr>
<td>(D−, A+, T+)</td>
<td>Docile</td>
</tr>
</tbody>
</table>
If a person is in a happy mood at this time, the negative emotion response will weaken, and the positive emotion response will strengthen under the same external stimuli. In the k-th interaction, the correction of mood to emotion is as follows:

$$\hat{e}_{pm} = \phi m_k + \hat{e}_p$$  \hspace{1cm} (6)

where $\hat{e}_{pm}$ is the emotion response vectors corrected by the personality and mood; $m_k$ is the current mood state of the robot; $\hat{e}_p$ is the emotion response vectors corrected by personality; and $\phi$ is the influence coefficient, $\phi = \cos(\hat{e}_p, m_k)$.

With the generation and accumulation of emotions, the mood state will also change. After the mood vectors are corrected by the mood state, the mood state also affects the mood in turn. The mood update process is as follows:

$$m_{k+1} = \begin{cases} m_k, & k = 0 \\ \alpha m_k + \beta \hat{e}_p, & k > 0, \alpha + \beta = 1, \alpha, \beta > 0 \end{cases}$$  \hspace{1cm} (7)

where $m_{k+1}$ is the mood value of the next moment; $\alpha$ and $\beta$ are the influence weights of the updating mood.

4.4. Classification of DAT Emotion Response Vectors

4.4.1. Obtaining the Classification Sample Set

In the real human–human interaction scene as shown in Figure 9, there were eight emotions (happy, angry, anxiety, love, sad, relaxed, excited, hate) on the tablet computer. The values of emotion classification labels were 1 to 8, corresponding to the eight emotions. The standard values are shown in Table 3. Before the emotion changes caused by the external stimuli were measured by the emotion measurement method based on the behavioral response, the testee needed to select the emotions on the tablet computer that may arise in the real interaction scene. The DAT emotion vectors $e_0$ were used as the input samples $s_{\text{input}}$, and these emotions selected on the tablet computer were used as the output samples $s_{\text{output}}$. Whether each emotion appeared or not was represented by 0 or 1. If there was a certain emotion, the value was 1. If there was no such emotion, the value was 0.

$$s_{\text{input}}^{i,j} = [D_0^i A_0^i T_0^i l_{\text{class}}^i]$$  \hspace{1cm} (8)

$$s_{\text{output}}^{i,j} = l_{\text{out}}^i$$  \hspace{1cm} (9)

where $D_0^i$, $A_0^i$, and $T_0^i$ are the values of the original DAT emotion vectors $e_0$ in the three dimensions of D, A, and T, respectively; $j$ is the number of samples in the original sample set, $j = 1–132$; $i$ is the emotion classification label, $i = 1–8$; $l_{\text{class}}^i$ is the output sample of emotion classification; and $l_{\text{out}}^i$ is the output classification label, $l_{\text{out}}^i = 0–8$.

4.4.2. Extension of the Feature Set

It is necessary to use the original DAT values of the eight emotions to mine information contained in the original sample and make full use of information in the original sample. In this paper, the original three-dimensional DAT emotion values, the absolute values of the difference between the original DAT emotion vectors and original DAT vectors, the distance between the original DAT emotion values and standard DAT values, the angle between the original DAT emotion vectors and standard DAT vectors, and the emotion category corresponding to the standard DAT vectors were combined. The feature set can be expanded from the original four-dimensional to nine-dimensional to form a new sample set. The new sample set can be defined as follows:
where $\mathbf{e}_i^j$ is the $j$-th original three-dimensional DAT emotion vector; $\mathbf{e}_i$ is the DAT standard emotion vector corresponding to the $i$-th basic emotion, and the corresponding values of each dimension are $D_o$, $A_o$, and $T_o$.

### 4.4.3. Selection of the Feature Set

After the feature set is expanded, there may be redundant or irrelevant features for classification. Therefore, the information gain rate is used to select the extended feature set and optimize the classification feature set. Before calculating the information gain rate, the dichotomy method [32] is used to discretize the characteristics of the five dimensions $\cos(\mathbf{e}_i^j, \mathbf{e}_i), \|\mathbf{e}_i^j - \mathbf{e}_i\|, A_o - A_o, a_o - a_o$, and $T_o - T_o$. After discretization, the information gain rate of each dimension in the feature set can be calculated. Then the information gain rates are arranged in descending order, and the number of features is increased in order to form a new feature subset. These feature subsets are used to train the classifier, and the relationship curve between the classification accuracy and number of features in the feature set can be obtained. The features that promote the classification accuracy curve are selected to form a new feature subset. The input sample formed by this feature subset can be used as the final classification sample to train the classifier.

### 4.4.4. Classification of Emotion Response Vectors

In this paper, the random forest algorithm [33] was selected to classify the emotion response vectors based on the motion indexes in this paper. The input of the random forest algorithm was the optimized input sample obtained after feature selection, and the output was the corresponding category label. After training, the classifier could be used to classify emotion response vectors based on the motion indexes.

The 132 groups of interactive action samples could be expanded to 1056 groups of interactive action samples based on Equation (10). The information gain rates of each dimension in the feature set were calculated based on the method in “Section 4.4.3”. The information gain rates of each feature are shown in Table 7, and the information gain rates were arranged in descending order. The classification accuracy of different feature subsets is shown in Figure 11.

<table>
<thead>
<tr>
<th>Number</th>
<th>Feature</th>
<th>Information Gain Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$l_{\text{class}}^i$</td>
<td>0.268</td>
</tr>
<tr>
<td>2</td>
<td>$|\mathbf{e}_i^j - \mathbf{e}_i|$</td>
<td>0.263</td>
</tr>
<tr>
<td>3</td>
<td>$\cos(\mathbf{e}_i^j, \mathbf{e}_i)$</td>
<td>0.236</td>
</tr>
<tr>
<td>4</td>
<td>$T_o^j \cdot T_o^j$</td>
<td>0.110</td>
</tr>
<tr>
<td>5</td>
<td>$D_o - D_o$</td>
<td>0.112</td>
</tr>
<tr>
<td>6</td>
<td>$A_o - A_o$</td>
<td>0.080</td>
</tr>
<tr>
<td>7</td>
<td>$D_o^j$</td>
<td>0.056</td>
</tr>
<tr>
<td>8</td>
<td>$A_o^j$</td>
<td>0.040</td>
</tr>
<tr>
<td>9</td>
<td>$T_o^j$</td>
<td>0.039</td>
</tr>
</tbody>
</table>
As shown in Table 7, the features that made the classification accuracy curve increase were selected to form a new feature subset, that is, the features corresponding to the number 1, 2, 3, 5, and 7 were selected. The input sample at this time was as follows:

$$s^{\text{input}}_i = D^i_0 \cdot l^i_{\text{class}} \cdot \left\| e^i_j - e^i_i \right\| \cdot \cos(e^i_j, e^i_i) \cdot D^i_e - D^i_s$$  \hspace{1cm} (11)

The input of the random forest algorithm were the five-dimensional input samples obtained after feature selection, and the output was the corresponding category label. It was determined that the number of random trees was 600. From 1056 samples, 1000 samples were randomly selected to train the random forest, and the other samples were used as test samples to test the classification performance of the random forest classifier to obtain its classification accuracy. After testing, the classification accuracy of random forest classifier was stable at 85.7%.

5. Robot Emotion Expression Based on Motion Behavior

Most of the emotion models in DAT emotion space are abstract models that cannot be directly applied to robot motion planning. The emotion model proposed in this paper can be expressed quantitatively. The mathematical expression $E$ of the emotion model can be expressed quantitatively by the emotion state and motion indexes, which can be expressed in the matrix form as follows:

$$E^{i\text{em}} = \begin{bmatrix}
D^{i\text{em}}_{1\text{em}} & A^{i\text{em}}_{1\text{em}} & T^{i\text{em}}_{1\text{em}} \\
D^{i\text{em}}_{2\text{em}} & A^{i\text{em}}_{2\text{em}} & T^{i\text{em}}_{2\text{em}} \\
... & ... & ...
\end{bmatrix}$$  \hspace{1cm} (12)

The matrix $E$ is defined as the emotion matrix, which is used to describe the different emotions expressed by the robot. Matrix $E$ represents the robot’s emotion intensity corresponding to the $i$-th emotion. When $i = 1$, the emotion vector $e$ that can represent a certain emotion is obtained by simplifying the emotion matrix ($E$).

$$E^{i\text{em}} = e = (A, a, T), \hspace{1cm} i = 1$$  \hspace{1cm} (13)

Moreover, a calculation method of emotion intensity suitable for the emotion spaces based on the motion indexes is proposed in this paper. At some point, a specific emotion’s transient intensity can be defined as follows:

$$\hat{E}^{\text{pm}}_{i\text{em}} = \begin{cases}
\left| \frac{\| \hat{e}_{\text{pm}} \| \cos \theta / \| e_s \|}{\hat{E}} \right|, & \hat{E} > 0 \\
0, & \hat{E} \leq 0
\end{cases}$$  \hspace{1cm} (14)
where $\hat{\text{e}}_{pm}$ is the emotion intensity corresponding to $\hat{\text{e}}_{pm}$; $\hat{\text{e}}_{e}$ is the standard emotion vector corresponding to $\hat{\text{e}}_{pm}$ after classification; and $\cos \theta$ is the cosine of the angle between $\hat{\text{e}}_{e}$ and $\hat{\text{e}}_{pm}$. A specific emotion’s intensity during the whole motion can also be calculated.

The motion primitives are important as a bridge establishing a connection between joint space and emotion space. In this paper, a novel motion primitive with emotions is constructed by using the concept of action semantics, as shown in Figure 12. The motion primitives can form more colorful actions through emotion modification. By adding the higher-order semanteme, more abundant connotations (different emotions such as sad, happy, and so on) can be expressed by the primitives.

$$
\hat{\text{P}} = \hat{\text{P}}(\hat{\text{D}}, \hat{\text{A}}): \text{T}^i_{pm} \quad (15)
$$

$\hat{\text{P}}(\hat{\text{D}}, \hat{\text{A}})$ can be defined as the matrix form for the convenience of calculation:

$$
\begin{bmatrix}
\hat{\text{P}}(\hat{\text{D}}_{1}, \hat{\text{A}}_{1}) \\
\hat{\text{P}}(\hat{\text{D}}_{2}, \hat{\text{A}}_{2}) \\
\vdots \\
\hat{\text{P}}(\hat{\text{D}}_{n}, \hat{\text{A}}_{n}) \\
\end{bmatrix} = \text{T}^i_{pm} 
$$

(16)

The whole motion process in a single emotion state can be expressed as follows:

$$
\text{B}^E = \hat{\text{B}}_{pm} = \hat{\text{B}}_{pm} \rightarrow \hat{\text{B}}_{pm} \rightarrow \ldots \rightarrow \hat{\text{B}}_{pm} = 
$$

(17)

$$
\begin{bmatrix}
\hat{\text{B}}^E(\hat{\text{D}}_{1}, \hat{\text{A}}_{1}) \\
\hat{\text{B}}^E(\hat{\text{D}}_{2}, \hat{\text{A}}_{2}) \\
\vdots \\
\hat{\text{B}}^E(\hat{\text{D}}_{n}, \hat{\text{A}}_{n}) \\
\end{bmatrix} = \text{T}^i_{pm} 
$$

where $n$ represents the emotion motion primitives’ number, and the symbol “$\rightarrow$” represents the sequence of different emotion motion primitives, and it does not represent any algebraic operation.

The whole motion process in the multi-emotion state can be represented as follows:

$$
\text{B}^E = \hat{\text{B}}_{pm} = \hat{\text{B}}_{pm} \rightarrow \hat{\text{B}}_{pm} \rightarrow \ldots \rightarrow \hat{\text{B}}_{pm} = 
$$

(18)

where $\hat{\text{e}}_{pm}^i$, $\hat{\text{e}}_{pm}^j$, and $\hat{\text{e}}_{pm}^k$ represent different emotions, respectively.

It should be noted that the expression of $\text{B}^E$ is independent of the connection form (series or parallel). At the same time, different model structures of various parts (such as
body, leg, and so on) will result in a specific calculation expression of $B^E$. The robotic arm was taken as an example in this paper. In order to generate the joint trajectories which can be considered the standard behavior of robotic arms in this paper, the Gradient Projection Method (GPM) with the following equation was adopted [34]:

$$
\begin{align*}
\dot{\theta} &= J^T X + \lambda (I - J^T J) VH \\
H &= m_u g h_u + m_l g h_l + \mu (\pi - \phi)^2 / 2
\end{align*}
$$

(19)

where $\dot{\theta}$ is the joint velocity, and $X$ is the end-effector velocity. According to different motion primitives, joint space dimensions are different. The joint trajectory is obtained by the inverse kinematics solution method instead of the motion primitive, and thus the joint trajectory converted by the motion primitive is continuous. $J^T$ represents the Jacobian matrix. $I$ represents the identity matrix. $\lambda$ represents a real scalar coefficient. $H$ represents the minimum total potential energy index, which can be considered as the objective function. $VH$ represents the gradient vector of the objective function. $m_u = (0.088 m_u - 1.8) / 2$ is the mass of the main arm. $m_l = (0.044 m_u - 0.5) / 2$ is the mass of the forearm [16]. $m_h$ is the mass of the human. $g$ is the acceleration of gravity. $h_u$ is the height of the main arm’s center of mass. $h_l$ is the height of the forearm’s center of mass. $\mu$ is the stiffness coefficient of the torsion spring. $\phi$ is the swivel angle of the elbow.

$X$ is a function of acceleration $a$, which is expressed as follows:

$$
\dot{X} = \int a \, dt
$$

(20)

Then Equation (20) can be expressed as follows:

$$
P^{\text{pm}} = \left[ \begin{array}{c} D^{\text{pm}} \theta(A^{\text{pm}}) \\ T^{\text{pm}} \end{array} \right]
$$

(21)

It must be noted that the motion index $D$ will affect the end operation accuracy of the manipulator, so the value of $D$ should meet the parabolic distribution. At the beginning and end of the motion, its value tends to be close to 1, and it is taken according to different emotional states at the peak. For a single emotion, $B^E$ can be expressed as follows:

$$
B^E = \left[ \begin{array}{c} D_1^{\text{pm}} \theta(A_1^{\text{pm}}) \rightarrow D_2^{\text{pm}} \theta(A_2^{\text{pm}}) \cdots \rightarrow D_n^{\text{pm}} \theta(A_n^{\text{pm}}) \\ T_1^{\text{pm}} \rightarrow T_2^{\text{pm}} \cdots \rightarrow T_n^{\text{pm}} \end{array} \right]
$$

(22)

6. Human–Robot Interaction Experiments


The calculation flow chart of the artificial emotion calculation model is shown in Figure 13. In order to simulate external stimuli, the type and intensity of external emotion stimuli are manually input directly into the calculation process of the artificial emotion model.
In the calculation process of the artificial emotion model, the initial personality factors of the robot were set to be neutral. Furthermore, the initial mood state was set to be $[0.1, 0, 0]^T$, that is, it can basically be considered that its mood state was neutral. Representative external stimuli events were selected for five human–robot interaction experiments, as shown in Figure 14. Among them, the 1st interaction was a greeting, that is, experimenters greeted the robot; The 2th and 4th interactions were task types, that is, experimenters assigned tasks to the robot; The 3th and 5th interactions were praise/criticism types, that is, after evaluating the work completed by the robot, the robot was required to complete a task.

![Figure 13](image-url)  
**Figure 13.** The calculation flow chart of the artificial emotion calculation model.

![Figure 14](image-url)  
**Figure 14.** The five human–robot interaction experiments: (a) the 1th interaction; (b) the 2th interaction; (c) the 3th interaction; (d) the 4th interaction; (e) the 5th interaction.

### 6.2. Calculation Results in Human–Robot Interaction Experiments

The external stimuli labeling vectors composed of the intensity of the external stimuli types and the calculated internal state of the robot are shown in Table 8. After detecting external stimuli, the GRNN network method was used to generate the DAT emotion response vectors. The DAT emotion response vectors after personality and mood correction...
are shown in Table 8. The modified DAT emotional response vectors were classified, and their emotion intensity could be calculated, as shown in Table 9.

Table 8. External stimulus annotation vector and emotion response vector.

<table>
<thead>
<tr>
<th>Number</th>
<th>External Stimulus Vectors</th>
<th>Modified Emotion Response Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Types</td>
<td>Internal State</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 9. Emotion class and emotion intensity.

<table>
<thead>
<tr>
<th>Action Number</th>
<th>Emotion Type</th>
<th>Emotion Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Love</td>
<td>0.122</td>
</tr>
<tr>
<td>2</td>
<td>Excited</td>
<td>0.847</td>
</tr>
<tr>
<td>3</td>
<td>Happy</td>
<td>0.691</td>
</tr>
<tr>
<td>4</td>
<td>Anxiety</td>
<td>0.824</td>
</tr>
<tr>
<td>5</td>
<td>Hate</td>
<td>0.605</td>
</tr>
</tbody>
</table>

6.3. Calculation Results Discuss

As shown in Figure 14, the whole human–robot interaction experiments explanation process was as follows:

(1) In the first interaction, the experimenter greeted the robot very enthusiastically (with a degree of enthusiasm of 0.8). At this time, the motion primitive involved was SREWP (reaching), and the robot had a love emotion, but its corresponding emotion intensity was weak;

(2) In the second interaction, the experimenter asked the robot to complete a simple task. The robot completed the reaching point motion of point A, and the motion primitive involved was SREPRWP (reaching and withdrawing). At this time, the robot was stimulated by the task type for the first time, its fatigue degree was 0, and the robot was willing to accept the task. Therefore, the emotion generated by the robot was excited;

(3) In the third interaction, the robot was praised at a general level. The experimenter asked the robot to complete a simple task. The robot completed the reaching point motion of point B, and the motion primitive involved was SREPRWP (reaching and withdrawing). At this time, the emotion generated by the robot was rather happy;

(4) In the fourth interaction, the experimenter asked the robot to complete a difficult task. The initial position of the robot arm was in a naturally sagging state. The robot grabbed the building block at point C, put it at point D, and returned to the naturally sagging state. The motion primitives involved were SREWP (reaching), SREWP (reaching and withdrawing), and SREPRWP (grasping and releasing). At this time, the emotions generated by the robot were excited and anxiety;

(5) In the fifth interaction, the robot was severely criticized by the experimenter. Three building blocks were initially arranged in a blue–red–green line, and the robot rearranged the building blocks in a red–green–blue line. The motion primitives involved were SREWP (reaching), SREWP (reaching and withdrawing), and SREPRWP (grasping and releasing). At this time, the fatigue level of the robot was already very high (three consecutive tasks had been performed, including long-term high-difficulty tasks). Therefore, the emotion generated by the robot was hate.
In order to investigate the influence of personality and mood on robot emotion response, the personality factors of the robot were set to 0.80 for extraversion, 0.83 for agreeableness, 0.72 for conscientiousness, 0.62 for emotional stability, and 0.7 for sophistication. Except for neuroticism, the initial personality factors were higher than the neutral level, that is, robots showed positive qualities. The initial mood state was still set to be neutral. The influence of the positive personality and mood on DAT emotion response vectors in the three dimensions is shown in Figure 15.

![Figure 15](image_url)

**Figure 15.** The influence of positive personality and mood on emotion response: (a) The changes of deviation degree (D) in the process of interaction; (b) the changes of acceleration (A) in the process of interaction; (c) the changes of interval time (T) in the process of interaction.

It can be seen from Figure 15 that the curves of interval time (T) were significantly higher than the predicted curve under the influence of personality, and the curves of deviation degree (D) and acceleration (A) were lower than the predicted curve under the influence of personality. That is, the robot’s experience of positive emotion was enhanced, and the experience of negative emotion was weakened, which is consistent with the robot’s personality positioning. The simulation results of negative personality were similar to this.

6.4. Human–Robot Interaction Experiment Method

In order to verify the effectiveness of emotion expression of robots based on the motion behaviors of robot. A total of 40 experimenters (N = 40) were invited to participate in the above five human–robot interaction experiments, ranging in age from 20 to 30 years, with an average age of 24.7 (SD = 1.56). In order to minimize the influence of experimenters’ familiarity with robots on the experiment results as much as possible, the 40 experimenters were divided into two groups according to the experimenters’ familiarity with robots: the group familiar with robots and the group unfamiliar with robots. In the group familiar with robots, the experimenters were relevant laboratory members and some volunteers who were currently involved in robot research. In the group unfamiliar with robots, the experimenters were students who had no special interest in robots and had never had contact with robots. In the experiments, three parameters were set to evaluate the emotion expression method: emotion recognition rate, emotion recognition time, and the Godspeed questionnaire used to evaluate people’s overall cognition of robots. People’s perceptions of robots could be evaluated by using the Godspeed questionnaire [35]. The Godspeed questionnaire is based on five concepts of human–robot interaction: anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety. Anthropomorphism is used to describe the attributes of human-like, such as naturalness, life, consciousness, and so on. Animacy is used to describe the attributes of life, such as organic, lively, lifelike, and so on. Likeability is used to describe positive impressions other people might have, such as pleasant, nice, friendly, and so on. Perceived intelligence is mainly used to describe the expected capabilities of robots, such as knowledgeable, competent, sensible, and so on. Perceived safety is mainly used to describe the comfort of people when interacting with robots, such as relaxed, quiescent, calm, and so on. These five aspects were divided into grades from 1 to 5. The emotion expression method based on the motion
behaviors of robot was verified by these three parameters (emotion recognition rate, emotion recognition time, and Godspeed questionnaire).

In the experiments, all the experimenters were informed in advance how the experiment would be conducted. The robot showed emotions (love, excited, happy, anxiety, hate) generated in the above five human–robot interactions to the 40 experimenters in turn. The experimenters and the robot NAO were on either side of a desk. There was a questionnaire, a pen, and a tablet computer on the desk. There were eight buttons on the tablet computer, and each button represented an emotion state. When the emotion expressed by the humanoid robot NAO was recognized by the experimenter, the corresponding button in the tablet was pressed to record the recognition time. Although the experimenters were not informed that the recognition time was used as one of the evaluation parameters, the experimenters were still required to complete the evaluation answer as soon as possible. In the experiments, the humanoid robot NAO served as a platform for emotion display, and the motion behaviors of the humanoid robot NAO could be compiled offline through its own software.

6.5. Experiments Results

In this paper, a two-way ANOVA analysis [36] using the SPSS statistical package (SPSS Inc., Chicago, IL, USA) was used to analyze all the experiment results (emotion recognition rate, emotion recognition time, and Godspeed questionnaire). The emotions (love, excited, happy, anxiety, hate) were defined as the within-experimenter factors, and familiarity (familiar, unfamiliar) was defined as the between-experimenter factors. The two-way ANOVA analysis of the emotion recognition rate using the SPSS statistical package was taken as an example. In this paper, six hypotheses needed to be satisfied to judge the influence of independent variables (emotion type and familiarity) on dependent variables (emotion recognition rate).

Hypothesis 1 (H1). The dependent variable is a continuous variable.

Hypothesis 2 (H2). There are two independent variables, and the two independent variables are categorical variables.

Hypothesis 3 (H3). The dependent variable has independent observations.

Hypothesis 4 (H4). There are no significant outliers in any classification.

Hypothesis 5 (H5). The residuals in any classification are approximately a normal distribution.

Hypothesis 6 (H6). Any classification has equal variance.

The influence of independent variables (emotion type and familiarity) on dependent variables (emotion recognition rate) was studied in this paper, which could be judged to meet H1, H2, and H3. The residuals were required to test H4, H5, and H6.

For H4, the SPSS test results were represented by a total of 10 boxplots. The boxplot of anxiety and familiar and the boxplot of anxiety and unfamiliar were taken as examples to show the test results, as shown in Figure 16. It can be seen from Figure 16 that there were no abnormal values, and the other eight boxplots had no abnormal values, which proved that the research data met H4.

For H5, the Shapiro–Wilk test was used to test the normality of data; the test results are shown in Figure 17. It can be seen from Figure 17 that the P value of each group was greater than 0.05, that is, the residual in any classification was approximately a normal distribution, which proved that the research data met H5.

For H6, the Levene variance homogeneity test was used to test the hypothesis that any classification has equal variance; the test results are shown in Figure 18. It can be seen from Figure 18 that the P value was greater than 0.05, that is, any classification had equal variance, which proved that the research data met H6.
Figure 16. Boxplot of anxiety and familiar (a); boxplot of anxiety and unfamiliar (b).

Figure 17. The results of the Shapiro–Wilk test.

Figure 18. The results of the Levene variance homogeneity test.

The results of the analysis of main effect is shown in Figure 19. It can be seen from Figure 19 that the emotion’s value of $p$ was $0.791 > 0.05$, which indicates the recognition rate was not influenced by the kinds of emotions expressed by the robot, and the familiarity’s value of $p$ was $0.022 > 0.05$, which indicates that the experimenters recognized that the emotion expressed by the robot was not influenced by familiarity.

Figure 19. The resulting ANOVA table of two–way ANOVA analysis of emotion recognition rate.
6.5.1. Emotion Recognition Rate

The results of the emotion recognition rate are presented in Figure 20. As shown in Figure 20, experimenters recognized the emotion expressed by the robot was not influenced by familiarity ($p > 0.05$). At the same time, the recognition rate was not influenced by the kinds of emotions expressed by the robot ($p > 0.05$).

![Figure 20. The emotion recognition rate.](image)

6.5.2. Emotion Recognition Time

The results of the recognition time are presented in Table 10. As shown in Table 10, the type of emotion was the primary factor influencing recognition time ($p < 0.05$). At the same time, there was no significant statistical difference in recognition time between the familiar group and the unfamiliar group. The results concluded that the high recognition time of the love emotion was caused by the low recognition rate of the love emotion.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Emotion Recognition Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Familiar</td>
</tr>
<tr>
<td>Love</td>
<td>M = 14.28 , SD = 3.02</td>
</tr>
<tr>
<td>Excited</td>
<td>M = 11.33 , SD = 2.62</td>
</tr>
<tr>
<td>Happy</td>
<td>M = 11.28 , SD = 2.15</td>
</tr>
<tr>
<td>Anxiety</td>
<td>M = 10.85 , SD = 2.18</td>
</tr>
<tr>
<td>Hate</td>
<td>M = 8.18 , SD = 1.56</td>
</tr>
</tbody>
</table>

6.5.3. Godspeed Questionnaire

In this paper, the reliability of the Godspeed questionnaire was tested: anthropomorphism (Cronbach’s $\alpha = 0.84$), animacy (Cronbach’s $\alpha = 0.86$), likeability (Cronbach’s $\alpha = 0.80$), perceived intelligence (Cronbach’s $\alpha = 0.84$), and perceived safety (Cronbach’s $\alpha = 0.81$). The results showed that the questionnaire had good reliability according to these values of reliability.

Anthropomorphism

The anthropomorphism scores are presented in Figure 21. As shown in Figure 21, the type of the emotion had a certain influence on the anthropomorphism score ($p < 0.05$). The scores of the three emotions of love, excited, and hate in the unfamiliar group were higher than those in the familiar group, while the scores of the two emotions of happy and anxiety were opposite. Both the familiar group and unfamiliar group had higher scores in the emotion of happy.
Figure 21. Anthropomorphism score.

Animacy

The animacy scores are presented in Figure 22. As shown in Figure 22, the type of emotion also had certain influence on the animacy scores ($p < 0.05$). Both the familiar group and unfamiliar group had higher scores in the emotions of excited, happy, and anxiety.

Figure 22. Animacy score.

Likeability

The likeability scores are presented in Figure 23. As shown in Figure 23, compared with the familiar group, the unfamiliar group had higher scores in the emotions of excited and happy.

Figure 23. Likeability score.

Perceived Intelligence

The intelligence scores are presented in Figure 24. As shown in Figure 24, compared with the unfamiliar group, the familiar group had higher scores in the emotions of love, happy, and anxiety. Familiarity with the robots had a certain effect on scores ($p < 0.05$), while the type of emotion had no influence on scores ($p > 0.05$).
Perceived Safety

The safety scores are presented in Figure 25. As shown in Figure 25, the type of emotion had a certain influence on the safety scores \( (p < 0.05) \). Both the familiar group and unfamiliar group thought that the robot had the highest safety score in the emotion of excited.

6.6. Experiment Result Discuss

The human–robot interaction experiments were mainly applied to verify whether robots can express emotions (happy, hate, and so on) in the process of motion. It can be seen from the emotion recognition rate in the Figure 20 that the robot emotion expression method based on the motion behavior proposed in this paper could obtain better emotion recognition results. Among them, the love pattern achieved 65%, the excited pattern achieved 75%, the happy pattern achieved 84%, the anxiety pattern achieved 86%, the hate pattern achieved 79%, and overall pattern emotion recognition achieved 78%. At the same time, it can be seen from the emotion recognition rate in Figure 18 that the experimenters’ familiarity with the robots did not affect the experimenters’ emotion recognition of robots. This showed that whether or not the experimenters were familiar with the robots, they could still well identify the emotions expressed by the robots. The five human–robot interaction experiments were mainly used to explore the influence of positive emotions such as love, excited, and happy and negative emotions such as anxiety and hate on the people’s cognition of the robots. The results showed that the motion behaviors of the robot did not have a great impact on people’s cognition of the robots, but the emotions expressed by the robots had an impact on people’s cognition of the robots. Among the Godspeed’s variables, only perceived intelligence was affected by experimenters’ familiarity with the robots \( (p < 0.05) \), and the same time, all the Godspeed variables were affected by the emotions. In addition, most of the experimenters believed that when the robot expressed a positive emotion such as love, excited, or happy, the experimenters would feel safe and comfortable. These results could provide help for us to design robot behaviors in human–robot interactions.
7. Conclusions

A system for integrating an emotion expression model into the behaviors of robots is proposed in this paper. An artificial emotion expression method that accords with human emotion, can deal with external stimuli, and has the capability of emotion decision-making was proposed based on the motion behaviors of robots. The novel artificial emotion expression method based on the behaviors of robots is different from the traditional speech, face, and gesture emotion expression method. Compared with speech expression, this method does not require a sensitive sensing system. Compared with face expression, this method does not require the robot to have a fine structure. Compared with gesture expression, this method is more universal in the motion type and range. The novel artificial emotion expression method based on the behaviors of the robot can be directly and quantitatively applied to robot motion planning, so that the robot can express a variety of emotions in the process of motion.

(1) A DAT three-dimensional emotion space was established based on the motion indexes (deviation coefficient, acceleration, and interval time). Then an artificial emotion expression model considering personality and mood was established based on the DAT three-dimensional emotion space, and an effective method of annotating external stimuli was proposed. A generalized regression network was trained based on the emotion response samples, with a fitting error of 0.1 (±0.03). An autonomous and personalized emotion response to external stimuli was achieved.

(2) The original emotion classification sample was split and expanded, and the sample feature set was effectively selected according to the information gain rate theory. After removing the redundant irrelevant features in the emotion classification samples, the random forest classifier was trained to realize the emotion classification, and the classification accuracy was more than 85%.

(3) Robots could generate corresponding emotions according to external stimuli and perform emotion expression in the five human–robot interaction experiments, the human–robot emotion interaction could be achieved, and the effectiveness of the artificial emotion model could be verified.

This paper introduced an artificial emotion expression method based on the behaviors of a robot by taking robotic arms as an example. The artificial emotion expression method based on the motion behavior of the robot proposed in this paper can be applied to other parts of the humanoid robot (such as head, torso, legs, and so on). Through the emotion expression experiments, it was found that when the robot presented positive emotions, most of the experimenters were happy to interact with the robot. When the robot presented negative emotions, only a few people were willing to interact with the robot. Therefore, like the human–human interaction, the emotion expression of robots can affect the behavior of interactors.

8. Recommendations and Future Work

(1) In the emotion expression of robots, an artificial emotion expression method, which can deal with external stimuli and has the ability of emotion decision-making, was proposed based on the motion behaviors of robots to make the robots express rich and colorful emotions through motion behaviors. In the future, the motion characteristics of the human body under different emotions can be extracted by the visual system, so that the robot can recognize the emotions expressed by motion behaviors of human. The integration of emotional expression, emotional recognition, and emotional influence can be realized in human–robot emotion interactions.

(2) Moreover, the face recognition function of robots can be added, and the associative memory function can be considered in the artificial emotion model, so that the robot can judge the familiarity of the interactions.

(3) In order to obtain human-like emotion responses, the artificial emotion model established in this paper requires the machine learning algorithm to learn human emotion
samples. However, when using the emotion measurement method based on the behavioral response in the human–human interaction to collect emotional samples, the more emotion samples collected, the more accurate the human-like emotion responses will be. It is difficult to collect a large number of emotion samples. In the future, artificial intelligence algorithms such as the reinforcement learning algorithm can be used to enable robots to learn autonomously and in real-time human–robot interaction.
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